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Abstract

Despite significant improvements in the general-purpose text summarization task in
the past decade, clinical conversion summarization is going through a tough time
due to a lack of initiative to provide open-source datasets to the NLP community.
In this work, we are presenting the first long and short Bangla Clinical Dialogue to
Note Summarization datasets: BnClinical-Sum. Long conversations are detailed
conversations with additional medical history. For the long dialogue dataset, we
have accumulated around 207 pairs of full conversations and notes. Each note con-
sists of in-depth discussions on previous medical histories, family medical records,
and a wide variety of other topics. For the short dialogue version, our dataset
consists of 1701 real-life short manually translated clinical conversations and their
corresponding notes. The short dialogue dataset consists of subsets of long dialogue
where each dialogue snippet addresses one sub-topic like previous medical histories,
family medical records, etc. Those conversations are from 20 different categories like
labs, assessments, plans, etc. Owing to demonstrating the efficacy of both datasets,
we have trained our datasets on current state-of-the-art text summarization and
text-to-text generative models to provide a solid benchmark for clinical conversion
summarization tasks.

Keywords: ClinicalNLP; Dialouge2Note; mBART; Transformer; mLongT5; Bench-
mark; Summarization; Generation; Bangla; Dataset
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Chapter 1

Introduction

The automated process of extracting relevant medical information and generating
comprehensive medical reports or summaries from spoken or written interactions
between doctors and their patients is known as generating medical reports based
on doctor-patient conversations using Natural Language Processing (NLP). This is
one of the prominent use cases of text generation tasks. One of the simple block
diagrams of the generative model is 10.2.

Figure 1.1: An inference diagram of Text Generative Model. Here, the left box
contains an incomplete phrase as input. As an output, it completes that sentence
and also adds other information in the left box. The triangle plays the role of a
Text Generation Model which is responsible for generating relevant text in human
language.

In order to improve healthcare documentation and simplify the healthcare process,
the NLP-powered system analyzes the conversation, detects relevant clinical facts,
organizes the information, and provides organized and coherent medical reports.
The use of modern technology has completely changed how medical professionals do
their work in the fast-changing medical environment. The use of Natural Language
Processing (NLP) to generate medical reports from inquiries between doctors and
patients is one such revolutionary development. A significant technology that en-
ables the automatic extraction, analysis, and synthesis of medical information from
the rich tapestry of discussions between medical professionals and their patients is
NLP, an area of artificial intelligence. By providing timely insights and support
to medical professionals throughout their interactions with patients, it helps in a
number of unexpected ways. When making important decisions, it helps with real-
time information retrieval by ensuring that clinicians have access to relevant medical
information and patient history. This in-the-moment support may result in more



precise diagnoses, individualized treatment strategies, and better patient outcomes.
This ability to analyze data extends above specific patient interactions and enables
medical facilities to make data-driven choices that can improve overall treatment,
utilization of resources, and satisfaction among patients. This study explores the
interesting intersection between NLP and medicine, demonstrating the latest inno-
vations that are changing treatment by converting doctor-patient conversations into
insightful, useful medical reports. We will look at how NLP is advancing medical
research, enhancing patient experience, and transforming medical care records. We
will also explore the ethical concerns that surround the use of this effective technol-
ogy, ensuring that it is utilized properly and for the benefit of patients as well as
doctors.

1.1 Motivation

Since our aim is to collect data and data benchmarking so we have collected our
data from published scholarly articles which is originated from another country in
English. Furthermore, we intend to create the dataset in Bangla, thus we will
eventually convert the data manually. Due to lack of clinical reports in our country;,
we had to find ways to acquire our data from other countries. We attempted to do so
for that reason. Additionally, we have made an effort to do this in order to prevent
mistreatment in our country. Also, we sometimes get into trouble identifying our
prescription or condition since we forget to keep track of our clinical reports. Thus,
to prevent these issues and to possess a hope for a structured document in our
country to facilitate the process.

1.2 Problem Statement

One of the rudimentary problems in Clinical NLP is the lack of a reliable dataset.
In fact, in some cases, high-resource language is going through this problem. The
central objective of this work is to develop datasets that consist of a pair of con-
versations between doctors and patients, and corresponding clinical notes of that
conversation in Bangla. In this work, we are proposing two datasets for benchmark-
ing this downstream task. As this domain is quiet, we do not have any previously
reported dataset in the Bangla language. So, for the data structure, we have to rely
on the English dataset.

Table 1.1: Currently Publicly Available English Dialogue to Note Dataset and Our
Proposed Bangla Dataset

Publicly Available English Dataset Our Bangla Dataset
Dataset Size Type Dataset Size
MTS-dialogue | 1701 Short BnClinical-Sum-Short | 1701
ACI-Bench 207 Long BnClinical-Sum-Long | 207
primock57 57 Long




Here, we will utilize the reliable English dataset MTS-Dialogue and ACI-Bench [1,
2] and manually translate both of the datasets for the Bangla language. So that
future researchers can find a good starting point for upcoming research.

1.3 Research Objective

The core objective of this work is to explore different settings of pipelines for different
transformer-based models. This experimentation will aid us in understanding which
design decision more aligns with the clinical domain.

o Explore different Transformer models.

o Explore different arrangements of the pipeline.

e Setup a Benchmark and Baseline performance for future research.
e Understand how text2text generative models works.

e Understand how the text summarization model works.



Chapter 2

Literature Review

The authors of this paper describe an elaborate process to create extensive sequence-
to-sequence models to generate clinical notes from patient-doctor conversations.
Treating the task as an abstractive summarization problem, they implement an
encoder-decoder transformer model with a pointer-generator mechanism. The work,
in particular, presents a number of modeling concepts, such as subword and mul-
tiword tokenization, prefixing target summaries with a chain of clinical facts, and
training with a contrastive loss function. In order to effectively manage large input
and output sequences, they also use flash attention during training and query chun-
ked attention during inference. They used a substantial dataset for their tests, which
show consistent accuracy. In addition, the authors also demonstrate how subword
and multiword tokenization speed up model convergence while simultaneously im-
proving accuracy. Faster training speeds are made possible by flash attention, which
considerably increases batch size, while inference can be accomplished with every
length of transcript according to query chunked attention. It is vital to remember
that some parts, like the physical exam (PE) section, are unlikely to benefit from
particular strategies for modeling since they are templated. [3]

Given the rising number of digital medical records in the healthcare industry, this
paper [4] emphasizes the growing significance of automation in processing medi-
cal documentation. It comprehends how machine learning has been incorporated
into medical decision-making systems, specifically in medical visualization, and the
expanding significance of Natural Language Processing (NLP) methods in clinical
situations. Because of their outstanding results on a variety of NLP tasks, including
clinical NLP, large language models (LLMs), in particular transformer-based mod-
els, have drawn a lot of attention. Clinical applications have shown that there is
potential for the use of prompt-based LLMs, especially for tasks like summarizing.
The MEDIQA-Chat Tasks are also discussed in the study, with a concentration
on summarizing and generating patient-doctor interactions. The findings indicate
that certain models, like Clinical-T5-Sci, perform better than others at summarizing
doctor-patient conversations and prediction of section headings.

This paper [5] indicated summarizing, categorizing, and creating patient-doctor dis-
cussions. They used a data-augmentation-first strategy (dialogue creation) taking
the majority of their time. This strategy significantly enhanced model performance
for all tasks. They produced impressive results using the adaptable BART archi-
tecture as the basis for their submissions, taking first place in Task C and placing



strongly in other subtasks. They are the only team to provide stable and repeatable
code for all three objectives, demonstrating their dedication to code stability and
reproducibility. Their contributions and outstanding results highlight the value of
augmented data and excellent code in clinical NLP tasks.

This article [6] describes a unique strategy known as the "doctor-patient loop,”
which makes use of Large Language Models (LLMs) in order to create conversation
datasets of the highest possible standard. The results of their experiments show that
they perform quite well while evaluated through an assortment of digital initiatives,
including ROUGE, medical concept recall, BLEU, Self-BLEU, and others. Addi-
tionally, this study explores the possible application of cooperative LLMs in dataset
development through the comparison of their preferred technique to Chat-GPT and
GPT-4. This research extends its field by demonstrating innovative methods for col-
lecting clinical conversation data and evaluating the standard and variety of created
text.

This study [7] explores the differences and similarities between a number of transformer-
based models, such as BioBART, Flan-T5, DialogLED, and OpenAI GPT-3, in the
context of clinical dialog summarization, a field where such studies have not been
extensively explored. The authors concentrate on summarizing both short as well
as extended clinical conversations. They work with innovative methodologies and
combined techniques to lessen hallucination of developed summaries. Each task
is presented in three separate runs, and the authors use measures like ROUGE;,
BertScore, BLEURT, and multi-class accuracy to assess their performance. Addi-
tionally, they find that although the fact that reducing hallucination might generate
better summaries, it could not always provide the best results because of metric
biases that favor longer texts. This extensive research offers beneficial details about
the efficiency of transformer-based models for clinical dialog summarizing.

The authors of this research focus on dialogue summarizing. They use two different
pipelines: one that uses few-shot in-context learning (ICL) with the robust GPT-
4 model and a conversation summarization model that has been fine-tuned. High
scores in measures like ROUGE-1 F1, BERTScore F1, and BLEURT demonstrate
the importance of these approaches in clinical note summarizing. Their techniques
provide outstanding outcomes in these metrics. To provide a more thorough analy-
sis, they furthermore employ expert annotations to look at the created summaries’
accuracy significantly. The beneficial effects of using substantial language models
and in-context learning for clinical conversation summarization are demonstrated
by their findings, particularly when dealing with extensive clinical notes that reach
beyond the limits of conventional models. [8]

This article presents the method that integrates conventional machine learning
techniques, particularly Support Vector Machine (SVM), with the use of one-shot
prompts implementing GPT-3.5 to generate representations that are different di-
alogues. Their model surpassed the usual standard results, demonstrating that it
provided competitive performance. More specifically, their method surpasses the
average performance of other task participants and gives an impressive overall score
in dialogue summary. This work emphasizes the value of combining conventional
machine learning with innovative language models in order to effectively categorize



and summarize beneficial conversation. [9]

This article describes a method for the job of medical discussion summarizing. The
authors enhance a LongT5 model on several different tasks at once, resulting in
increased efficiency and less inaccuracies and hallucinations in the summaries that
are created. They explore data augmentation using clinical named entity recogni-
tion tags but identify that it has an adverse impact on the quality of an overview.
The study also analyzes various text creating techniques depending on note length.
The outcomes indicate that the recommended method can improve the efficiency
and impact of medical conversation summarization. Although the article presents
beneficial information on summarizing medical conversations, it also relates with
previous work on enhancing large language models for short tasks and evaluating
data augmentation strategies for the accuracy of models.[10]

This article explores the field of clinical conversation summary, an essential appli-
cation of NLP in the field of medicine. The objective of the study is to improve
the proficiency of created medical chart notes by exploring combined techniques for
summarization models. The study analyzes three alternative approaches, starting
with a single summary model as a baseline and moving on to a collection of models
that are specialized in various parts of the chart note. The last method involves
layering or staging the results as they go through several summarization models.
The results show that while ensemble models adjusted to certain areas generate
better outcomes, the multi-layer method does not substantially improve efficiency.
This research provides significant new perspectives on the opportunities of ensem-
ble a summary models and opens up intriguing possibilities for clinical conversation
summarization studies.[11]

The complicated job of medical dialogue summarizing is addressed in this study,
which also introduces a distinctive system created for the Dialogue2Note Medical
summarizing. The method, which uses a two-stage process for section-wise summary
and focuses on choosing conversations that are semantically comparable and employ-
ing them as in-context examples for GPT-4, which has shown excellent outcomes.
The article additionally looks at the effects of a variety of factors including the ap-
plication of immediate structures and the overall number of in-context instances, on
summarization performance. While emphasizing the benefits of few-shot prompt-
ing, the authors also note the obstacles in accomplishing the most effective summary
length. The work shows extensive analysis of their performance, emphasizing both
its advantages and disadvantages, and overall gives helpful insight into the creation
of elaborate summarizing algorithms for medical conversations.[12]



Chapter 3

Task Definition

In this work, we are proposing a task for Bangla text generation. To solve this task,
we have to create a Bangla text generative model where it can generate clinical notes
from a dialogue:

3.1 Training
o Given: D, N;

— Where D := {Dy....D;} set of Dialogues between patients and doctors
— AND N := {Ny....N;} set of clinical Notes

« Here, we need to develop a text generative model model F(D;) which can
produce a valid /N; which is not in Dy...D;, Ny...N;

e Characteristic of Valid Ny:

— N must follow the syntax of a target language.
— Nj must maintain clinical integrity.

— N, must follow the semantics of a target language.

3.2 Inference
e Input: D;; D; := Dialogue between patients and doctors.

e Output: N;; N; := Clinical Notes for D;



Chapter 4

Challenges of Bengali Clinical
Dialogue2Note Summarization

4.1 Challenges in Data Collection

Despite being one of the most widely spoken languages, Bangla has a very limited
amount of workable text corpus for many downstream tasks. Clinical dialogue sum-
marization is no exception to this. In fact, to our knowledge, we have not found any
reported data for clinical dialogue summarization. The reasons behind this scarcity
are:

Lack of Infrastructure. Most of the Bangladeshi hospitals, especially government
hospitals, do not have digital data collection facilities. Moreover, medical reports
and prescriptions are also handwritten. Also, hospitals do not have the facility
to store conversions among patients and doctors. That is why it becomes sort of
impractical for researchers to collect real-world data for Bangla language.

Privacy constraints. Ensuring Data Privacy is one of the most crucial things for
clinical data collection and distribution. As we do not have any legal protocol for
data sharing or selective distribution, hospital heists to share reports.

Lack of Motivation. This problem actually applies to every language. There are
very limited amount of clinical dialogue datasets. In fact high resource language like
English, have very limited accessible dataset (Yim et al., 2023, p.2 )[2]. Owing to get
a business advantage online scriber companies do not release datasets. Although,
they have access to real-life data. This lack of motivation to create datasets for
public use actually makes the data collection process difficult.

4.2 Challenges in Data Modeling

Currently available state-of-the-art generative models is not well suited for long text
generation. On the other hand, a clinical report consists long texts. To process a
long data we had to face lots of technical hardship. Also, for Bangla, we don’t have
previously pre-trianed model in clinical documents. That is why it become difficult
to train a model and get better result.



Chapter 5

Data Selection

As our core objective is to develop a dataset in Bangla from clinically approved
sources and Benchmark those proposed datasets, we had to rely on the currently
available English dataset which can be found in Table 5.1.

Table 5.1: Currently Available Clinically Approved English Datasets

English Dataset
Dataset Size | Open
MTS-dialogue[l] | 1701 Yes
primock57[13] 57 Yes
aci-bench|[2] 207 Yes
3M Health[14] 1342 No
Abridge[15] 6862 No
Augmedix[16] 500 No
emr.ai[17] 9875 No
Nuance[18] 802000 | No

From this table, we can see that most of the datasets are not publicly available or
open to use. There is a massive open data shortage in the clinical NLP regime. Table
5.1 shows that there are three publicly available datasets. From those datasets, we
have selected MTS-dialogue[l] and aci-bench[2]. Both of the datasets are open to
use. Also, Both of the datasets contain a handsome amount of data with respect to
the clinical NLP domain.

5.1 Sources of BnClinical-Sum

BnClinical-Sum-Long. Among three publicly available datasets from table 5.1
there are two long datasets which are aci-bench and primock57. As aci-bench con-
tains more data, that is why we have selected aci-bench for our BnClinical-Sum-
Long dataset.

BnClinical-Sum-Short. Only publicly available short dialogue dataset is MTS-
Dialogue. So we have no other options for short dataset.

9



5.2 Reason Behind Selecting Two Datasets

Automatically generating detailed notes can aid doctors in workplace. To develop
such a system in Bangla. It is essential to have a certain dataset that can be helpful
to NLP practitioners. That’s why we have selected a long dialogue dataset.

Also, we can ignore the fact that till now Bangla text generation is at an early stage
and it is still in the development phase. That is why sometimes generating long
sequences can be really hard to generate. That is why to provide a sold starting
point for the practitioners, we have also developed a short dialogue dataset.

10



Chapter 6

Bengali Short Dialogue2Note
Summarization:
BnClinical-Sum-Short

6.1 Data Sources

Our BnClinical-Sum-Short dataset is collected from the dataset of M'T'S-Dialogue
(Abacha et al., 2023)[1]. This dataset contains dialogue-note snippets. For each
short dialogue they have corresponding short notes which are clinically verified.

6.1.1 Data Creation

We've created our data from publicly accessible clinical notes. This data creation
process comprises generating a medical report from doctor-patient conversations.
We acquired the clinical notes along with summaries from the Mtsamples public
collection, that gives established medical records. The six most frequently used note
categories and specializations in the collection—General Medicine, SOAP (Subjec-
tive, Objective, Assessment, Plan), Neurology, Orthopedics, Dermatology, and Al-
lergy /Immunology—are all covered by the chosen clinical notes. A total of 1,701
dialogue pairs and associated clinical note categories were included in the final MTS-
DIALOG dataset. Data quality is corroborated from where we’ve collected the
data.Conversations are rated by evaluators based on their agreement with annota-
tion claims, topic applicability, and description.

6.1.2 Comparison with Real Data

The MTS-DIALOG dataset is constructed of authentic notes and simulated conver-
sations that resemble doctor-patient interactions in order to prevent the confidential
doctor-patient conversations. Through a blind review, we looked into how similar
the MTS-DIALOG data was to actual discussions in order to examine the effects
of depending too much on synthetic data. Differentiating between simulated and
real data in the MTS-DIALOG dataset is ambitious. Although statistical study
shows that MTS-DIALOG conversations have less speech flaws and pauses, medical
specialists have noticed that the material feels real most of the time. Conversations
that were clear, succinct, and comprehensible even with abrupt topic changes and
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conversational language were the reason why synthetic data was occasionally incor-
rectly identified as authentic. However, due to its probity, low speech flaws, and
clarity, actual data was often mistaken for simulated data. This complexity focuses
on the importance of the dataset as a starting point for model training and evalu-
ation in real-world circumstances. In Bangla, each data point looks like in Figure
6.1

Dialogue:

TIETH: (ST I3 F07?

AT S JIT 33 |

CTGTH: S AN ST =T FIE T TA®R? 957 5 Qe 552
GRiRenited

TIGIF: T 93 Too] To7T O [ FARETN?

@At S N 27 SN FIGENGF A6 FT T foifSaet e, SE-F Ao fAw

TR 932 T (@ 6 FARAB| 972 FAAS FAAS A 3 AT FE (T
fefzeTrsr|

TTETAz 6 te, S DA FOYF QeCeral AT JT (T ?

@it FPE TS|

TTeTR: 5% S|

VT T AFf6 77 IJeT FEMR 93 SHTH (¥ A3 IR 3| A It

f&fersy Qoo i a1 3o A" (@1 e (@31

TTea: 3% | IF 9% N 9F TART vo I 3008 N (AF?

T 5, BT 3% | A5 SIrenE i P i@ ket

Tre1F: af {3 fEvesrt Fate Mfa arafa fFens artee e AfsEma?

@t CNEATRG JHoa |

Notes:

af% a3 > T27 3TN Ffer o AT Ffas *fqwdd, @ o Fhy INF
STAe R el (W1 I | ST T (¥ a6 o1 9% N@R ST BT 2@ 33
Oy FTEEET T TSI FAMRETN | fofer (F IO FofeTT @ ©7 277 377 O
@FPE AT FICENGH (FF A0 I QE (ST, TAME (356 FAT AT AT
FE G (@ (F3TT| M N OF AFR 935G FE I (Hele 371 i I
T fefd 0b/90/08 I AFfE #IfF1: AT PN | (72 N (N, fofer
ST FHFER N SAA FE TN Ao I | fof F531 fFreera e
232 fF5H1 3 AT FEF T FF o o7 FEF| O1F SHEF A (FTET
TR (2|

Figure 6.1: Example of Short Dialogue and Notes in Bangla
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6.2 Data statistics

The short dialogue dataset is divided into 20 categories. Each dialogue snippet deals
with one category of problems. The distribution of categories can be found in Figure

6.2.

Figure 6.2: Class Distribution of Short Dialogue Dataset

From Figure 6.2, we can see that FAM/SOCHX has most of the data and LABS
has minimal data.

Classwise note and dialogue token length can be understandable from Figure 6.3,
6.4 and Table 6.1.

Figure 6.3: Classwise note token length
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Figure 6.4: Classwise dialogue token length

Table 6.1: Note and Dialogue Token Size Summary (Short)

Index | Note Token Size | Dialogue Token Size
Count 1701 1701
Mean 96.34 94.087
std 148.75 102.7
Min 2 1
0.25% 15 82
0.5% 39 152
0.75% 111 307
Max 2521 3596
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Chapter 7

Bengali Long Dialogue2Note
Summarization:
BnClinical-Sum-Long

7.1 Data Sources

Short Dialogue2Note Models are suitable for the initial survey. But for real-life use
cases, it is essential to have a proper system that can handle the actual burden of
a doctor. That is why we have decided to utilize one of the most comprehensive
Dialogue2Note datasets which is created by Yim et al. (2023)[2]. We have manually
translated this dataset for Bangla language to create our dataset.

7.1.1 Data Creation

In medical practice, clinical notes are indispensable documents produced by doctors,
medical scribes, or individuals working together. The doctor can dictate these notes
directly or with help, and they can be generated in an assortment of strategies that
include formatting, precise information, and data to be included. With subsets like
virtassist, virtscribe, and aci, the aci-bench corpus contributes an extensive picture
of note-taking practices during doctor-patient interactions. In Virtassist, doctors
talk to patients in a natural way and sometimes use specific terminology to incor-
porate virtual assistant features into consultations. Furthermore, transcripts made
by medical professionals are included in virtscribe. These transcripts incorporate
ASR and human transcripts, displaying a change of auditory strategies and inter-
actions. ACI subset role-play prompts to simulate doctor-patient interactions. The
automatically generated notes are then refined by the area of expertise. The com-
plexity of creating clinical notes is highlighted by the collaborative efforts of medical
professionals such as physicians, physician assistants, medical scribes, and clinical
informaticists in creating these subgroups. It interprets how the consolidation of
human knowledge, technical resources, and organized procedures results in accurate
and thorough clinical documentation in a hospital encompassment.
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7.1.2 Data cleaning and annotation

The final dataset included in this study came from simulated interactions for mar-
keting demonstrations, where clinical notes were manipulated to include fictitious
electronic health record (EHR) entries for the sake of authenticity. But often there
was no clear connection between these entries and the actual discussion. The dataset
did not link clinical notes to EHR inputs such as order codes, diagnostic codes, sur-
veys, or vital signs. Annotation regulations were devised to determine dubious
material in the notes compared to the actual discussion. These suggestions were de-
signed to help note takers spot phrases that included facts that were not supported
by the notes, such as treatment rationale unrelated to the discussion or content
from fictitious EHR inputs. After text parts were identified, automated processing
was used to eradicate them. In order to meet time limitations and a restricted first
assessment, annotators found and fixed notes’ mistakes to improve the quality of
the dataset. Furthermore, discrepancies between the automatic speech recognition
(ASR) transcripts and the clinical notes were resolved. Examples of ASR errors are
identified for mismatches between transcript data and note content. Words such as
"hydronephrosis” may be misspelled as "high flow nephrosis” in clinical notes, while
names such as ”castillo” may be misspelled as "kastio”. It was the responsibility of
the annotators to identify these discrepancies and provide correct information. Fol-
lowing annotation, correcting mistakes in notes and removing unsupported phrases
from notes were part of the data processing phase. ASR transcripts were processed
in two versions: original and ASR-corrected (manually edited) to assess the effect
of ASR errors. After automated processing, encounters were manually reviewed to
resolve remaining formatting errors and spelling errors. To provide better quality for
further analysis and research, the dataset was enhanced by removing unjustifiable
note content and resolving ASR issues.

7.2 Structure of Notes

In this data, clinical notes are divided into several sections. Each section contains
relevant clinical information about patients. In Bengali, The note looks like Figure
7.1. Details of units in English are:

CC. Here, CC means “Chef Complaint”. It indicates the exact characteristics of the
patient’s condition and its place of occurrence.

HPI. HPI refers to “History of Present Illness”. It includes information on the
patient’s symptoms, including their duration and intensity, as well as any relevant
medical history.

PHYSICAL EXAM. It requires an extensive examination of a person’s body to
determine their overall health, detect any problems, and monitor how efficiently
different parts of the body are functioning.
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Figure 7.1: Example of Long Notes in Bangla

RESULTS. The results acquired from diagnostic procedures or imaging scans, in-
cluding biopsies, MRIs, and X-rays, besides other medical testing. These findings
frequently show if particular illnesses, disorders, or abnormalities are present or not.

ASSESSMENT. Exams, tests, observations, and conversations are all part of eval-
uating a patient’s health in order to make a diagnosis, plan a course of therapy, or
monitor a patient’s condition.
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PLAN. The term "plan” describes the suggested strategy of actions that a medical
professional plans to conduct after evaluating the patient’s condition.

HISTORY. "History” usually refers to the medical history or medical file of the
patient. It includes a thorough description of all of a patient’s previous and present
medical diseases, sicknesses, surgeries, prescription medication, allergic reactions,
family members medical history, their way of life, and other important health-related
information.

PE. A physical examination (PE) is a comprehensive assessment carried out by a
healthcare provider to carefully examine a patient’s health. It means giving atten-
tion to, sensing, touching, and hearing various physical areas. The intent of this
examination is to recognize health issues, provide appropriate medical recommen-
dations, monitor general health, and diagnose diseases. It involves monitoring vital
signs, assessing the health of the body, and carrying out particular procedures in
response to symptoms or past medical records.

FINDINGS. Information on a patient’s health state, symptoms, diagnosis, and
existence of any abnormalities that is obtained by lab results, physical examinations,
imaging scans, or medical tests.

ASSESSMENT AND PLAN.A crucial element of medical documents such as
patient records, the ”Assessment and Plan” summarizes the findings of a healthcare
provider’s evaluation of a patient’s health state and suggested method of treatment.
The Plan contains indicated operations, such as treatments, substances, or follow-up
calls, while the Assessment includes a summary of the medical condition based on
the data collected. This established system offers a consistent strategy for focus-
ing on the patient’s health issues, simplifies patient care, and improves clinicians
communication with one another.

ORDERS. "Orders” are guidelines for a patient’s medication, substances, tests, or
procedures that are given by a doctor. Staff nurses or other healthcare professionals
involved in the patient’s care generally execute these orders, which are recorded in
the patient’s medical records or electronic health system.

7.3 Data statistics

From Table 7.1, we can see that the count is quite low but the token size for both
notes and dialogue is high.
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Table 7.1: Note and Dialogue Token Size Summary (Long)

Index | Note Token Size | Dialogue Token Size
Count 207 207
Mean 1115.76 2649.24
std 445.82 896.87
Min 362 442
0.25% 902 2020.5
0.5% 1057 2487
0.75% 1278.5 3076
Max 4497 6142

From Table 7.1, we can say that the overall corpus is larger in terms of token size.
Also, the 25th percentile is only 902. So maximum data points are contains a lots
of tokens.

19



Chapter 8

Drawbacks of Google Translator
for Clinical Data Translation

Initially, we used Google Translator to refactor our data from English to Bangla. In
our observation, we noticed certain grammatical and semantical issues. For example,

o For certain phrases, it provides their literal meaning.

Sentence structures are not always maintained.

It incomprehensibly uses the word orientation.

It also adds irrelevant sentences.

It adds unnecessary phrases that are not aligned with Bangla languages.

8.1 Quantitative Analysis: Translation Quality

Owing to providing a quantitative basis for this work, we have compared Google-
translated texts respected to our manually translated text. Our results show that,
in ROUGE, the performance was not good enough. In case of BLEU, it was quite
good. But as we are dealing with a sensitive domain like clinical NLP where people’s
life involved. We should focus on precious work.

Metric | Performance
BLEU 0.73
ROUGE 0.26
BLEURT 0.6

That is why, we have manually modified those issues to follow our annotation guide-
lines. Our detailed annotation guideline is presented in the next chapter of this
report.
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Chapter 9

Data Annotation Guideline

To our knowledge, there is no data available for Bangla clinical dialogue2note tasks.
Also, a proper annotation guideline for data translation is also unavailable. Owing
to making this work standardized, we propose an annotation guideline for clinical
document translation from one language to another. We tried to make this thing as
comprehensive as possible. So, this guideline can be used for every language.

We judge a clinical dialogue and notes as suitable content for the clinical environment
based on the accurate linguistic features and adaptation to the clinical environment
of a certain country. In our case, we are working with Bangladeshi culture. To
measure dialogues and notes, we rely on the grammatical correctness of a given text
and maintain all clinical integrity. The core objective is to focus on:

o Dialogue: Does the Dialogue resemble the spoken culture of the target lan-
guage?

o Notes: Does the Notes resemble the written documentation style of the target
language?

e Does both Dialogue and Notes maintain clinical integrity?

9.1 Pipeline for Data Translation

Initially, we translated our text using Google Translator. After observing the trans-
lation, we have found some major discrepancies. To make the data suitable for
Bangla clinical dialogue to note generation tasks, we have focused on six points to
ensure uniformity and reproducibility, we have set up certain rules for Data Trans-
lation.

Changing Numbers. The data we obtained from Google Translator had an issue.
Certain numbers were in English. We need to change them because we are working
with Bangla datasets. Thus, all of the numerals have been converted to Bangla.
Like Table 9.1.

Table 9.1: Fixing Changing Numbers

Before After
R @FeE 50 =g II 52T | R 9 ¢o I=g 1 72T |
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Word Orientation. Another problem we encountered is that some words are
reversed in Google translator which does not make any sense. We worked on those
words and constructed the dataset by forming meaningful sentences with the correct
words. Like Table 9.2.

Table 9.2: Fixing Word Orientation

Before After
Q@SN 0Nt o SRIRIGIGRCIE
IRT-NT OoIFS O I619 fiet| | JI-T-HT Tords O &6 e |

Sentence Structure. There were some sentences in the data that we got from
the translator that were not translated correctly, resulting in no meaningful sen-
tences. We endeavored with those sentences and created the dataset by arranging
the sentences according to the structure of the sentences. Like Table 9.3

Table 9.3: Fixing Sentence Structure

Before After
I (@R TR AT ST 9T ST | AT (FHA AR 7 (B QTR SIS ?

Abolishing Irrelevant Sentences. Some irrelevant terms that are either not
needed to create a medical report or from which no information can be obtained
have been left out of the dialogue. The sentences that are stated only to give the
conversation additional complexity have been left out. Like Table 9.4

Table 9.4: Abolishing Irrelevant Sentences

Before After
TTeIg8 8%, I 13f¥e| s nieea | | Treeiss Iy 73w

Unnecessary Phrases. There are frequently some redundant phrases used while
we converse. Likewise, the translator translated several unnecessary phrases from
the doctor-patient conversation. Thus, in order to generate our dataset, we excluded
those extraneous phrases. Like table 9.5

Table 9.5: Abolishing Unnecessary Phrases

Before After
OIS R, ST (N SN2 | | GTeeias ST (N SR |

9.1.1 Maintaining clarity and clinical terminology

To ensure clinical integrity, we have not changed, altered, or paraphrased any med-
ical and clinical term. Moreover, we have not improvised any clinical decision.

22



Chapter 10

Benchmarking Model
Descriptions: Architectures and
Pre-training Protocols

10.1 Overview of Benchmarking Models

Table 10.1: Brief Description of Models for Benchmarking

Model Developed By Dataset Training Strategy
Principle Sentences Generation +
Local Attention +
mLongT5 Google Research mC4 Transient Global Attention +
UL2 +
LongT5
CrossSum BUET CSE CrossSum Multi Vanilla T5 + .
ultistage Language Sampling
CrossSum__Enhanced BUET CSE CrossSum Maulti Vanilla T5 + .
ultistage Language Sampling
Vanilla T5 +
mBART Large FAIR ML50 Noising Function to
Maximize Loss Function
mT5 Multilingual XLSum BUET CSE XL-Sum Vanilla Th
BanglaT5 BUET CSE Bangla2B+ Vanilla T5

For our experimentation, we have used 6 different models. Here, all of the models
are inspired by Transformer models[19]. In upcoming sections, we will discuss basic
of transformers, and strategical difference among our selected models from Table
10.1.

10.2 Basic Overview of Transformers

In 2017, Google researchers introduced a groundbreaking deep learning architecture
known as the Transformer [19], in their paper titled ”Attention Is All You Need.” This
neural network model boasts remarkable versatility and can be applied to a wide
array of natural language processing tasks, including but not limited to language
translation, text summarization, and language comprehension. The Transformer
model’s foundation lies in the concept of self-attention, which empowers it to assign
varying levels of importance to different segments of the input data when making
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predictions. This model harnesses multiple attention heads to understand diverse
relationships among input tokens, enabling it to capture intricate patterns within
the data.

Figure 10.1: Basic Overview of Transformer. [20]

10.2.1 Architecture

Transformer architecture consists of two different types of network blocks which are
the encoding blocks and decoding blocks. As for our analysis, we have used the
base version of each model. So, our model consists of 12 encoder blocks and decoder
blocks, with about 220 million parameters.

Encoder-Block

The encoder operates in an important part in the process of creating medical reports
from discussions between doctors and patients. It begins by processing unstructured
input data, which is frequently displayed as text or audio conversations, and then
goes on to extract important factors, such as medical entities and conversational
context. The encoder then transforms all of this data into numerical embeddings
that contain semantic and contextual information, assuring that the medical report
effectively represents each aspect of the discussion. Its results create an organized
framework on which specified medical reports can be developed, responding to med-
ical experts to offer reliable and proficient medical treatment. These reports require
important sections like patient information, medical records, diagnosis, along with
treatment recommendations.
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Figure 10.2: Architecture of Encoder. [20]

Decoder-Block

The decoder, which converts the structured data acquired by the encoder into acces-
sible and medically relevant reports, is an essential part of the process of producing
medical reports from doctor-patient interactions. In addition to producing text, the
decoder puts together data into established report segments, adjusts results based
on different medical specialities, and provides concise clarifications in simple lan-
guage. Furthermore, to be completely accurate and clear, the generated reports
must be understandable to both patients and doctors. This intricate performance
subsequently enhances medical treatment and enables more proficient doctor-patient
communication.

Self-Attention Mechanism

The self-attention mechanism is an essential part of Natural Language Process-
ing (NLP) models when it involves creating medical reports to provide information
between a doctor and a patient. It gives the machine the ability of focusing on
important conversational threads while recording complicated word-and-phrase con-
nections. This approach enables the model to analyze the proportional significance
for multiple dialogue components, presenting the extraction of relevant clinical in-
formation including signs and symptoms, diagnosis, and medication options. The
self-attention mechanism optimizes precision and understanding of context of the
established medical reports by dynamically modifying its attention during report
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creation, to assure that they offer medical experts insightful and clinically appropri-
ate knowledge.

Positional Encoding

Positional encoding is an important part of Natural Language Processing (NLP)
models which generate medical reports from interactions among doctors and pa-
tients. It explores the challenges of keeping word order information in text data
sequences. The sequencing of information in medical interactions is usually vital
to precise diagnosis as well as treatment planning. Each sentence or object in the
dialogue is given a distinct value in numbers through positional encoding, implying
its precise position in the sequence. This enables NLP models to be able to take con-
sideration for both the content and the word order, assuring that the created reports
on health correctly portray the dialogue’s sequential order. The records’ context-
awareness and integration are additionally enhanced by positional encoding, which
further improves their medical significance as well as utility for clinicians.

10.3 mBART-Large-50

mBART is developed by the Facebook Al Research group. The main architecture of
this model is based on transformer architecture. It is basically a denoising model like
Transformers. The main difference between Google’s transformer and Facebook’s
BART actually lies in the training process and multilingual capability. From the
architectural point of view. mBART contains an additional layer-normalization layer
on top of both the encoder and decoder, which enhanced training stabilized at FP16
precision.

10.3.1 Training Process of mBART-Large-50

The core fundamental of mBART-Large-50[21] is primarily inspired from the seq2seq
modeling scheme where it uses a denoising autoencoder. It’s central objective is to
generate original text X from a noisy text g(X) where g(-) is a predefined nosing
function. To calculate and maximize loss using Eq: 10.1.

Ly=>»_ Y log(X|g(X);6 (10.1)

D;eD XeD;

Noising Function. Noising function ¢(-) basically injects noise in two ways. Firstly
it randomly masks like [19] and they introduce change in order in the text. For
random masking, they have masked around 35% of the words[22].

Dataset. For pertaining their model they have used ML50 Benchmark dataset. It
consists of 50 different languages. It consists of high-resource languages like French
to extremely low-resource languages like Gujarati. Also, they have utilized WMT,
IWSLT, TED58, OPUS, WAT, LauraMartinus, I'TB, and FLORERS datasets [21].
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10.3.2 Multilingual Translation Model Variants

There are several variations of the multilingual model for mBART-large-50. From
those, we have many-to-many generative settings. Also, they have proposed many-
to-one, one-to-many, and many-to-many.

10.3.3 Multilingual Finetuning

For multilingual fine-tuning, they have collected pairs of different languages in bi-
texts format. They augmented both instances of a given pair and developed a
dataset. After that they finetuned a pretrained mBART to enhance multilingual
capabilities|21].

10.4 CrossSum and CrossSum-Enhanced

CrossSum and CrossSum-Enhanced both are mainly pre-trained versions of the clas-
sical transformer model[23] with Multistage Language Sampling. To train their
model, they have used the CrossSum Benchmark dataset which consists of 1.68
million article-summary samples in 1,500+ language pairs.[23]

10.4.1 Training Process

For data modeling and training they followed the strategy of mT5 model[24]. Apart
from this they have also introduced MLS approach. As their proposed CrossSum
dataset is highly imbalanced.

Multistage Language Sampling (MLS)

MLS is fundamentally a probability smoothing technique for upsampling in multi-
lingual pertaining settings. The basic idea is to fit repeated samples in each batch
from low-resource language to make each batch somehow stratified.

=1 Cij

i = —=n = Vie{l,2,...,n} (10.2)
Zj:l > k=1 Cij

23 ,
G = =7 Vi €{1,2,...,n} (10.3)
Zj:lpj
Cij .
Pili = =i € {1,2, ...} (10.4)
7 > k1 Cik
'
g = —2 v e {1,2,....,n} (10.5)

> ket Py

The overall sampling process follows those four probability equations 10.2, 10.3,
10.4, and 10.5. Here, ¢;; refers to the data count from language 7 to language j
translation. and «, § are smoothing factors.

During batching, they leverage ¢; and g;; to sample data from each batch to over-
come data imbalance. After that, they train the model like mT5[24].
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Dataset One of the main contributions of [23] is the dataset which consists of 1.68
million article-summary samples in 1,500+ language pairs. To make data coverage
larger they have used ‘induced pairs’ and ‘implicit leakage.

10.5 mLongT5-base

As long dataset has input and output, the token count is quite large. That is why It
was essential for us to incorporate a model that can inherently manage long inputs
and outputs. Although it is suitable for long text, surprisingly the model architecture
is the same as mLongT5. The main difference lies in its attention mechanism, unlike
vanilla transformers. It employed both local and global attention to take. Also,
they have used Unifying Language Learning Paradigms which is based on Mixture
of Denoising [25]. To understand how mLongT5 works, it is essential to know about
how LongT5 works. In the upcoming subsection, we will discuss it.

10.5.1 LongT5 Basics

Architecture. LongT5 mostly used T5[24] as a foundation. The only difference
lies in the encoder block where they have used certain changes in attention block
to handle long sequences. They have introduced two changes first one is Local
Attention and the other change is in the Transient Global Attention (TGlobal)
block.

Figure 10.3: Process diagram of Local attention in LongT5 Architecture [26]

Local Attention. It replaced the classical vanilla T5’s encoder with a sparse sliding
window for local attention. That actually selects tokens from a given radius (7). In
their experimentation, they have seen that the ideal value for the radius is 127. The
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time complexity of the overall process is O(l x r). Here, [ refers to the length of
each input string. The basic idea can be understood from Figure 10.3.

Figure 10.4: Process diagram of Transient Global Attention in LongT5 Architecture
[26]

Transient Global Attention (TGlobal). Another improvement in the LongT5
model is the introduction of Transient Global Attention (TGlobal) mechanism. The
core idea of TGlobal is to establish connections between local tokens with global
tokens. Here, they have computed attention with both a fixed k-sized block in the
input token and global tokens. This encapsulates both important information of
both local and global information. As knowing a handsome amount of information
is necessary for generating a long sequence. The overall idea is understandable from
Figure 10.4. In this process, the input sequences are divided into k fixed blocks. So,
to calculate model needs to iterate % time. For calculating only TGlobal, it requires
O(l x %) time where [ is sequence length and k is the block size. Ideally, the block
size is k = 16.

Overall Time Complexity and New Parameter Count. To execute both the
mechanism the overall complexity becomes O(I x 7+ 1 x £) = O(l - (r + £)). For
parameter changes, Firstly, Th-style relative position biases indicate the separation
between the block of an input token and the block of every global token it is pro-
cessing. Another parameter edition is Th-style layer normalization parameters that
normalize the embedding of every global token [26].

Unifying Language Learning (UL2). Apart from local attention and Transient
Global Attention, another optimization LongT5 introduced is leveraging the idea of
UL2 [25].
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Figure 10.5: Overview of Unifying Language Learning (UL2). [25]

The overall workflow of UL2 is described in Figure 10.5. From the figure, we can that
each autoregressive model learns from three different denoising schemes. Combining
those three schemes is called Mixture-of-Denisers.

Figure 10.6: Denoising Scheme of Unifying Language Learning (UL2). [25]

UL2 introduces three different types of noise schemes. Firstly, X, R, and S. Here, the
X denoising module actually helps the model to learn to generate long sequences.
R-denoiser is actually the same as the classical method [19]. Finally, the S-denoiser
helps the model to generate sequential output from a prefix like Figure 10.6.

10.6 Multilingual-XLSum

The backbone network for Multilingual-XLSum is also mT5 or Transformer[24]. This
model is an mT5 model which utilizes the model architecture and it is finetuned with
[27] dataset. This dataset has access to 44 different languages. The dataset consists
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of a total 1005292 samples. The main source of the dataset is BBC News!. For
summary, they also rely on BBC’s summary. As BBC also provided a summary in
one/two sentences at the beginning of each article.

10.7 BanglaTb

BanglaT5[28] model utilizes the transformer model[19]. The training strategy is
similar to the classical English model. For development of BanglaT5 they have uses
Bangla2B+ dataset[29]. According to their report, this model is suitable for Machine
Translation, Text Summarization, Question Answering, Multi-turn Dialogue, News
Headline Generation, and Cross-lingual Summarization tasks. Like Multilingual-
XLSum pertrained model BanglaT5 actually developed using Bangla2B+ dataset
on vanilla mT5 model [24]

Thttps://www.bbc.co.uk/ws/languages
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Chapter 11

Benchmark

For both of the datasets, we have followed sort of same type of data preprocessing
and fine-tuning strategy. We have mainly, focused on working with two types of
off-the-shelf models. The first one is generic Text2Text Generation Models and
the second one of Summarization Models.

11.1 Dataset Split

For this experiment, we have divided our data into three sets. Out train:valida-
tion:test set ratio is 64:16:20 for both of the tasks.

11.2 Fine-tuning Protocol

Short Dataset Fine-tuning. We have fine-tuned our model with 5 epochs and
the batch size was 2 as each data contains around 1024 input tokens and 512 output
tokens.

Long Dataset Fine-tuning. We have fine-tuned our model with 10 epochs and
the batch size was 1 as each data contains around 4096 input tokens and 900 output
tokens. We had to keep our batch size small due to hardware limitations.

11.3 Pre-processing Pipeline

Preprocessing is one of the most fundamental steps for any natural language pro-
cessing task. In this work, we have employed a generic common pipeline for pre-
processing which consists of three steps:
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Figure 11.1: Preprocessing Steps for Preparing data to fine-tune

Removing Unnecessary Spaces. Our proposed dataset is suitable for clinical
documentation. However, we had to remove certain spaces and line gaps for text
processing and analysis to streamline the training.

Text-Normalization. According to [30], Abugida text in digital space contains
a significant amount of errors and ambiguity. Bangla is no exception to this issue.
That is why we have normalized our text with BnUnicodeNormalizer.

Tokenization. Tokenization is one of the crucial steps in pre-processing pipeline.
As we have used mainly HuggingFace models. We have used AutoModelTokenizer.

11.4 System Information

Table 11.1: Brief Computational System information

Dataset GPU VRAM | Online Provider
BnClinical-Sum-Short P100 16GB Kaggle
BnClinical-Sum-Long | GTX A6000 Ada | 48GB vast.ai

Short Dataset Fine-tuning. We have used Kaggle’s P100 GPU (16GB) for fine-
tuning our datasets. As the token length of each pair of data was quite reasonable,
we were able to use our model within the P100 GPU.

Long Dataset Fine-tuning. For fine-tuning, we have used one RTX A6000Ada
GPU. As the input token length of long dataset is quite large, we had to incorporate
a GPU with large VRAM (48 GB).

11.5 Performance Comparison

11.5.1 Evaluation Metric

For evaluating performance, we have used BERTScore[31]. It is a deep learning-
based evaluation metric that uses contextual embedding, pairwise cosine similarity,
and inverse document frequency. The overall workflow is like Figure 11.2.
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Figure 11.2: Workflow of BERTScore. It shows that how Reference x and Candidate
2 are evaluating using contextual embedding, pairwise cosine similarity, and inverse
document frequency. [31]

Contextual Embedding. Contextual embedding actually provides how the overall
reference text x and candidate text Z are positioned in multidimensional tensors of
a contextual embedding. By comparing both tensors the text similarities can be
calculated.

Pairwise Cosine Similarity. To understand how those tensors are similar, it is
essential to use certain metrics. At this stage, using Pairwise Cosine Similarity the

similarity matrix is calculated. The formula for Pairwise Cosine Similarity is 11.1
ZL‘;rffj

il | - 11511

(11.1)

To calculate recall, precision, and F'1 score Equation 11.2, 11.3, and 11.4 are used.

1 R
Rperr = m Z rzngé(x:x] (11.2)
- J
1 .
Ppprr = B Z max z; & (11.3)
z; Z’] X
P ‘R
Foppr = 2 BERT * {VBERT (11.4)

Pprrr + Reerr

11.5.2 Short Dataset Fine-tuning

Table 11.2: Validation Set Performance on Short Data: BERT Score

Model Name Precision | Recall F1
CrossSum Enhanced 0.7685 0.7181 | 0.7411
BanglaTh 0.6205 0.6606 | 0.6386
mT5 Multilingual XLSum 0.7657 0.7210 | 0.7414
mBART 0.7441 0.7362 | 0.7389
CrossSum 0.7683 0.7179 | 0.7409
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Table 11.3: Test Set Performance on Short Data: BERT Score

Model Name Precision | Recall F1
mT5 multilingual XLSum 0.7710 0.7309 | 0.7489
CrossSum 0.7653 0.7201 | 0.7406
mBART 0.7504 0.7459 | 0.7470
CrossSum_Enhanced 0.7703 0.7244 | 0.7452
BanglaTh 0.6216 0.6700 | 0.6435

From Table 11.3 and 11.2, we can easily understands that top performing model for
short dialogue to note task is mTH Multilingual XLSum. It’s F1 score is 0.7414.
On the other hand, BanglaTh gives us inferior results. Our hypothesis behind this
results is that mT5 Multilingual XLSum pretrained on a sligthly recent data, so it
have content of COVID-19 which slightly correlated with clinical Data.

11.5.3 Loss Curves For Short Dialogue Dataset Fine-tuning
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Figure 11.3: Loss Curve for BanglaTh. X-Axis contains an epoch count ranging
from 0 to 4. Y-Axis represents a loss. Here, blue line represents training loss and
line represents validation loss. For short dialogue generation.
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Figure 11.4: Loss Curve for CrossSum. X-Axis contains an epoch count ranging
from 0 to 4. Y-Axis represents a loss. Here, blue line represents training loss and
orange line represents validation loss. For short dialogue generation.
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Figure 11.5: Loss Curve for mbart large. X-Axis contains an epoch count ranging
from 0 to 4. Y-Axis represents a loss. Here, blue line represents training loss and
orange line represents validation loss. For short dialogue generation.
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Figure 11.6: Loss Curve for CrossSum Enhanced. X-Axis contains an epoch count
ranging from 0 to 4. Y-Axis represents a loss. Here, blue line represents training
loss and orange line represents validation loss. For short dialogue generation.
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Figure 11.7: Loss Curve for Multilingual XLSum. X-Axis contains an epoch count
ranging from 0 to 4. Y-Axis represents a loss. Here, blue line represents training
loss and orange line represents validation loss. For short dialogue generation.
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11.5.4 Long Dataset Fine-tuning

Table 11.4: Validation Set Performance on Long Data: BERT Score

Model Name Precision | Recall F1
mLongT5_ base 0.6325 0.5803 | 0.6048
mT5 Multilingual XLSum 0.7591 0.7087 | 0.7329

Table 11.5: Test Set Performance on Long Data: BERT Score

Model Name Precision | Recall F1
mT5 Multilingual XLSum 0.7587 0.7037 | 0.7299
mLongTh base 0.6471 0.5866 | 0.6150

For benchmark long dataset, we have restricts our experimentation to two model.
First one is mLongT5 another is mT5 Multilingual XLSum. Reason behind, this
restriction is that, other models are not good enough for handle long sequence gen-
eration tasks. For both Test and Validation, we have seen that mT5 Multilingual
XLSum performs better. Results can be found in Table 11.5 and 11.4. This is actully
a surprising results for us because, we expected a mLongTh might produce better
result due to it’s capability of handling long sequences better than mT5 Multilingual
XLSum. But our experimentation shows that mT5 Multilingual XLSum performed
well.
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line represents validation loss. For long dialogue generation.
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Chapter 12

Limitations

12.1 Time Comparison

From our observation in Table 12.1, we can see that the inference time varies a lot.
Also, overall the model is not fast enough for real-world integration. In the case of
long text generation, we can see that. It took around 50 sec to generate one output.
So, there are a lot of room for model optimization. Also, we can see that mTH
Multilingual XLSum provides better inference time. Still, it is not enough for real
world applications.

Table 12.1: Time Consumption of Models (Short Dataset)

Model Inference Time | Training Time
(sec/item) (sec/epoch)
CrossSum 8.43 404
CrossSum__ Enhanced 9.065 415
mBART 17.76 513.8
mT5 Multilingual XLSum 6.692 550
BanglaTbh 9.325 475

Table 12.2: Time Consumption of Models (Long Dataset)

Model Inference Time Training Time
(sec/item) (sec/epoch)
mT5 Multilingual XLSum 12.87 134.8 (On A6000 Ada GPU)
mLongT5_ base 50 186 (On A6000 Ada GPU)

12.2 Biasness in Dataset

Although, we have created a Bangla dataset. But it is based on an English dataset.
That is why it encapsulates most of the details from the Western world. So, the
dataset might be biased against Bangladesh. As the English dataset does not capture
the demography of Bangladesh.
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12.3 Hardware Limitation

One of the core problems in our work, we faced it hardware limitations. To train a
model for long sequence generation, it is essential to have a high VRAM GPU. But
currently available GPUs do not have that much VRAM. This situation makes the

training process difficult.
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Chapter 13

Future Work

13.1 Loss function in Text Summarization

We have observed that loss function does not correlated with generation quality.
That’s is why model training process might not be well. This problem can be
divided into two segments, First of all there might be problems with loss function
or evaluation metric. Both of those components of a model can be a way to explore.

13.2 Development of Corpus

We have a very limited amount of data in the Bangla Clinical NLP domain. During
performance comparison, we have seen that Multilingual XLSum performs better.
To our observation, we have seen that this model is trained with new article data
initially and has access to COVID-19-related data. COVID-19-related data sort of
gives insides of clinical data to a model. That is why we have to develop a corpus
will aid this types of tasks.

13.3 Development of BnClinical-T5

Developing a pre-trained model might help to aid general Bangla clinical tasks. As
for English, Clinical-T5 performs better than T5 for this type of task. So, the
development of Bangla clinical T5H can help this problem to be solved.

13.4 Development of Pipeline

In this problem, we are dealing with long sequences. Also, long sequence models are
not mature enough. That is why we can explore certain pipelines that can leverage
short dialogues to generate sequence.
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Chapter 14

Conclusion

To conclude, our ultimate objective was to convert the doctor-patient conversation
into a Bengali medical report. To generate this dataset, we therefore needed to
collaborate with various additional datasets. Approximately 1301 data sets have
been utilized. For us, Google translator has made this seemingly straightforward.
Nevertheless, we ran across a lot of issues with this translation, which we were able
to resolve and provide a reliable dataset to find. The entire set of data that we have
worked with was personally dealt with, and the source of the data was verified to
assure its validity. We intended to make a difference in healthcare sector to improve
our quality of life and save time. Our dataset will be very helpful to anyone working
in this field in the future and will simplify their task.
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