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Abstract

Schizophrenia is one of the destructive personality disorders where people have un-
usual interpretations of reality and are lured to develop harmful actions if not diag-
nosed promptly. This study focuses on identifying language patterns indicative of
schizophrenic-prone texts in online communication and intends to contribute to the
development of early intervention techniques in mental health utilizing ML and NLP
methods. This study used two datasets to examine language patterns associated
with schizophrenia in social media posts. The first dataset, Pre existing obtained
from a repository focused on identifying schizophrenia-related postings, functions
as a standard for comparison and evaluation. The second dataset, New scrapped
obtained by extracting information from subreddits associated with schizophrenia,
offers a more extensive range of language patterns. The dual-phase technique entails
training models using the existing dataset and evaluating their performance on the
newly collected dataset. The research uses various models, including transformer
model BERT, recurrent neural network model Bi-LSTM, and GRU, as well as ma-
chine learning models such as Support Vector Classifier, Logistic Regression, Multi-
nomial Naive Bayes, Random Forest, and Decision Tree to predict whether textual
data is suggestive of schizophrenia. The language patterns of schizophrenic-prone
texts differ from texts written by mentally-healthy individuals, encompassing phono-
logical, morphological, and syntactic aspects. These models can analyze linguistic
patterns and acquire knowledge about them. The results achieved after the training
of the models are outstanding. The DistilBERT transformer model achieves 97%
and 84% accuracy, GRU achieves high accuracy rates of 91% and 79%, the logistic
regression machine learning model demonstrates impressive efficiency with accuracy
rates of 93% and 83% respectively for Pre existing and New scrapped dataset. In
order to ensure the models can effectively handle new data, we conducted a con-
temporary comparison. This analysis revealed that consistent data collection is
necessary for accurate predictive results.

Keywords: Schizophrenia; Personality disorder; Language pattern; Early interven-
tion; Social Media post; NLP; Machine Learning; Decision Tree; SVM; Naive Bayes;
Random Forest; Logistic Regression; RNN; Bi-LSTM; GRU; Transformer model;
BERT; Distil BERT; Contemporary comparison, Mental health
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Chapter 1

Introduction

1.1 Inaugural Exploration

The Diagnostic and Statistical Manual of Mental Illnesses, also known as DSM-5, is
the contemporary interpretation of the American Psychiatric Association’s profes-
sional reference manual on mental illnesses and diseases connected to the brain[5].
According to the DSM-5, Personality disorders (PD) are often diagnosed by way
of behaving, thinking, and expression of events, but most of the time, it is hard to
diagnose as some personality disorders are sporadic and their traits are slightly dif-
ferent from natural human behavior. Schizophrenia is a multifaceted and intricate
personality disorder that carries substantial significance in the field of analytical re-
search owing to its profound ramifications on the lives of individuals and society as
a whole. Indications usually encompass enduring delusions, hallucinations, disorga-
nized thinking, severely disorganized behavior, or intense perturbation. [17]Approx-
imately 1 in 300 people are affected by schizophrenia around the world. Moreover,
the study shows that compared to general people’s average lifespan, individuals with
schizophrenia typically have a lowered life expectancy from 10 to 20 years ranging[9].
In this modern world of social media, where people spend most of their time by
sharing thoughts and ideas, it is convenient to monetize one’s personality based on
their posts, comments, or reactions to events. The key to successful intervention
and therapy for personality disorders like schizophrenia is early identification and
a proper diagnosis. Individuals frequently utilize social media platforms to express
their encounters with mental health disorders. They often discuss their symptoms,
difficulties, and encounters associated with their disease. Some individuals even
share the symptoms of someone close to them or experience that they had with
a patient. However, conventional diagnostic procedures often depend on clinical
evaluations, which may be impressionistic and lack the power to detect the condi-
tion in its early phases. Natural Language Processing (NLP) and advanced Machine
Learning (ML) approaches have become more prevalent in various fields due to their
capacity to draw valuable conclusions from textual data. NLP methods may effec-
tively retrieve significant insights from social media postings by detecting language
patterns, emotional expressions, and unique vocabulary that may suggest the exis-
tence of a specific mental health disorder, such as schizophrenia. Researchers have
discovered patterns and language signals related to various mental health problems
by applying NLP and ML algorithms to social media postings.
However, although there has been significant research on schizophrenia, minimal
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research has been done on using NLP and ML to analyze the linguistic patterns of
people with symptoms of schizophrenia on online platforms. The unique language
characteristics linked with schizophrenia that appear on online platforms have not
been thoroughly analyzed, providing potential for new perspectives for identifying
and comprehending the condition at an early stage. Besides, the study regarding de-
tecting schizophrenia using AI focused more on leveraging ML and NLP models and
less on psychological concerns, which can be misleading since schizophrenia precisely
belongs to critical psychology analysis. Moreover, those studies did not shed light
on the other spectrums of schizophrenia or the diagnostic features associated with
them. Our work focuses on identifying linguistic indications linked to schizophrenia
and intends to thoroughly analyze the strengths and weaknesses of various theories
in this context. The findings of this study hold the prospect of providing valuable
acuities into the application of NLP and ML in mental health research and pave the
way for future improvement in this crucial field.
This research uses the most up-to-date data and two datasets with differing col-
lection timelines to predict schizophrenia-prone language which are respectively
named as ”Pre existing” and ”New scrapped”. This study predicts the probabil-
ity of schizophrenia in textual data using the transformer model BERT, recurrent
neural network model Bi-LSTM, GRU, and ML models like SVC, Logistic regression,
Multinomial naive bayes, Random forest, and Decision tree. These models can learn
about this language pattern by analyzing it. The DistilBERT transformer model is
97% and 84% accurate, respectively for Pre existing and New scrapped. The GRU
(Gated Recurrent Unit) model has 91% and 79% dataset accuracy, whereas the lo-
gistic regression machine learning model has 93% and 83% efficiency. We compared
contemporary systems to guarantee they could handle fresh data. In this dual-
phase strategy, GRU performs best with the test set. This investigation showed
that reliable prediction outcomes need constant data collection.

1.2 Problem Statement

Schizophrenia is a complex psychiatric disorder characterized by aberrant cognition,
hallucinatory experiences, and a tendency to isolate oneself from social interactions.
Besides, studies have shown that some schizophrenic patients are prone to harm
themselves or are lured to suicidal thoughts if they are not diagnosed promptly, and
these symptoms are highly perilous and worrisome[4]. Around 5% of schizoaffec-
tive people die by suicide, while around 20% make one or more suicide attempts[7].
However, although up to 15% of the world population suffers from personality disor-
ders, agitation and reluctance can be observed among the common public, making
disorders like schizophrenia much more stigmatized than other mental or psychi-
atric diagnoses[14]. According to Mallik and Radwan, in countries like Bangladesh,
where psychiatric illness is the most neglected concept, the rate of adolescents hav-
ing behavioral disorders is between 15-20%. Ordinary people often misunderstand
psychiatric patients and tag their traits as spooky behavior due to having limited
knowledge. In addition, for having some pathological similarities in traits, specifying
schizophrenia from other psychiatric disorders can be exceedingly challenging[7]. For
example, ”Mood Disturbance” and ”Being Delusional” are both traits of a depres-
sive and schizophrenic patient. However, the distinguisher between those psychiatric
illnesses is the severity and the duration of those symptoms. Among the abundance
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of information exchanged, identifying people who may need an immediate diagno-
sis becomes a demanding task to perform. On social networking sites like Reddit,
schizophrenia-related subreddits have grown to be fundamental forums where peo-
ple openly share their conditions and functional treatments. Although a generous
amount of research has been done for analyzing mental health, like depression, us-
ing NLP, a minimal study has been done in identifying personality disorders like
schizophrenia accurately from social media content. Besides, most contemporary
methodologies have not prioritized ethical ramifications and comprehensibility in
analyzing mental health data in the ML field. Due to the absence of a direct system
for professional assessment online, it is crucial to create strategies that can effectively
analyze the extensive collection of textual content. Thus, these approaches should
be able to detect and highlight posts that indicate possible danger or need expert
assessment and eventually shed light on the knowledge of understanding schizoaf-
fective symptoms more effectively. This study is suitable in the field of research due
to the growing dependence on online platforms for discussions about mental health.
Gaining a comprehensive understanding of the subtle distinctions among online
narratives related to schizophrenia is of utmost importance for healthcare practi-
tioners, researchers, and online community moderators. Identifying those in need of
instantaneous treatment may provide prompt intervention and assistance, perhaps
reducing the effects of schizophrenia and improving overall mental health results.
Understanding linguistic patterns, contextual data, and conceivable predilections is
vital for constructing more authentic and ethical computational prototypes. The
study is determined to create a labeled dataset to indicate whether diagnosis is nec-
essary for schizophrenia and develop suitable models for detecting accurate linguistic
patterns. The research might be able to provide valuable perspectives that connect
digital narratives with healthcare practitioners, enabling prompt intervention and
assistance for persons coping with schizophrenia.

1.3 Research Objective

Schizophrenia is a mental health problem affecting a person’s daily lifestyle, just like
other personality disorders. In most countries, the general concept of mental health
is ignored, and sometimes, personality disorders or the symptoms of schizophrenia
are overlooked just as mental illness. Although we live in an advanced and modern
era, mental health is still considered taboo. Therefore, our study has assorted and
prominent purposes to delve deep into psychology and artificial intelligence.

• Breaking taboo: The main objective of this analysis is to break the norms
and help people detect personality disorders like schizophrenia using social media
posts. The findings will help people to better understand mental health conditions
like schizophrenia by analyzing relevant statistics. With this newfound knowledge,
people can work towards eliminating the stigma surrounding these illnesses.

• Spreading knowledge: The study will help people acknowledge the charac-
teristics of schizophrenia and how to detect and distinguish them from other mental
disorders accurately. It may also assist others in understanding the struggles those
with these conditions encounter, which can increase understanding and compassion.
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• Mitigating dangerous impacts: One of the significant aims of the
study is to reduce harmful consequences like suicide by early detecting schizophrenic
individuals and leading them toward diagnosis. According to DSM-5, destructive
impacts can be lessened if proper treatment is taken on time.

• Finding linguistic features of Schizophrenia: The research aims to
find linguistic clues, themes, and patterns that may be symptomatic of the disease by
studying the language used in the online statements. The study examines distinctive
linguistic features and patterns exhibited in the online postings of people who might
be schizoaffective using NLP and ML methods.

• Analyzing advanced ML and NLP models: Another goal is to
automate identifying people at risk for schizophrenia by training models using ad-
vanced ML methods. Utilizing ML techniques, those at risk of acquiring the illness
can get therapy and intervention sooner rather than later.

• Insights for Mental Health Professionals: The paper will provide
valuable insights into interventions to help mental health professionals in their work.
The analysis will be helpful for clinicians’ decision-making, treatment planning,
and care conditions for people with schizophrenia or who are schizoaffective. The
research may create a bridge between psychology and advanced AI.

The view of the research is that, with proper knowledge and the machine learning
approach, an outcome for identifying people who are at risk of being schizophrenic
from online networking platforms will be developed. The analysis might be able to
sway people toward a healthy mind.

1.4 Research Contributions

• This study leverages two distinct datasets to investigate and compare the
comprehensive detection of schizophrenic posts. The first dataset, sourced
from an existing repository focused on detecting schizophrenic posts via ML,
provides a foundational basis for our research. It incorporates established
methodologies and serves as a benchmark for model training.

• Our scraped dataset enriches our study by capturing a broader spectrum of
linguistic patterns and contextual nuances from online platforms. The dataset
contents ensure a more holistic exploration of schizophrenic discourse in digital
spaces since psychology experts validated it.

• The study used a dual-phase approach to evaluate and compare the perfor-
mance of models, including ML, RNN, and BERT. The models were trained
on an established dataset and tested on a freshly scraped dataset, ensuring
their adaptability and generalization capabilities. This approach enhances
the study’s diversity and provides a more nuanced understanding of detecting
schizophrenic posts in varying online contexts, contributing to the robustness
and reliability of the findings.

4



• The study seeks to enhance the ability to identify and address schizophrenia at
an early stage by suggesting the use of digital indicators for monitoring mental
health. Psychologists can customize therapy methods, diminish stigma, and
enhance awareness by comprehending how individuals articulate symptoms on
the internet.

• The research contributes to the progress of digital mental health studies by
bringing novel approaches to examine mental health in online settings and
promoting a more knowledgeable and compassionate online conversation. The
research has consequences for enhancing patient treatment, refining psycho-
logical methods, and adding to the developing field of mental health research.

1.5 Research Organization

The study focuses on detecting schizophrenia-related language using machine-learning
approaches from social media content. In initial phase, the research explored some
pioneering works related to the topic. Two datasets, Pre existing collected from
September 2016 to 2020 [15] and New scrapped collected from May 2016 to Decem-
ber 2023 on Reddit are used. The datasets were pre-processed and analyzed using
machine learning, recurrent neural networks, and Transformer models. The study
used five machine learning models: support vector machine, logistic regression, naive
Bayes, random forest, and decision tree. The training and validation sets were ac-
quired from Pre existing, while the test set was New scrapped. The findings were
analyzed using metrics such as accuracy, precision, recall, F1 score, and ROC score,
and visualized using the AUC-ROC curve and calibration curve. The main chapters
of the paper are given below:

1.5.1 Main Chapters

Chapter 1: Introduction

1. Inaugural Exploration

2. Problem Statement

3. Research Objective

4. Research Contributions

5. Research Organization

Chapter 2: Background

1. Personality Disorder (PD) and it’s traits

2. Schizophrenia and its Symptoms

3. Mental illness detection and sentiment analysis using ML

4. Identifying symptoms of PD patients

5. Schizophrenia detection from textual data
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6. Importance of identifying behavioral disorder

Chapter 3: Dataset

1. Description of Pre-existing

2. Labeling process of Pre-existing

3. Lacking in Pre-existing Labeling process

4. Optimal use of Pre-existing dataset in the study

5. Description of New scrapped

6. Utilizing DSM-5 guideline

7. Denoting the area of the study

8. Data Scraping

9. Data Annotation

10. Drawbacks of Binary Labeling Dataset

11. Impacts Of Balanced Dataset

12. Data Preprocessing

13. Cleaning text data

14. Term frequency-inverse document frequency(TF-IDF)

15. Tokenizer

16. Encoding class labels

17. Data Splitting

18. Data Visualization

Chapter 4: Model Description

1. Machine Learning Models

2. Support Vector Machine

3. Logistic Regression

4. Multinomial Naive Bayes

5. Decision Tree

6. Random Forest

7. Recurrent Neural Network Models

8. Bi-LSTM
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9. GRU

10. Transformer-based Model

11. BERT base uncased

12. Distil BERT

Chapter 5: Result and Analysis

1. Result of ML Models

2. Logistic regression

3. Support Vector Machine

4. Multinomial Naive Bayes

5. Decision Tree

6. Random Forest

7. Result of Recurrent Neural Network

8. Bi-LSTM

9. GRU

10. Result of BERT

11. Dataset result comparison

12. Contemporary comparison

13. Discussion

14. Future analysis

Chapter 6: Conclusion
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Chapter 2

Related Works

Computational strategies have played a prominent role in the identification of psy-
chiatric diseases in the field of mental health research for the past few decades.
Our concise literature review analyzes previous and current research on the con-
vergence of mental health, natural language processing, and machine learning. By
exploring the pioneering works, we aim to extract essential notions for identifying
schizophrenia by analyzing corresponding materials from social media sites like Red-
dit. Through the evaluation of methodology, the assessment of model efficacy, the
examination of ethical aspects, and the identification of existing gaps, we actively
contribute to the continuing discussion on artificial intelligence in the field of mental
health.

2.1 Personality Disorder (PD) and its traits

[1] Three clinical categories, or clusters (A, B, C), make up the 11 Personality Dis-
orders discussed by DSM-III-R. PD is often diagnosed by way of behaving, thinking,
and expression events, but most of the time, it is hard to analyze as some personal-
ity disorders are sporadic, and their traits are slightly different from natural human
behavior. Personality disorders are classified into three clusters founded on their
fundamental base of conduct to diagnose quickly[3]. Those three are -

Cluster A: This is characterized by odd and abnormal behavior (i.e., Schizophrenic
disorder).
Cluster B: This is characterized by dramatic behavior (i.e., Anti-Social Personality
Disorder, Bipolar Personality Disorder)
Cluster C: This is characterized by anxious and fearful behavior (i.e., Obsessive
compulsive personality disorder).

The concept that PD differs from other psychiatric patient’s personalities mainly
in degree unleashed an identical configuration of personality characteristics in all
three groups of patients. Some personality attributes like aggression, fear, anxiety,
impulsiveness, and dependency are rated above a 9-point scale, which is much higher
than ordinary people. They also discussed that the factors of PD could be identified
by the altitude of their traits and the statements of their victims.

[7] The alternative paradigm of DSM-5 for PD emphasizes the diagnosis of per-
sonality disorders based on impairments in personality functioning and abnormal
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personality features. The assessment of these deficits follows a spectrum spanning
from minimum to severe and is divided into four components: identity, self-direction,
empathy, and intimacy. Pathological personality characteristics are categorized into
five domains: Negative Effectively, Detachment, Antagonism, Dis-inhibition, and
Psychoticism. These domains are evaluated using 25 unique trait components to
determine their existence. The alternative model for personality disorders encom-
passes distinct diagnoses that are determined by deficiencies in personality func-
tioning and abnormal personality features. The diagnosis includes six out of the
eleven personality disorders, namely Antisocial Personality Disorder, Avoidant Per-
sonality Disorder, Borderline Personality Disorder, Narcissistic Personality Disorder,
Obsessive-Compulsive Personality Disorder, and Schizotypal Personality Disorder.

2.2 Schizophrenia and its Symptoms

[7]The schizophrenia spectrum includes psychotic disorder, schizotypal disorder, and
other psychiatric diseases, and all of them are defined by five domains, which are
delusion, hallucination, disorganized speech or thinking, abnormal motor behavior,
and antagonistic symptoms. The individual must have one or more symptoms to be
included in the diagnostic criteria. The spectrum are categorized based on the symp-
tom’s severity, duration, and number of domains. According to DSM-5, treatment
or expert support must be taken based on the diagnostic features of Schizophrenia.
For example, if an individual experiences at least one of the symptoms for more
than two weeks, then the individual must take a diagnosis approach. The book
also emphasized the specifiers between other psychotic disorders and schizophrenic
disorders.

2.3 Mental illness detection and sentiment anal-

ysis using ML

During the investigation several approaches were examined regarding identifying
mental health-related attributes in social media, such as sentiment analysis, ML,
NLP, and deep learning models. These methodologies rely on authentic data sources
such as Facebook and Twitter, guaranteeing the external validity of the conclusions.
Some research also uses multi modal analysis, which considers emotional elements,
toxicity levels, and sentiment in text data to comprehend users’ emotions compre-
hensively. These aspects are crucial for identifying illnesses like Parkinson’s disease
and schizophrenia.

According to the research from Rashid, the toxicity level of any post can be identi-
fied by running advanced ML algorithms on comments containing some toxic key-
words[22].In his study, he used the NLP method to gather raw data from Facebook
that were accessible to the public. Bigrams were produced to represent the words
used most in toxic comments.

Meanwhile, RNN was used in a study to detect hate speech, where a data-set with
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7,425 Bengali comments from Facebook was created. They categorized these com-
ments into seven different categories[16]. They chose features using the TF-IDF and
word embedding. Each model’s encoder includes CNNs that can effectively identify
the spatial and material circumstances in the text when given the right filter. One of
the models employed LSTM for the decoder portion, another used GRU, and lastly,
an attention mechanism was used. Their findings demonstrate that attention-based
encoders and decoders attain the maximum accuracy. Developing a data parsing
model may enhance the model in the future.

In a prominent research study, depressed users were identified through the tweets
they shared on Twitter.[13] To do that, they had to fetch the data of the users from
the posts using various keywords that indicate depression and aggressive behavior in
social media. After bringing the data as the preprocessing methods, they converted
the JSON data to ASCII as the JSON format was not appropriate for working and
saved them in a CSV file, then omitted the null values from the ASCII values and
used the TM library to stop words that are frequently used, by which the positive
comments were removed. After that, for the depression magnitude calculation, they
used three steps -In base emotion calculation, they used the syuzhet package to
understand how emotions are shown in tweets and sentiments of the posts. Fur-
thermore, for the weighted analysis, there was assigned weight for each of the eight
feelings, which used to differ according to the level of emotions and give the final
level of depression in particular tweets.

[21]On the other hand, Kabir et al. detected depression severity from Bengali social
media texts using NLP and Deep learning models. They scraped the data from social
media to diagnose depressive comments accurately using DSM-5 criteria to specify
depression. To differentiate between the texts, they used four distinctive categorized
labels. They used models like the random forest, SVM, logistic regression, KNN,
and naive Bayes for pre-processing and data modeling. According to the authors,
the recurrent neural network model accurately detected the severity compared to
other models.

[11]Based on a different study, an excellent method was developed for identifying
users who have or are at threat of developing depression through using assessments
of eight elemental emotions as characteristics from Twitter tweets across time, in-
cluding a material examination of these components. They increased the training
procedure’s accuracy and used the descriptive statistics from the emotion time series
as inputs. Using Ekman’s core emotion model, they used the EMOTIVE system
to measure emotions. The data set was separated into temporal and non temporal
feature sets for differentiation. Mathematical and statistical methods were used,
such as mean, standard deviation, entropy, mean momentum and mean difference.

2.4 Identifying symptoms of PD patients

The investigation found different approaches to identifying two of the personality
disorders from Cluster-B, which are Anti-Social Personality Disorder (ASPD) and
Bipolar personality disorder (BPD).
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[20] Several factors differentiate the social media posts of a PD patient from others,
such as deep intensity and violence, paranoia, delusion, expressing loneliness, fear
and avoidance of society, toxicity, etc., and deep learning techniques can extract the
relevant attributes. Based on those factors, we can identify individuals with per-
sonality disorders by categorizing their posts into a hierarchical tree that represents
the existence, category, and kind of condition founded on their textual output on
online platforms. Estimating the impact of linguistic variables is another technique
for the detection, as PD also impacts the writing technique of its patients.

Glenn et al. described how different sub types and comorbid conditions affect antiso-
cial personality disorder and emphasized underlying personality structure[6]. Several
psychiatric disorders like bipolar disorder, depression, and anxiety were honored to
have high rates of comorbidity. Between psychopathy and ASPD, unique cognitive
processing and fear reactivity patterns can be identified. Additionally, ASPD suffers
from mood problems such as impulsivity and emotional reactivity. There was a clear
correlation between drug abuse and ASPD.

[12]Singh et al. and his team built a model to detect antisocial behavior. Their
target was to integrate their model into online and social media platforms. Their
model can be used to find antisocial behavior from text, which can be helpful in live
streaming. They extracted tweets from Twitter to build their dataset. The dataset
was then manually enhanced by two groups. One is tweets that implied antisocial
conduct, and the other is tweets that did not.

[18]According to Schorr et al., ASPD strongly correlates with childhood trauma and
parental bonding. They analyzed and applied ML methods to indicate that physical
and expressive trauma had the most significant correlation with ASPD. Besides, they
showed discrepancies in the outcomes of procedures regarding paternal sustenance
and physical carelessness.

In new research by Duwairi and Halloush, a multi-view fusion model that uses
deep learning algorithms was used to identify common PD from social media posts
in a professional-driven manner utilizing descriptions from the DSM-5[19]. The
research was done on the Arab dataset model of 8000 textual tweets and 8000
images describing the mental states of 150 users. Using image detection, they first
detected the pictures that represent PD. Also, they noticed the expressive posts, and
then, after analyzing, they found out that those are the symptoms of two different
personality disorders, which are Schizo-typical of Cluster-A and BPD of Cluster-B.

2.5 Schizophrenia detection from textual data

[10]Mitchell and his teams investigated the possible linguistic indicators of schizophre-
nia by analyzing social media data, specifically tweets from individuals who self-
identified as having schizophrenia. The research obtained its dataset from publicly
accessible Twitter data following the methodology described by Coppersmith et
al.[8]. The authors acquired tweets with self-claimed diagnoses of schizophrenia
using the Twitter API, which included phrases such as ”schizo,” ”skitzo,” ”schizo-
typal,” and ”schizoid,” among others. The data was filtered using regular expres-
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sions to mandate the inclusion of phrases about schizophrenia or its subcategories.
The authors used self-reported diagnoses and precise terminology associated with
schizophrenia to ascertain relevant tweets. Subsequently, the dataset was examined
by a human annotator, an expert in psychology, to validate its accuracy. The data-
collecting procedure specifically targeted public postings made between 2008 and
2015. The research used several NLP techniques, such as Linguistic Inquiry and
Word Count (LIWC) and Latent Dirichlet Allocation (LDA), to examine the lin-
guistic patterns associated with schizophrenia. The findings indicated that the LDA
topic distribution feature yielded superior results compared to relying only on the
linguistically informed LIWC categories. This integration led to a notable improve-
ment of 13.5% in classification accuracy when employing SVM. The study’s results
have consequences for promptly recognizing and tracking the disease, using social
language for therapy, and developing technologies to assist persons with schizophre-
nia based on their online language usage. However, the research used an unevenly
distributed dataset, ignoring potential outcomes and coexistence of schizophrenia
with other psychiatric disorders, relying on self-reported diagnoses and specific ter-
minology.

From the research of Bae et al., it is found that machine learning may be able to
provide light on the language traits of schizophrenia from cluster-A disorder[15].
During the research, they discovered some keywords from coherent semantic groups
that illustrate the linguistic characteristic of schizophrenia. The data-collecting pro-
cedure specifically targeted public postings made between 2016 and 2020. Using ML
techniques, they evaluated text carrying those keywords from a massive corpus of
social media postings made by people with schizophrenia to identify the themes that
reflect the main symptoms of schizophrenia, such as hallucinations, delusions, and
negative symptoms, using unsupervised LDA clustering. Based on topic distribu-
tions and LIWC characteristics, classifying the schizophrenia and non-schizophrenia
classes was successful with the highest precision of 96%. Four different algorithms,
Logistic Regression, SVM, Random Forest and Naive Bayes, were employed to evalu-
ate the data. However, the themes addressed in online schizophrenia forums and the
language characteristics linked with those who have schizophrenia are not perfectly
accurate.

2.6 Importance of identifying behavioral disorder

[14]According to a report from Bangladesh, in developing countries, the prevalence
range of psychiatric disorders is between 13-20%, and in Bangladesh, the rate is
more than 15%. In specific terms, adolescents in Bangladesh predominantly have
a phobia, depression, and anxiety-based disorders, which eventually make them
prone to suicide, crime, abuse and violence. So, the research on detecting PD in
Bangladesh should be prioritized.

Detection of different clusters of PD is essential for society. In Developmental
countries like Singapore and the UK, behavioral disorders are always being pri-
oritized and analyzed with high demand to maintain healthy development for chil-
dren.[2]Education on behavioral disorders is vital for any society for early identifica-
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tion, and research on this topic should always be continued to minimize the harmful
impact.

Overall, the literature study comprehensively included personality disorders, senti-
ment analysis of textual data, the benefits of using ML and NLP techniques, and
the significance of mental health. Different forms of personality disorders, their
symptoms, and their psychological causes were all explored in the publications that
were reviewed. In addition, sentiment analysis methods for deciphering feelings re-
flected in textual data on mental health were also investigated. The literature gave
us a proper overview of how NLP, ML, and RNN models in textual datasets extract
indicative pointers, automatically comprehend patterns, and apprehend sequential
reliance in language. Besides, the literature highlighted the importance of mental
health, discussing the social effect, prevalence, and need for a greater understanding
of this topic. However, apprehensions are identified in the studied literature over
some concepts. Firstly, the studies regarding sentiment analysis have some issues
in some notions, like data privacy and difficulties in generalization. Secondly, some
research needs external validation on separate datasets, which raises concerns about
the suggested models’ dependability. Thirdly, none of the studies on ‘Detecting Per-
sonality Disorder’ directly discuss ethical issues regarding privacy and proper use
of data, particularly when handling mental health information obtained via social
media. Besides, the examined papers regarding identifying personality disorders
also did not acknowledge using any transformer based models. Given the efficiency
of transformer based models in gathering contextual data, there is a study vacuum
investigating the prospective advantages of using these models to comprehend the
subtleties in social media postings concerning personality disorders, which can be
utilized in future studies. Moreover, the datasets of schizophrenic posts should have
been annotated by at least three psychology expert annotators since fewer than
three annotators can carry the prospect for subjective biases. Lastly, another op-
portunity for future analysis exists for multidisciplinary cooperation between mental
health providers and computer researchers and prioritizing ethical contemplation’s
associated with privacy and reliable use of technology in mental health contexts.
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Chapter 3

Dataset

The research relies on two distinct datasets.

1. We integrated the 1st Dataset titled “Pre existing” into our study by leveraging
an existing dataset utilized in the paper titled ”Schizophrenia Detection Using Ma-
chine Learning Approach from Social Media Content” focused on identifying posts
indicative of Schizophrenia on social media[15]. This Dataset was acquired with
proper authorization from one of the authors of the corresponding paper. In ad-
herence to ethical protocols, we contacted the author, who generously shared their
collected Dataset with us to conduct further research. It should be noted that the
Dataset is confidential, and we are dedicated to honoring the authors’ agreement to
utilize it solely for this study. This collaborative endeavor enriches the comprehen-
siveness and extent of our research, emphasizing the importance of openness and
compliance with ethical principles in obtaining data.

2. We collected the 2nd Dataset, named ”New scrapped,” by scraping the posts
from the Reddit platform.

The descriptions of the two datasets are given below.

3.1 Description of Pre existing

The researchers collected data from the social netwokring site, Reddit using the
Pushshift application program interface. To construct post data specific to schizophre-
nia, they gathered posts from the schizophrenia subreddit (r/schizophrenia). To en-
sure that the written posts were not directly correlated to schizophrenia, they also
specified subreddits concentrating on positive emotions, exercising, and life. So, a
control group was selected, consisting of six non-mental health subreddits (r/jokes,
r/fitness, r/meditation, r/parenting, r/relationships, and r/teaching). The posts
were collected from each subreddit over four years, from September 2016 to Septem-
ber 2020. Only original posts were constituted, and comments were excluded. Titles
and bodies of posts, along with user IDs, were collected, and posts from bots and
ads were dismissed. The resulting dataset comprises 60,009 original schizophrenia
posts from 16,462 users and a control group dataset of 425,341 posts from 248,934
users.
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3.1.1 Labeling process of Pre existing

The data was labeled as ”schizophrenic” and ”non-schizophrenic” based on the
source subreddit of the posts. Posts collected from the specific schizophrenia sub-
reddit (r/schizophrenia) were labeled as ”schizophrenic,” while posts from the six
non-mental health subreddits were labeled as ”non-schizophrenic.” This method
stimulated the researchers to demonstrate a particular dataset for schizophrenia-
related content and a separate control group dataset for comparison and analysis.

3.1.2 Lacking in Pre existing Labeling process

1. The lack of specialists’ participation in tagging posts on social media sites might
result in possible misclassification since specialized knowledge is required to rec-
ognize subtle indicators of schizophrenia. While the data collection and labeling
method provide a basis for analysis, the limitations emphasize the significance of
expert participation, refined categorization, and ethical deliberations when examin-
ing mental health-related material on social media platforms. Utilizing a maximum
voting method, including psychologists, could improve competence, mitigate indi-
vidual bias, promote inter-rater reliability, provide a more nuanced diagnosis, and
include an ethical aspect to the labeling process.

2. The selection of non-mental health subreddits for the control group presupposes
that all the material is devoid of schizophrenia-related aspects, which could be an
inaccurate portrayal of the control group and undermine the validity of the compar-
ison.

3. Temporal bias may arise from the four-year duration of data collection since the
comprehension and articulation of mental health-related concerns on social media
platforms might change over time.

3.1.3 Optimal use of Pre existing dataset in the study

To maintain the class distribution ratio, we kept 16,990 sample data from the orig-
inal dataset where 8,695 posts were annotated as ”schizophrenic,” which were later
labeled as ”1,” and 8,295 posts were annotated as ”non-schizophrenic,” which were
labeled as ”0” afterwards. The dataset has a total of 6 features. The 1st column
denotes ”Text context,” which consists of the text posted by individuals, and the
2nd column, ”Stage,” indicates whether the label is 0 or 1. The other columns hold
the information of ”date,” ”Author,” ”subreddit,” and ”title.”

3.2 Description of New scrapped

The collection procedure of New scrapped was conducted following the methodolo-
gies taken and discussed by [10]Mitchell and [15]Bae. The studies elucidate that
social media platforms, such as Reddit, exhibit a high prevalence of public post-
ings made by individuals, whereby they communicate their self-diagnosed cases of
diverse mental illnesses, such as Schizophrenia. While we drew inspiration from the
publications, our data-collecting strategy incorporates some distinct methodologies:
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3.2.1 Utilizing DSM-5 guideline

Initially, to understand more comprehensive characteristics and forms associated
with Schizophrenia, we utilized the Diagnostic and Statistical Manual of Mental
Disorders, Fifth Edition (DSM-5) criteria as a reference. [7]According to DSM-5,
Schizophrenia is characterized by deviations in one or more of the following five
dimensions:

Delusions: Delusions are rigid convictions that remain unaltered even when faced
with contradictory facts. Themes such as persecutory, referential, somatic, religious,
and grandiose may be included. Delusions can appear in various forms. Persecutory
delusions include an intense apprehension of being harmed or harassed, while referen-
tial delusions involve the belief that certain behaviors are aimed directly at oneself.
Grandiose illusions include the conviction of possessing extraordinary ability, im-
mense money, or a widespread reputation. Erotomaniac delusions are characterized
by the erroneous belief that someone is deeply in love with the individual experi-
encing the delusion. Nihilistic delusions pertain to the conviction of an impending
catastrophic event, while somatic delusions center on concerns for one’s health and
the functioning of bodily organs. Unusual delusions are very unlikely and difficult
for others from the same culture to comprehend, but non-bizarre delusions indicate
a lack of control over one’s mind or body. An example of delusional text from the
dataset is,
”I tend to feel spirits and as if they’re in me too. I also see them doing negative
things. What can I do?”

Hallucinations: Hallucinations are intense and distinct perceptions that occur
without any external triggers, often seen in individuals with Schizophrenia and sim-
ilar conditions. Distinct auditory hallucinations manifest as heard voices within a
lucid sensory context. Seizures may happen whether a person is sleeping or awake,
which may be considered normal in some cultural settings. Hallucinations may man-
ifest in any sensory modality. However, auditory hallucinations are more prevalent
in individuals with Schizophrenia. Some of the different types of hallucinations are
visual hallucinations, general somatic hallucinations, etc. Examples of texual rep-
resentation of auditory and visual hallucinations from the dataset are respectively
given below,
”I consistently hear voices telling me that there is something that is inside of me
that is going to kill me, most likely by fire or explosion.”
”I always randomly feel like there ’s a bug crawling on me.”

Disorganized thinking (speech): Disorganized thinking, a kind of formal thought
problem, is often deduced from an individual’s speech, which may be unrelated con-
nected. The intensity of the symptom is contingent upon the individual’s language
background and the degree of communication impairment. During the residual
stages of Schizophrenia, individuals may have milder forms of disorganized thinking
or speech, which may make it difficult to assess the extent of the impairment.

Severely disorganized behavior: Severely disordered or atypical motor behavior
may present in several forms, ranging from juvenile ”foolishness” to unpredictable
restlessness. Catatonic behavior refers to a significant reduction in responsiveness to
the surroundings, which might manifest as negativism, mutism, and stupor. Symp-
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toms may manifest as aimless muscular activity, repetitive stereotyped motions,
fixed gaze, facial contortions, absence of speech, and parroting of words. While
catatonic symptoms have traditionally been linked to Schizophrenia, they may also
manifest in other mental diseases and physical problems. An example text from the
dataset is,
”I just scream in my car and laugh and cry.”

Negative symptoms: Schizophrenia is differentiated by negative symptoms, such
as reduced emotional expressiveness and avolition. Reduced emotional expression
reduces facial expression and voice intonation, whereas avolition results in a lack of
desire and interest in activities. Additional symptoms include alogia, which impairs
speech production, and anhedonia, which diminishes pleasure experiences. The
severity of these symptoms is less noticeable in other psychotic diseases. An example
of text from the dataset is,
”I have no interest in video games, or crochet, or my ukulele. I want to want to do
these things so badly but I am just completely uninterested. It’s not just that, I don’t
care about things. My car broke down and just nothing, I don’t care about my job
even though I still have it, I don’t care about my house or getting things done.”

An individual must have one or more symptoms to be included in the diagnostic
criteria of Schizophrenia. Besides, the schizophrenia spectrum has four stages, and
they are categorized based on the symptom’s severity, duration, and multiplicity.
Firstly, the brief psychotic disorder is specified if each of the symptoms lasts for
0-2 weeks. Whereas in schizoaffective disorder, at least one of the symptoms stays
for 14-30 days. The diagnosis of schizophreniform disorder is made if the state is
between 1-6 months but later recovered, and the diagnosis of actual Schizophrenia
appears when any individual suffers one or more symptoms beyond six months.

Additionally, sometimes, the symptoms align with other psychotic diseases like de-
pression, bipolar disorder, etc. An individual can be categorized into three stages
based on some attributes and medical conditions, which are:

1. Schizophrenia - where patients are specified as just schizophrenic.

2. Other psychotic disorders - where individuals might share some
symptoms of schizophrenia but are not precisely schizophrenic.

3. Comorbid - where both the schizophrenic and other psychotic dis-
orders occur at the same time.

3.2.2 Denoting the area of the study

1. The primary goal of the investigation is to determine the people
who need diagnosis or expert support regarding Schizophrenia. So, we
targeted identifying the posts regarding these particular spectrums,
such as Schizoaffective, Schizophreniform, and critical Schizophrenia,
since DSM-5 stated that a diagnosis must take place if the individual
has been experiencing one or more symptoms for two weeks or more.
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Figure 3.1: Diagnostic zone

2. DSM-5 also denoted that the other mental disorders should be
coded separately via a physiological process immediately to determine
accurate treatment for a particular disorder. The additional medical
condition should be classified and stated before psychotic illness owing
to it. Thus, in order to determine the explicit diagnosis of Schizophre-
nia, the study is also determined to differentiate schizophrenic disorder
from other psychotic disorders like depression, autism, bipolar disor-
der, etc. So, the research tried to distinguish the posts belonging to
Schizophrenia or comorbid areas and not the other psychotic disorder
areas so that proper treatment could be given immediately.

Figure 3.2: Distinguising schizo-prone zone
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3.2.3 Data Scraping

After exploring the theoretical knowledge from DSM-5, we started
gathering data from social media platforms. We fetched the data from
the widespread social media platform Reddit using the APIFY appli-
cation. Reddit is a massive online medium where people confer a wide
range of subjects, which makes it an immaculate place to research how
people communicate and convey their experiences with Schizophrenia.
Furthermore, Reddit’s immense and varied content, anonymous and
pseudonymous user engagement, massive user base, longitudinal data
availability, organized community association, public API access, and
district rules make it an excellent choice for data scraping. In order
to compile post data specifically about Schizophrenia, we collected
posts from subreddits such as r/schizophrenia, r/schizoaffective, and
r/schizophrenic. Next, we scraped the posts from the subreddits re-
lated to the symptoms of Schizophrenia, like r/delusional, r/hallucination,
r/hearing voices, r/paranoidschizophrenia, etc. Since we were also
determined to distinguish the schizophrenic disorder from other psy-
chotic disorders, we also scrapped subreddits related to other psy-
chotic disorders such as r/depression, r/lonely, r/paranormal, and
r/anxiety. After scrapping, the authors manually filtered the dataset
to ensure that the posts collected were only about Schizophrenia or
its symptoms, excluding quotes, URLs, jokes, unrelated comments,
or misleading information. A total of 3,307 sample data were col-
lected. The dataset has a total of 6 features. The 1st column denotes
”Text context,” which consists of the text posted by individuals, and
the second column, ”Stage,” indicates the label (whether the text is
schizo-prone or not). The other columns consist of ”date,” ”Author,”
”subreddit,” and ”title.” The posts were collected from the subreddit
over seven years from May, 2016 to December, 2023.

3.2.4 Data Annotation

Three prominent psychology experts reviewed the dataset and anno-
tated each post according to its potential relevance to Schizophrenia.
A ”1” for a post about Schizophrenia and a ”0” for a post unrelated
to the disorder were the binary labels that each psychologist used.
In order to avoid bias and guarantee a variety of viewpoints, the an-
notations were done separately. The final label for each post was
determined using a max voting approach. The unanimity annotation
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was given to the label with the most votes among the three psycholo-
gists. When all labels were equally valid, the one with the most votes
was used as the final annotation. This approach aimed to improve the
dataset labels’ reliability by combining the knowledge and opinions
of various psychologists. The content being evaluated was kept pri-
vate and undisclosed throughout the annotation process, which was
conducted following ethical standards. A more thorough and impar-
tial annotation was achieved with the help of three specialists and the
max voting method, which captured a detailed understanding of the
dataset’s posts on Schizophrenia. After measuring the max voted an-
notations we got 1,689 posts labeled as “0” and 1,618 posts labeled as
“1”.

Annotation criteria:

The experts followed the diagnosis features guided by DSM-5 while
annotating the posts. They considered those posts that satisfy some
specific criteria.

Considerable Criteria Example

If individual claimed to have schizophrenia
“I have diagnosed with schizophrenia”,
“I am schizoid”. . . .etc

Mentioning having medicine or medication of
schizophrenia

“Taking Geodon”,
“Antipsychotics”. . . etc

If mentioning having any symptoms of
schizophrenia

“Hallucinating for months”,
“I always see a big spider crawling
to me”. . . etc

Sharing symptoms about themselves or
someone close to them

“My friend believes this world is not
real”,
“My mother hears voices all the time”
. . . etc

Questioning others if they have experienced
anything related to schizophrenia like
they experienced

“Has anyone experienced seeing big
cats like me”,
“Do you guys hear voices like I do”
. . . .etc

Table 3.1: Considerable criteria for labeling

It should be noted that we cannot definitively confirm whether the
subreddit user was indeed diagnosed with Schizophrenia or whether
the symptoms they are sharing are genuine or not. However, their
claim of being diagnosed seems to be authentic.
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Figure 3.3: Steps of collecting New scrapped

3.2.5 Drawbacks of Binary labeling dataset

The binary labeling procedure, which categorizes the posts as either
schizo-prone or non-schizoprone exclusively based on the source sub-
reddit, may oversimplify the intricate essence of mental health con-
ditions. This approach fails to consider nuances in expressions that
could reveal different levels or types of disorders.

3.3 Impacts Of Balanced Dataset

Our analysis utilizes two balanced datasets containing almost an equal
number of schizoprone and non-schizoprone posts. The equal division
of the Datasets into two parts, with around a 50/50 ratio, simplifies
the process of machine learning and analysis. Additionally, it enables
us to concentrate on the emerging linguistic patterns associated with
Schizophrenia. This approach is more effective than studying a dataset
more representative of the general population, with a ratio closer to
1/99. In addition, we have not taken into account the expenses as-
sociated with the incorrect identification of individuals as either non-
schizophrenic when they have Schizophrenia or as schizophrenic when
they are non-schizophrenic. Our classification findings show that the
observed language variances are relevant to schizophrenia, but they
are simply a first step in building a real-world application based on
this technology.
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Title Text Label
Why did the chicken cross
the mobius strip?

To get to the same side 0

Should I work out when
I’m a bit sore?

For me some muscles
don’t get sore others do...

0

Back on meds and it feels great
wow differ stop take med
1 month lost sight...

1

Hearing voices around me
hey hear voice around talk
im give direct...

1

Table 3.2: Pre existing dataset example

Title Text Label

I’m too hurt to meet people.
im plan prepare live single
whole life without. . .

0

Suicidal.
feel embarrassed scream void
don’t know anymore...

0

How can I get better?
wish could get better i’m still
disbelief go wa...

1

Sharing my experience
feel alone reflect experience
want share also struggle...

1

Table 3.3: New scrapped dataset example

3.4 Data Preprocessing

Pre-processing is a vital process in the ML workflow as it ensures that
the format of the data suits the model’s algorithm. It detects and elim-
inates errors or outliers affecting the model’s accuracy. Pre-processing
in machine learning involves optimizing raw data to enhance model
training. Data pre-processing techniques such as cleaning, normal-
ization, and handling categorical variables are used to improve the
accuracy and validity of ML models.

3.4.1 Cleaning text data

Data cleaning is the core aspect of data preparation. This procedure
effectively eliminates any unnecessary information, ensuring the re-
liability of the data for sustainable data pre-processing. There are
several techniques available for data cleansing. The dataset includes
the following methods specifically designed for

1. Identify duplicate data: Finding the duplicate data in a col-
umn can ensure the data’s unique value. It facilitates data quality
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by detecting duplicate values, as removing them from the dataset is
convenient. By dropping the duplicate data, the inaccuracy can be re-
duced. After removing the duplicate data, Pre existing was left with
15,544 samples whereas, New scrapped was left with 3,290 samples.

2. Null values: Null values can create irrelevant errors or inaccura-
cies in the dataset. All the rows with missing values are removed to
ensure the reliability of predicting accurate results from the dataset.
After removing the null values Pre existing was left with 15,531 sam-
ples and New scrapped was left with 3,180 samples.

Table 3.4: Pre existing dataset sample

Figure 3.4: Label proportion of Pre existing (left) & New scrapped (right) before
removing null & duplicates

Figure 3.5: Label proportion of Pre existing (left) & New scrapped (right) after
removing null & duplicates
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3. Counting total words: After cleaning the data, the total number
of words in each entry needs to be counted. It provided clarity and
context to the textual datasets.

4. Lowercasing: All the data needs to be converted to lowercase as
it ensures the stability and consistency in the dataset. It is helpful for
text analysis in machine learning models and NLP operations.

5. Removing URL: The dataset consisting of social media texts can
contain URLs; it should be removed to clean the data. URLs do not
contribute anything to model analysis. Instead, they can create noise.

6. Removing punctuation: Removing punctuation from the dataset
helps standardize the text data in text classification. It improves text
analysis by removing unnecessary characters and facilitates feature
extraction.

7. Removing emojis: Removing emojis from textual data ensures
an improved dataset supporting comprehensive model analysis. The
emojis do not contribute to the processing of the models. Removing
emojis enhances the precision of the text analysis.

8. Removing Stopwords: Removing common, non-informative
words increases the focus on relevant information in the dataset. It
improves the quality of the data and accelerates accuracy in NLP tasks
and machine learning models.

Figure 3.6: Steps of Data Preprocessing
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3.4.2 Count Vectorization

Count vectorization is an NLP technique that transforms textual data
into a vector depending on the number of words repeated in the text.
It takes an array of text data, such as sentences or documents. When
the dataset has a substantial volume of data that must be converted
into a vector. The countVectorizer method constructs a matrix with
every word identified by a column, and each text sample from the
document is represented as a row in the matrix.

3.4.3 Term frequency-inverse document frequency(TF-IDF)

During text data analysis multiple texts from both classes appear,
these frequently appearing words are irrelevant. TF-IDF is a frequency-
based method used to downweight the frequency of these words in the
feature vectors. The two parameters of the method are:

• Term frequency: This calculates the frequency of a word in the
textual data. The ratio of how many times a word appears to the
total number of words determines term frequency. The equation
for term frequency is as follows:

TF (wi) =
number of times wi appear

total number of words
(3.1)

Here, TF stands for term frequency

• Inverse document frequency: Only calculating the term fre-
quency will not be a valid calculating step as irrelevant frequent
words are also present in the textual data. It gives these words
a value of zero for these regular words. The equation for inverse
document frequency is as follows:

IDF (wi) =
log(total number of documents)

number of documents with wi in it
(3.2)

The equation for TF-IDF is :

TF-IDF(wi) = TF (wi) = TF (wi) ∗ IDF (wi) (3.3)
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3.4.4 Tokenizer

In the pre-processing phase, the dataset is split into individual ele-
ments for modeling. Tokenizing the document is a technique used for
this split. Different techniques can be used to tokenize documents:

• Stemming: Stemming is a prevalent technique to deflate a word
to its base form. This text-analysis technique reduces the number
of unique words in a text. Though sometimes it can create non-
real words.

• Lemmatization: It is a complex and extensive tokenization
technique to tokenize. It takes time, but the representation of
words is meaningful. It is a slow but sophisticated technique.

3.4.5 Encoding class labels

Data encoding is an important preprocessing step in machine learning.
The dataset consists of textual (categorical) data turned into numeri-
cal data, and the class labels are encoded. It converts class labels into
integer arrays to avoid technical problems in the analysis. Only two
classes are labeled in the dataset: Schizophrenic as 1, whereas Non-
schizophrenic is labeled as 0.

3.4.6 Data Splitting

The dataset is split into a training set, test, and validation set to avoid
problems like overfitting and to adjust parameters. Training dataset
refers to a sample of data used to train a model. Specifically, the
weights and biases in the context of a neural network in the dataset
were utilized for training the model. The model observes and acquires
knowledge from the provided data. The training set enables models
to acquire patterns, relationships, and features from the dataset. The
training set in this dataset includes 70% of the total data, which is the
largest portion. Following the completion of training, it is significant
to analyze the model’s efficiency using previously unseen data. The
testing set accurately evaluates the model’s performance on unfamiliar
data. The Test dataset serves as a standard against which the model’s
performance is evaluated. 15% of the dataset is used for testing sets
and evaluating models. In addition, a third dataset, known as the
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validation set, is utilized. This set aids in optimizing hyperparameters
and minimizing overfitting. It is a mini-test set that the model does
not see during training. The dataset uses 15% of the data for the
validation set. A small validation set is sufficient if the model has
a limited number of hyperparameters. However, models with more
hyperparameters require a larger validation set. The reproducibility
is ensured in the split sets. Count vectorization converts text data
into a bag of words to ensure the same vocabulary is used for all sets.

3.5 Data Visualization

• Unigram: A unigram is an n-gram composed of just one element
from a sequence. The unigram model calculates the likelihood of
a word occurring in a phrase, usually based on the previous words.

Figure 3.7: Unigram of Pre existing(left) & New scrapped (right)

• Bigram: The bigram model was generated for both the datasets
which approximated the probability of a word given all the pre-
vious words P (wn|w1:n−1) by utilizing the conditional probability
of the preceding word P (wn|wn−1).

To predict the conditional probability of the next word while
operating a bigram model, we are, therefore, constructing the
following approximation:

P (wn|w1:n−1) ≈ P (wn|wn−1) (3.4)
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Figure 3.8: Bigram of Pre existing(left) & New scrapped (right)

• Word Cloud: To construct precise interpretation of the datasets
and the advantages of pre-processing, we created word clouds for
both datasets for clear visualization.

Figure 3.9: Word cloud for non-schizophrenic words of Pre existing(left) &
New scrapped (right)

Figure 3.10: Word cloud for schizophrenic words of Pre existing(left) &
New scrapped (right)

28



• Total Character count: Total character count quantifies a
text’s comprehensive number of characters, encompassing letters,
numbers, punctuation marks, and spaces. This metric offers valu-
able information about the length and intricacy of the text.

Figure 3.11: Total character count for Pre existing(left) & New scrapped (right)

• Total word count: Total word count quantifies a text’s overall
quantity of words, providing a practical standard for evaluating
a document’s size, organization, and comprehensibility.

Figure 3.12: Total word count for Pre existing(left) & New scrapped (right)

• Word Density: We generated word density for both datasets to
measure the distribution and frequency of words in the textual
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data. This computation facilitates comprehension of the overar-
ching linguistic patterns, discerning pivotal terms, and evaluating
the prominence of particular vocabulary. Word density offers use-
ful acuity’s into the linguistic attributes of the datasets, which
are essential for preprocessing, selecting features, and develop-
ing a fundamental knowledge of the language employed in both
datasets.

Figure 3.13: Word Density for Pre existing(left) & New scrapped (right)
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Chapter 4

Model Description

The research utilized conventional machine learning models, advanced
recurrent neural network models and adequate Transformer Based
Models. By adopting a comprehensive approach, we could examine
some methodologies, including traditional ML techniques and cutting-
edge deep learning architectures. Combining ML, RNN, and Trans-
former models enabled us to analyze and categorize our datasets effi-
ciently. Various models allow for a detailed examination of the com-
plex patterns and characteristics in the data, providing a comprehen-
sive understanding of the underlying dynamics.

4.1 Machine Learning Models

The study used five ML models: SVM, Logistic Regression, Decision
Tree, Random Forest and Multinomial Naive Bayes. The Description
of each models are given below:
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Figure 4.1: ML Workflow

4.1.1 Support Vector Matchine

Support Vector Machines (SVMs) are a type of supervised learning
technique that can be conducted for tasks involving classification or
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regression. Although its text classification accuracy is more well-
recognized. It can effortlessly handle a wide range of categorical and
continuous data. To differentiate between many classes, Support Vec-
tor Machines (SVM) construct a hyperplane in a space with multiple
dimensions.

The working process of the support vector machine is the following:

Data Mapping: It uses the kernel function in input data to high
dimensional feature space.

• Vector representation: The input data is converted into N-
dimensional space, where N corresponds to the number of features
or qualities contained in the data.

• Kernel function: The main function of the kernel is to accept
data as input and convert it into a high-dimensional feature space.
This uses a mathematical function like:

K(x̄) =

{
1 if ||x|| ≤ 1

0 otherwise
(4.1)

This is known as the ”kernel trick” which SVM uses when the data
cannot be separated linearly. The kernel function transforms the orig-
inal data into a feature space with a greater number of dimensions,
possibly providing linear separation.

• Feature Space: Data points in this feature space with a large
number of dimensions can be classified, even if the data cannot be
separated by a straight line. This transformation helps to make
a hyperplane that can effectively separate the data points into
distinct classes.

Hyperlane creation: The principle of SVM is to choose the most
suitable hyperplane to separate the data points according to different
classes. The hyperplane in the feature space acts as a boundary for
making decisions. In a binary classification issue, the hyperplane is
a line in two dimensions or a hyperplane in higher dimensions. The
hyperplane in SVMs is represented by the equation:

wx+ b = 0 (4.2)
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The weight vector is denoted as ”w”, the data point as ”x”, and the
bias term as ”b”. The weight vector dictates the shape of the hyper-
plane, whereas the bias term defines its exact position.

Margin Maximization: SVM tries to maximize the margin, which
is the distance between the hyperplane and the closest data points
from each class, also referred to as the support vectors. The margin
is important for achieving precise generalization of unfamiliar mate-
rial. The optimal hyperplane is the one that maximizes the margin.
The area enclosed by these two hyperplanes will have the maximum
possible margin. The margin is determined by identifying the closest
data points from each class and measuring their distance from the
hyperplane. Support vectors refer to data points that are outside the
margin or violate the margin restriction.

Optimization: SVM creates the problem as an optimization job that
requires resolution. The objective is to minimize incorrect categoriza-
tion errors while simultaneously maximizing the margin. Achieving
this may be done by solving an optimization issue with convexity that
involves reducing the cost function while satisfying certain constraints.

Support Vector Machines (SVM) are used in this study for text anal-
ysis because of their efficacy in managing high-dimensional data and
robustness to word order and frequency changes. The text-to-vector
functionality converts texts into vectors, numerical representations of
coordinates in a specific space. This capability is beneficial for text
categorization. The support vector machine (SVM) can deal with sit-
uations where the data cannot be separated linearly using the kernel
method. It enables support vector machines (SVM) to handle text
categorization issues of greater complexity. Support Vector Machines
(SVMs) show high computational efficiency and provide superior per-
formance when dealing with a constrained quantity of data. Due to
their characteristics, they are very appropriate for text classification
tasks, mainly when the dataset consists of just a few thousand labeled
samples.

4.1.2 Logistic Regression

Logistic regression is kind of a supervised machine-learning method
that is mostly used for classification problems. The goal of this method
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is to determine the probability that a certain instance belongs to a
specific class. The prediction is binary, determined by a collection
of independent variables. The method processes both quantitative
and categorical data, generates comprehensible results, and computes
probability for different classes. It is a method of statistical analysis
that evaluates the correlation between a group of independent vari-
ables and dependent binary variables. It is an effective technique for
making decisions.

Sigmoid function: The sigmoid function is an activation function.
It translates the input features into a probability score. The sigmoid
function is applied in the hidden layers to transform the output from
the previous layer, limiting the input values to a range of 0 to 1. The
mathematical expression for the sigmoid activation function is:

F (x) = σ(x) =
1

1 + e−x
(4.3)

This mathematical function is utilized to convert the predicted out-
comes into probabilities. It converts any real number into a value that
falls between the range of 0 and 1. The logistic regression output is
constrained to the range of 0 to 1, and cannot exceed these boundaries.
As a result, it exhibits a curve resembling the shape of an ”S”.

Logistic regression equation: The logistic regression model uses
a sigmoid function to convert the continuous output of the linear re-
gression function into categorical values. The input values (X) are
linearly integrated using weights or coefficients to predict an output
value. The odds represent the proportion of an event happening com-
pared to it not happening. It differs from probability since probability
represents the ratio of a certain event happening to all possible events.
The odd is:

p(x)

1− p(x)
= ez (4.4)

If the natural log is applied:

log[
p(x)

1− p(x)
] = z (4.5)
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log[
p(x)

1− p(x)
] = w.X + b (4.6)

The logistic regression is:

p(X; b, w) =
ew·X+b

1 + ew·X+b
=

1

1 + e−w·X+b
(4.7)

Decision boundary: The model parameters are determined using
a process called maximum likelihood estimation. After learning the
model parameters, a decision boundary is created based on the ex-
pected probabilities. The decision boundary divides the data points
into different groups based on a specified threshold probability.

Logistic regression is used in this study for text analysis because of
its accessibility, interpret-ability, and efficacy in binary classification
tasks. It is used when the dependent variable is limited to two possible
outcomes, namely dichotomous or binary. This makes it appropriate
for text categorization problems in which the result might be either
positive or negative. Logistic regression does text classification and
also provides the probability of the predicted outcomes. This is ap-
plicable in this particular situation because this work is concerned
with the level of certainty in the predictions. This model provides a
high degree of interpret-ability. The coefficients in a logistic regression
model represent the alteration in logarithmic changes caused by the
predictors, facilitating comprehension of the variables’ impact.

4.1.3 Multinomial Naive Bayes

Multinomial Naive Bayes (MNB) is an extensively utilized and effec-
tive machine learning technique that relies on Bayes’ theorem. It is
often used for text categorization tasks that involve handling discrete
data, such as word counts in texts. Naive Bayes is a type of prob-
abilistic algorithm that relies on Bayes’ Theorem. The assumption
of feature independence in this approach is considered ”naive” since
it neglects the potential influence of one characteristic on the exis-
tence of another. A multinomial refers to a mathematical concept or
model that involves multiple categories or outcomes. Naive Bayes is a
probabilistic classifier used to determine the probability distribution
of text input. It is particularly effective for data that includes discrete
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frequencies or counts of occurrences in different natural language pro-
cessing (NLP) applications. MNB is very useful for addressing prob-
lems that include text data including discrete attributes, such as word
frequency counts. It operates based on Bayes’ theorem and assumes
that the characteristics are conditionally independent, given the class
variable.

Multinomial distribution: In text categorization, the characteris-
tics often used are word counts or phrase frequencies. The multinomial
distribution is used to calculate the probability of seeing a certain set
of word counts in a text.

The Multinomial distribution’s probability mass function (PMF) is
used to represent the probability of witnessing a certain set of word
counts in a text. The Multinomial distribution’s probability mass
function (PMF) is used to represent the probability of witnessing a
specific set of word counts in a text. The expression is defined as:

P (D | c) = Tc!∏V
i=1(xi!)

V∏
i=1

θzic,i
xi!

(4.8)

In this equation, Tc is the total number of words in the document
class of c, xi is the count of word i in the document D and θc,i is the
probability of word i.

MNB with text classification: In this work, the classification of text is
“Schizophrenia” and “Non-Schizophrenia”. The vocabulary consists
of the words ”i,” ”am,” and ”delusional.” To categorize this, the Max-
imum Likelihood Estimate (MLE) of the parameter θ cw is calculated
as:

θc, i =
count(wi, c) + 1∑
w(count(wi, c) + 1)

(4.9)

In this scenario, n cw represents the frequency of word w occurring
in the document belonging to class C. N c represents the cumulative
count of words in documents belonging to class c. |V | denotes the
total number of unique words in the vocabulary.The expression ”+1”
is used for additive smoothing, also known as Laplace Smoothing.
This technique effectively addresses the problem of zero probability
for words that have not been seen before. The equation employs the
following symbols:

c: Classification (Schizophrenia or Non-schizophrenia)
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D: Document
n w: The frequency of the word in the document D
N c: Total amount of words in documents of class c
θ cw: The probability of word w appearing in a document class c

When classifying a new text, the probability of the document belong-
ing to a certain class is determined by multiplying the probabilities
of each individual word in the document. The likelihood term is used
with prior probabilities in the Naive Bayes algorithm to get the final
probability of the class based on the document.

This study uses multinomial naive bayes due to its computational effi-
ciency and ease of implementation. As a result, it is an excellent option
for handling large datasets. Multinomial Naive Bayes (MNB) is es-
pecially advantageous for tackling issues including text data, discrete
attributes, and word frequency counts. The algorithm determines the
probability of assigning a document to a particular category by an-
alyzing the frequency of terms included in the content. MNB oper-
ates based on Bayes’ theorem and offers a probabilistic framework. It
facilitates a clear comprehension and probability analysis of the out-
comes. Although simple and assuming feature independence, multi-
nomial naive bayes (MNB) achieved excellent performance and are
comparable to more advanced techniques.

4.1.4 Decision Tree

Decision trees are used for categorizing data. This machine learn-
ing method is a flexible and easy-to-understand technique for making
predictions in many applications. It employs input data to form deci-
sions, making it appropriate for classification problems. This method
belongs to the supervised learning category and is widely used for re-
sults obtained through the analysis of input data. A tree-like structure
is formed, with core nodes testing attributes, branches corresponding
to attribute values, and leaf nodes representing final decisions or pre-
dictions.

The working algorithm of the decision tree is the follows:

Root node: The root node is the tree’s highest branch and represents
the initial characteristic from which the tree grows. It denotes the
whole of the population or sample under examination. The root node
selection is based on the property that provides the highest gains in
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knowledge.

Decision node: Decision nodes are nodes that come from the split-
ting of root nodes. It happens when a sub-node divides into further
sub-nodes. Nodes in the tree that are affected by the values of par-
ticular features. These nodes have branches that connect to other
nodes.

Leaf nodes: Nodes not dividing into further branches are called leaf
or terminal nodes. Terminal nodes are an alternative word for leaf
nodes. Nodes that cannot be further divided often indicate the ulti-
mate categorization or result. Leaf nodes do not have any remaining
branches.

Entropy: Entropy is used to evaluate a dataset’s uniformity, which
helps identify the optimal division for constructing an informative de-
cision tree model. Entropy is a quantitative measure of the impurity,
uncertainty, or disorder level in a dataset. The selection of the optimal
splitter is a crucial aspect of constructing a highly efficient decision
tree. It measures the level of impurity or the quantity of knowledge,
surprise, or uncertainty related to the possible outcomes of a randomly
selected variable. The link between probability and heterogeneity or
impurity can be expressed mathematically using the following equa-
tion:

H(X) = −
∑

(pi · log2 pi) (4.10)

Entropy(p) = −
N∑
i=1

(pilog2pi) (4.11)

The uncertainty or impurity is expressed through calculating the log-
arithm to the base 2 of the probability of a category (pi). The index
(i) corresponds to the total number of potential categories. In this
case, the value of i is 2 since the task involves binary categorization.

A dataset’s entropy is determined using a mathematical formula and
is always within the range of 0 to 1. A dataset is almost pure when its
entropy is 0, indicating that all data points belong to the same class.
During the process of splitting, the algorithm computes the entropy
of each feature after each split and chooses the most optimal feature
for the subsequent split.

39



Information gain(IG): Information gain (IG) measures the valuable
knowledge a feature provides about the class. It provides information
about the importance of an attribute in the feature vectors. It is used
to determine the sequence of attributes in each decision tree node.
It is frequently used in the structure of decision trees based on a set
of training data. This process is done by calculating the information
gain for each variable and selecting the variable that maximizes the
information gain. Through doing this, the entropy is minimized, and
the dataset is divided into groups for accurate classification.

The calculation of information gain (IG) is as follows:

Information Gain = entropy(parent) – [average entropy(children)]
(4.12)

Defining an ideal sequence of attributes helps in efficiently narrowing
down the state of a random variable. IG plays an important part
in building an effective decision tree. The information gain (IG) for
an attribute is determined by comparing the entropy of the dataset
before and after an alteration. The characteristic with the biggest
Information Gain (IG) is chosen for the split, as it reduces the un-
certainty (entropy) the most and optimally divides the dataset into
distinct groups for accurate classification.

Splitting: Splitting is dividing a node into two or more smaller nodes.
In this process, one node is split into several sub-nodes based on a spe-
cific set of decision criteria. The process involves choosing a particular
characteristic and a specific value to generate subsets of data. This
process helps significantly in the categorization of data.

Pruning: Pruning includes selectively mitigating or reducing some
nodes in a decision tree to avoid over fitting and simplify the model.
This method involves the removal of sub-nodes from a parent node.
It enhances the ability to apply learned knowledge to new situations
and reduces the risk of fitting the model too closely to the training
data.

The decision tree is used in the research because of its interpret-ability.
In the context of text analysis, it aids in comprehending the specific
words or phrases influencing the predictions. It is capable of man-
aging non-linear interactions between characteristics and target vari-
ables. Text analysis benefits from this since the connection between
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words and the emotions they express is frequently not a straight line.
Additionally, it can efficiently process large datasets including sev-
eral characteristics, a common occurrence in text analysis where each
distinct word may be regarded as a feature.

4.1.5 Random Forest

The Random Forest Tree is a flexible ML algorithm used to make pre-
dictions of numerical values. Ensemble learning combines the outputs
of numerous decision trees, resulting in a single outcome. This ap-
proach reduces over fitting and improves the accuracy of the model.
This supervised learning method is very adaptable and simple to use.
It consistently achieves excellent results, even without the need for
hyperparameter modification. This robust model can be utilized for
both classification and regression problems. A random forest model is
a combined approach consisting of several estimators, which are little
decision trees that provide individual predictions.

Following is an extensive explanation of the functioning of the Random
Forest algorithm:

Decision tree: The random forest model consists of several decision
trees. Every decision tree starts by presenting a fundamental inquiry
and proceeds to ask a sequence of questions to determine a solution.
The questions are decision nodes in the tree, functioning as a mech-
anism to divide the data. Decision trees aim to identify the optimal
division for splitting the data, and they are often trained using the
Classification and Regression Tree (CART) technique. Assembling
many decision trees in the random forest method leads to improved
accuracy in prediction, especially when the individual trees show low
correlation.

Ensemble learning: Ensemble learning is a technique in ML that
combines the predictions made by different models to provide a more
precise and consistent prediction. It is a strategy that utilizes the
combined knowledge of numerous models to increase the overall en-
actment of the learning system. Ensemble learning approaches consist
of classifiers, such as decision trees, which combine their predictions to
determine the prevalent outcome. Two popular ensemble approaches
are bagging, also referred to as bootstrap aggregation, and boosting.

• Bagging (Bootstrap aggregation): This approach involves

41



training several models on randomly selected subsets of the train-
ing data. Firstly, bagging starts by randomly choosing a sample,
or subset, from the complete data collection. Following that, each
model is constructed using Bootstrap samples, obtained by ran-
domly selecting data from the original dataset with replacement,
called row sampling. Bootstrapping is the term used for the pro-
cess of row sampling with replacement. Every model is trained
individually on its corresponding Bootstrap sample. The train-
ing procedure produces outcomes for each model. The outcome
is determined by combining the results of all models via a pro-
cess known as majority voting. The prevailing predicted result is
chosen among the models. The corresponding combination of the
forecasts produced by each model typically involves averaging.

• Boosting: Boosting is training a series of models, with each
succeeding model specifically targeting the errors committed by
the prior model. The boosting method combines numerous basic
models (sometimes referred to as weak learners or base estima-
tors) in order to get the ultimate result. The process involves
constructing a model by sequentially using weak models. Mul-
tiple boosting methods exist, with AdaBoost being the first and
most effective approach designed for binary classification. Ad-
aBoost, short for Adaptive Boosting, is a widely used boosting
algorithm that merges numerous ”weak classifiers” into a single
”strong classifier.”

Random forest algorithm: The random forest algorithm is a mod-
ified form of the bagging method that converges bagging with feature
randomization to develop a collection of decision trees that are not
inter connected. Often, feature randomization, called feature bagging
or the random subspace approach, involves creating a random subset
of features to guarantee minimal connection across decision trees. A
critical difference between decision trees and random forests is that de-
cision trees comprehensively estimate all possible feature splits, while
random forests merely select a subset of those features. Each decision
tree exhibits a significant amount of variation. However, when we
combine all of them in parallel, the resulting variance is reduced. It
is because each decision tree is trained precisely on a specific sample
of data, ensuring that the outcome depends not on a single decision
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tree but several decision trees. The final output is determined using a
majority-casting vote classifier for a classification task.

Figure 4.2: Random Forest algorithm

The random forest algorithm is utilized in the research for its efficient
handling of high-dimensional data and its low tendency to over fit, a
common problem in text categorization. Text data often consists of
a large number of characteristics, such as words or n-grams. Random
Forest is capable of effectively managing this high dimensionality. In
addition, Random Forest offers feature significance ratings that help
in comprehending the words or n-grams that affect the predictions.

4.2 Recurrent Neural Network Models

The research utilized two recurrent neural network models which are
Bi-LSTM and GRU. The Description of each RNN models are given
below:
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4.2.1 Bi-LSTM

An advanced version of the recurrent neural network is Long Short-
Term Memory or LSTM. It is used for long-term dependencies in
sequential data. However, this model needs help capturing bidirec-
tional dependencies. To improve this limitation of LSTM, an extended
version of LSTM called Bidirectional Long Short-Term Memory (Bi-
LSTM) is used. This model’s performance improves the sequential
classification problem. It is composed of two LSTMs: one that pro-
cesses the input in a forward manner and another that processes it in
a backward way. BiLSTMs enhance the network’s information capac-
ity, enhancing the algorithm’s contextual understanding. The theory
behind this methodology is that the model better understands the
correlation between sequences by analyzing data in both forward and
backward directions.

A Bi-LSTM model’s working process in text classification is as follows:

Tokenization: Tokenization is the process of separating texts into
individual words or smaller sub-texts. This process allows a better
understanding of the link between the texts and labels. Through this
process, the vocabulary or knowledge of the dataset is determined, as
it contains the collection of distinct tokens found in the data. Then,
the tokens are assigned a distinct numerical value, which is used to
depict the token in the model.

Padding: Padding is the procedure of appending zeros to the end of a
sequence to ensure that all sequences have the same length. Padding
is used in the BiLSTM model to provide equal length for all input
sequences. This is important since the BiLSTM model requires input
sequences of equal length to process them effectively. In this work,
the maximum length used for padding is 64.

The design of BiLSTM consists of two unidirectional LSTMs that pro-
cess the sequence in both the forward and backward directions. This
design may be seen as consisting of two distinct LSTM networks. One
network processes the series of tokens in its original order, while the
second network processes the sequence in the opposite direction. Both
of these LSTM networks provide a probability vector as their output,
and the final result is the amalgamation of these two probabilities. It
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can be represented as:
pt = pft + pbt (4.13)

where,

• pt = Final probability vector of the network.

• pft = Probability vector from the forward LSTM network.

• pbt = Probability vector from the backward LSTM network.

The outcome of BiLSTM is the combination of both of these proba-
bilities. The architecture of the BiLSTM layer is shown below:

Figure 4.3: The architecture of the Bi-LSTM layer

Here Xi is the input token, Yi is the output token, and A and A’ are
LSTM nodes. The final output of Yi is the combination of A and A’
LSTM nodes.

Embedding layer: This is the first layer of the Bi-LSTM model’s
network. It creates a dense vector representation of each word in
the input text. This dense vector representation aims to capture the
linguistic significance of the words in the text. It is then input into the
BiLSTM layer for further processing. The embedding layer is trained
using methods such as Word2Vec and GloVe, which help create vector
representations of words by evaluating their contextual use across a
large text collection. The resultant dense vector representations are
next employed to initialize the weights of the embedding layer.

45



Convolution layer: The convolution layer enables the extraction
of unique features from the input data text. Extracting semantic
features from the input data reduces the number of dimensions. This
layer performs convolution over the input vectors using many one-
dimensional convolution kernels on the sequential data in this work.
By embedding the sequence vectors of the individual words:

X1:T = [x1, x2, x3, x4, · · ·] (4.14)

Here, T is the number of tokens in the text, Given an input of a
window of length d words, ranging from t to t + d, the convolution
process produces features for that window in the following manner.

hd, t = tanh(Wdxt:t+d−1 + bd) (4.15)

Here, xt:t+d−1 are the embedding vectors of the words in the window,
Wd is the learnable weights matrix, and bd is the bias. The feature
map of the filter with convolution size d is obtained by applying the
filter to different areas of the text:

hd = [hd1, hd2, hd3, hd4, · · ·XT−d+1] (4.16)

The output of the convolutional layer then gets entered into the BiL-
STM layer for further processing. The BiLSTM layer is tasked with
generating a dense vector representation for every word in the input
text.

Max pooling: This is a technique used to minimize the size of the
output from the LSTM layer. The Max pool layer combines all the
tokens into a singular text representation. It extracts the most sig-
nificant characteristics and the highest values from a sequence. It al-
lows models to extract crucial contextual information from input text
in both directions, decreasing computing complexity and improving
model performance.

Dense layer: The dense layer is fully connected. In this layer, each
neuron is intricately linked to every neuron in the layer before it. The
main objective of this layer is to provide a vector that can be used
for classification or regression. A dense layer combined with BiLSTM
increases the efficiency of the model. It effectively collects an optimal
combination of characteristics derived from the BiLSTM layer to get
the ultimate prediction.
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Figure 4.4: Schematic architecture of BiLSTM

Early stopping: Early stopping is a regularization process used to
stop overfitting the model. It stops the training process at the right
time by evaluating validation set training. After a certain number
of epochs, if the validation set result is not improved, the training is
stopped. This is useful in preventing the model from overfitting the
training data by avoiding obtaining unnecessary or irrelevant infor-
mation. Early stopping can be particularly helpful in BiLSTM as it
has significant computational capabilities and can accurately model
complex patterns within datasets. It also increases the generalization
potential of the model.

4.2.2 GRU

A Gated Recurrent Unit (GRU) belongs to the RNN models. It is a
simplified architecture of standard long-short-term memory (LSTM).
LSTM has three different gates and two states, so it needs many pa-
rameters, even for small states. With GRU, there are only two gates
and one state; this reduces the number of parameters. This work adds
layers to analyze the text and get precise output from the model. The
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layers are as follows:

Embedding Layer: In the embedding layer, if a sequence of words
is given, the output is a sequence of word embeddings. Word em-
beddings represent words as vectors in high-dimensional space. The
dimensions are representations of different features of the words. The
embedding layer gives a vector representation for each word in the in-
put sequence. The process involves using a lookup table that contains
vector representations of all the words in the vocabulary. The embed-
ding layer’s output is entered into the GRU layer, which processes the
word embedding sequence and generates an output sequence.

Convolution Layer: This layer is used to identify patterns and struc-
tures within the text at a local level. By applying filters across the
input text, the convolutional layer captures relevant information about
words or phrases, helping the model identify complex contextual re-
lationships. The input for this layer is the list of word embeddings
generated by the preceding embedding layer. Then, kernels over the
input sequence are used to identify local patterns and relationships
between adjacent word embeddings. After the convolutional layer pro-
cesses the input data, the resulting output is fed into a max pooling
layer.

Max pooling: The Max pooling layer takes the output of the con-
volution layer as input. In this layer, the important features are ex-
tracted from the local features. The primary purpose of this layer is to
process the sequence of feature maps generated by the convolutional
layer. Each feature map is processed in this layer to give an ordered
sequence of the most important features. The sequence of features is
then entered into the Gated Recurrent Unit (GRU) layer.

GRU layer: The GRU layer takes the sequence of features generated
by the max pooling layer as input and generates an output sequence.

• Hidden state: GRU combines the cell state and hidden state
into a single hidden state (ht). Now the output gate is not needed
as it was just deciding how much of a cell state can be read into
the final hidden state. This reduces the parameters in the cell.
The equation for the hidden state is:

h̃t = tanh(Whxxi +Whh(rtht−1) + bh) (4.17)
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• Reset gate: The reset gate takes the full information of the
previous state when computing the current state if it is close to
1 but ignores the previous state in computing the current state if
it is close to 0. The reset gate equation is:

rt = σ(Wrxxt +Wrhht−1 + br) (4.18)

• Update gate: GRU combines the input and the forget gates
into the update gate. In LSTM input gate decides the current
state input into the cell state and the forget gate decides the
previous cell state input into the current cell state. But as it is
combined in the update gate all the works are combined in this
gate too. If the update gate is 0 then the full state information
of the previous cell state is pushed into the current cell state but
update gate 1 means all the current state is read into the current
input and no previous cell is into the current state. The equation
for the update gate is:

zt = σ(Wzxxt +Wzhht−1 + bz) (4.19)

ht = zth̃t + (1− zt)ht−1 (4.20)

Dense layer: The dense layer is completely connected. The main
purpose of this layer is to provide a vector that may be used for clas-
sification or regression purposes. Combining a dense layer with GRU
enhances the efficacy of the model. It efficiently gathers the ideal
features from the GRU layer to get the outcome.
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Figure 4.5: A GRU Cell

Early stopping: Early stopping is a regularization mechanism used
to reduce overfitting in the model. The training process stops at the
correct time by analyzing the training of the validation set. Once
a particular number of epochs has been reached, the training pro-
cess is terminated if there is no improvement in the validation set
results. This technique is valuable in minimizing overfitting in the
model by avoiding collecting unnecessary or irrelevant data. Early
stopping could be particularly useful in GRU because of its significant
computing capability and capacity to effectively represent complex
patterns in datasets. In addition, it improves the ability of the model
to make generalizations.
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4.3 Transformer-based Model

4.3.1 BERT base uncased

Bidirectional encoder representations from transformers, or BERT, is
a pre-trained deep learning model that has achieved exceptional per-
formance and overcome several limitations of natural language pro-
cessing tasks. The model is based on the Transformer architecture,
which uses the masked language model (MLM) to include both the
left and right contexts. The system’s deep structure enables tokens to
include multiple contexts, enriching the learning environment. This
Google-developed model exclusively uses an encoder; rigorous training
on a large amount of English Wikipedia and Book Corpus data makes
it superior for text analysis tasks. In this work, BERT is fine-tuned for
text analysis to detect probable schizophrenia from the data. After the
input texts, it generates a series of contextualized embeddings for each
input token. Then, the embeddings are entered into a classification
layer that helps to predict it.

BERT Tokenization: BERT tokenizer is a text processing tool that
transforms unstructured text into a structured format suitable for use
by the BERT model. This tokenization includes subword units of in-
dividual words, which helps it gain knowledge about detailed data.
BERT tokenization helps the fundamental principle of the model to
comprehend and process the complexity. At first, the basic tokeniza-
tion process initiates the division of the sentence into individual words
and punctuation and other individual tokens. After the basic tokeniza-
tion, the WordPiece tokenization starts. This process further breaks
down words into smaller subwords known as WordPieces. Next, the
WordPieces are allocated distinct integer identifiers, which serve as
the input for the BERT model.
Additionally, the tokenizer uses positional embeddings to maintain
the ordered sequence of words in the input text. The process involves
including an individual positional index for every WordPiece. This
index is merged with the WordPiece’s embedding vector to create the
ultimate input representation. WordPiece BERT effectively captures
variations in word structure and effectively handles less frequently used
terms. BERT’s ability to comprehend complex language nuances can
be credited to the comprehensive details offered by these subwords.
This process allows BERT to bridge the gap between basic language
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comprehension and unprocessed material.

Encoder Stack: The first building block for generating contextual
representations of input text in the BERT model is the BERT encoder.
The goal of this is to reduce the limitations of traditional language
models that only interpret text partially or in one way. The encoder
stack consists of many transformer encoders that generate the repre-
sentation of each token in the provided input. Every encoder applies
attention to the input sequence and then passes the outcomes via the
feed-forward layer and then gives it to the next encoder.

The BERT model does not have a decode layer so it does not have
any decoder stack and the masked tokens are in the attention layer.
The BERT encoder layer is larger than the original transformer so
two models can be built in the encoder layer. In this work, we used
BERTBASE. Here, the number of layers is denoted as L, the hidden
size as H, and the number of self-attention heads as A. For BERT
base L=12, , H=768, A=12, Total Parameters=110M. So the number
of dimensions is:

dk = dmodel/A (4.21)

dk = 768/12 = 64 (4.22)

The dimensions which are also the working memory for the model
play an essential role in the prediction. Large transformer models
that have a large number of parameters can work better with large
data that pre-train better for downstream text analysis tasks.
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Figure 4.6: Encoder layer of BERT

The encoders have two primary layers that help them to fully inept
the text. The layers are:

• Attention layer: This layer allows BERT to collect the contex-
tual information of each word in a bidirectional manner, including
both the left and right directions. It helps the complex structures
and nuances of real language. It enhances the model’s perfor-
mance by decreasing the computational complexity and memory
demands. It helps to gain knowledge from various domains and
tasks while maintaining the original knowledge.

• Feed-forward layer: The purpose of this layer is to control the
output from one attention layer in a way that is more appropri-
ate for the input of the subsequent attention layer. The attention
layer uses self-attention to the input sequence, helping the model
to concentrate on the most relevant segments of the input while
constructing the output representation. Then, this layer adds a
non-linear transformation to improve the representation of each
token. This layer is a densely connected neural network that ac-
cepts the output of the attention layer as input and performs two
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linear transformations followed by a non-linear activation func-
tion.

Pre-training BERT: The BERT model is trained with two tasks:
masked language modeling(MLM) and next sentence prediction(NSP).

• Masked language modeling(MLM): This task involves ran-
domly replacing a specific percentage of words in a phrase with
masks. The model is subsequently instructed to predict the masked
words by considering the context around them of the sentence.
This exercise helps BERT’s comprehension of the contextual nu-
ances of individual words inside a phrase and their interdepen-
dencies with other words in the same sentence.

A potential input sequence could be: “I dream of monsters in the
night after taking my medicine”

The decoder would mask the attention sequence after the model
reaches the word “night”:

“I dream of monsters in the night < masked sentence >.”

BERT encoder masks a random token to make a prediction:

“I dream of monsters in the night [MASK] taking my medicine”

The multi-attention sub-layer now can see the whole sequence,
execute the self-attention procedure, and make predictions for
the masked token.

• Next sentence prediction(NSP): In this task, the model is
trained to determine whether two sentences are sequential or not.
This task helps BERT’s comprehension of sentence context and
interrelationships.

Two tokens used for this are:

1. [CLS], a binary classification token at the beginning of the
first sequence to help in the prediction of the second sequence
that follows the first sentence. A positive sample can be a
pair of consecutive tokens from the dataset whereas a nega-
tive sample can be a sequence created from different tokens
of different datasets.
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2. [SEP] is a separation token signaling the end of a sequence.

For example, the input sequence can be: “My dreams scare
me. I get sick after waking up.”

The two sentences become one complete sequence: [CLS] my
dreams scare me[SEP] i get sick after waking up[SEP]

In this approach, additional encoding information helps dif-
ferentiate between sequence A from sequence B.

From joining the whole embedding sequence together we get:

Figure 4.7: Input Embedding of BERT

The input embeddings are from the summarization of token embed-
dings, the segment embeddings, and the positional encoding embed-
dings.

Fine-tuning BERT:
The pre-trained BERT model can be fine-tuned for a specific task.
The output can be determined by incorporating a task-specific output
layer in the model. The model needs to be trained on a labeled dataset
to get the output. The output layer is attached to the pre-trained
model, and consequently, the complete model is fine-tuned on the la-
beled dataset using backpropagation. In this work for text analysis,
binary classification is used. The output layer for binary classification

55



of schizophrenia detection consists of a single neuron that predicts
the probability of the input text belonging to the positive class or
1 (i.e., text written by individuals with probable schizophrenia) or
the negative class or zero(0) (i.e., text written by individuals without
schizophrenia). By optimizing the pre-trained BERT model for a par-
ticular task, the model can be adjusted to achieve high performance
without extensive task-specific training data. The validation dataset
of this work is utilized to evaluate the model’s outcome in training
and to mitigate overfitting. The validation dataset in the present re-
search allows for evaluating the model’s performance during training
and overfitting. Throughout the training process, the model under-
goes training using the training dataset and gets evaluated using the
validation dataset at the end of each epoch. The validation dataset
analyzes the model’s performance and adjusts the hyperparameters.

Figure 4.8: BERT Framework
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4.3.2 Distil BERT

DistilBERT is a smaller and faster version of BERT with 40% fewer
parameters than Bert base uncased. It is smaller than base uncased
but still maintains 97% language comprehension capability along with
being 60% faster evaluated on the GLUE language comprehension
benchmark. DistilBERT gets trained by knowledge distillation, where
a bigger BERT model serves as an instructor model and transfers
its information to a smaller and more compact learner model. To
capitalize on the inductive biases acquired by bigger models via pre-
training, DistilBERT uses a triple loss that combines language mod-
eling, distillation, and cosine-distance losses. This smaller, faster, and
lighter BERT is more cost-effective to pre-train. DistilBERT uses a
transformer-based architecture to encode the input data sequence, in
which each token in the sequence is associated with an embedding
that captures the contextual significance of the token. These embed-
dings are then used to make predictions. For this dataset, the tokens
were embedded and then made predictions based on these embed-
dings. The key difference between BERT base and DistilBERT is the
reduced parameter which means it has less number of layers, hidden
units, and attention layers. DistilBERT could be fine-tuned on an ex-
tensive range of tasks like its larger equivalents, including categorizing
texts. To fine-tune the model on a particular dataset, one may add a
classification layer on top of the pre-trained model. The fine-tuning
method entails training the model using the labeled dataset to acquire
task-specific characteristics. After the model has been trained, it may
be used to categorize fresh textual input.
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Chapter 5

Result and Analysis

This study employed machine learning and neural network models
to determine whether the text exhibits characteristics associated with
schizophrenia. Performance metrics such as precision, recall, F1 score,
ROC score, and others are used to evaluate the effectiveness of the
machine learning models. For the neural network models, the same
metrics are employed. These metrics offer a comprehensive perspec-
tive on the model’s performance beyond just accuracy. They help to
fine-tune the models to meet the specific needs of the problem. The
comprehensive explanation of the performance metrics is as follows:

• True Positive(TP): True Positives (TP) refers to the instances
when the predicted class is positive and matches the actual class,
indicating an accurate prediction. Instances correctly classified
as positive by the model. Instances when the model correctly
identifies good outcomes as positive occur in such situations.

• False Positives (FP): False Positives (FP) occur when the ex-
pected class is yes, but the actual class is no. Instances that
the model correctly classified as negative. During these circum-
stances, the model effectively categorizes unexpected events as
negative.

• True Negative(TN): True Negative (TN) occurs when a clas-
sification system accurately predicts the absence of the positive
class. Instances that the model correctly classified as negative.
During these circumstances, the model effectively categorizes ad-
verse occurrences as negative.

• False Negative(FN): False Negatives (FN) refers to the count
of positive events that the model wrongly classified as negative.
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Instances incorrectly classified as negative by the model. Under
some conditions, the model incorrectly categorized positive cases
as negative ones.

Precision: Precision is a performance measure that accurately eval-
uates the model’s capacity to identify positive cases out of all the
instances it predicts as positive. It is sometimes referred to as the
positive predictive value. The metric quantifies the ratio of correctly
identified positive predictions to the total number of positive predic-
tions.
The calculation measuring precision is as follows:

Precision =
TP

TP + FP
(5.1)

Recall: Recall, also called sensitivity or true positive rate, is a per-
formance indicator that quantifies the model’s capacity to accurately
detect positive instances out of the total number of positive instances.
The metric measures the ratio of correctly predicted positive cases to
the total number of actual positive instances. A model with strong re-
call has a lower probability of incorrectly classifying positive situations
as negative. It accurately evaluates the model’s ability to identify pos-
itive situations as true positive rates. The ratio of accurate positive
predictions to the total number of actual positive outcomes determines
the accuracy of positive predictions. The recall of the model indicates
the number of actual positive occurrences that it successfully detected.
The calculation for precision is as follows:

Recall =
TP

TP + FN
(5.2)

F1 score: The F1 score is a performance indicator combining preci-
sion and recall, two essential metrics in machine learning. The har-
monic mean of recall and precision is used to provide a comprehensive
viewpoint on both of these metrics. The single metric integrates re-
call and precision into a unified measurement. It is used to evaluate
binary classification systems that categorize instances as ’positive’ or
’negative’. It is especially beneficial in scenarios when the data is un-
balanced, meaning there is a notable difference in the number of cases
between one class and the other. The F1 score is a metric that mea-
sures the balance between accuracy and recall. It is a value between 0
and 1, with 1 representing perfect precision and recall and 0 indicating
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that either precision or recall is zero. If there is a significant difference
between the precision and recall values, the harmonic mean will give
greater importance to the lower number, resulting in a lower F1 score.
The F1 score recognizes models that exhibit excellent precision and
strong recall.
The equation used for calculating the F1 score is as follows:

F1 Score = 2 · Precision ·Recall

Precision+Recall
(5.3)

The result analysis of the utilized models are as follows:

5.1 Result of ML Models

A machine learning model is a computational or mathematical repre-
sentation that uses data that comes in to detect patterns and provide
predictions or evaluations. The performance indicators indicate the
extent of efficiency at which the models perform on the dataset. The
outcome evaluates the efficacy of these models in generating predic-
tions. The result analysis of the machine learning models is following:

5.1.1 Logistic regression

Logistic regression is an easy method that is both simple to build
and understand. Its efficiency in training, even on extensive datasets,
makes it a viable option for several real-world applications. The model
achieved a 93% accuracy rate in properly predicting the class for in-
stances in both the test and validation sets of Pre existing, which
contains 16,990 sample data. The model has an unusually high accu-
racy rate, indicating its overall remarkable performance. Metrics like
precision, recall, and F1 score are used to measure the accuracy and
effectiveness of a model or system. All of these measures have a value
of 0.93, which suggests that the model’s accuracy, recall, and F1 score
are all outstanding in terms of accurately predicting positive cases,
identifying all positive instances, and striking a balance between these
two characteristics. AUC-ROC score of 0.92 indicates that the model
has a high level of separability, which may be considered excellent.
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Figure 5.1: Confusion matrix (left) & ROC curve (right) of LR for Pre existing

The model achieves an accuracy of 83% on the test set and 84% on
the validation set for New scrapped, which contains 3,307 sample data
points. It indicates that the model has a high level of accuracy in
predicting the result. Metrics such as precision, recall, and F1 score are
used to evaluate the performance of a model. All of these values have
a magnitude of 0.83. Precision is the quotient obtained by dividing
the number of accurately anticipated positive observations by the total
number of expected positive observations. High accuracy is directly
correlated with a low false-positive rate. Recall (sensitivity) is the
proportion of accurately predicted positive observations to the total
number of observations in the actual class. The F1 score is calculated
by taking the precision and recall weighted averages. Hence, this score
considers both incorrectly positive and incorrectly negative results.
An F1 score of 0.83 is regarded as good. The AUC-ROC score of 0.83
indicates that the model effectively differentiates between positive and
negative classes in classification tasks across various threshold settings.

Figure 5.2: Confusion matrix (left) & ROC curve (right) of LR for New scrapped
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5.1.2 SVM

SVMs are commonly employed for text classification because they ex-
cel at handling data with a high number of dimensions. The Pre existing,
collected from September 2016 to September 2020, is extensive. The
accuracy of the test set is 91%, while the validation accuracy is slightly
lower at 90%. This result indicates that the model successfully pre-
dicts the target variable for most of the data. The precision, recall,
and F1 score are all 0.91. These measures evaluate the model’s ac-
curacy in identifying positive instances. The model’s performance is
impressive, scoring 0.91 for all three metrics. It suggests that it ex-
cels at accurately identifying positive instances while minimizing false
positives and negatives. The AUC-ROC score for this dataset is 0.91,
which suggests that the model effectively differentiates between posi-
tive and negative classes.

Figure 5.3: Confusion matrix (left) & ROC curve (right) of SVM for Pre existing

The New scrapped, collected from May 2016 to December 2023, con-
tains 3,307 sample data points for the SVC model. It achieves a con-
sistent accuracy of 79% on both the test and validation sets. The
model accurately predicted 79% of the cases in these sets. Further-
more, the precision score of 0.79 indicates that the model accurately
predicts positive cases 79% of the time. A recall of 0.79 shows that the
model accurately detects 79% of the positive cases. The F1 score rep-
resents the harmonious combination of precision and recall. A score
of 0.79 signifies a well-balanced compromise between precision and re-
call. Finally, the AUC-ROC score is 0.78, indicating that the model
demonstrates an appropriate level of separability.
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Figure 5.4: Confusion matrix (left) & ROC curve (right) of SVM for New scrapped

5.1.3 Multinomial Naive Bayes

MNB is based on Bayes’ theorem and accepts feature independence,
meaning that one word’s presence does not affect another’s presence.
This reduction in complexity is often effective for text classification.
The Pre existing, collected from September 2016 to September 2020,
is broad. The test set and validation set have an accuracy of 88%, in-
dicating that the model accurately predicted the class for 88% of the
instances in the test set. The high accuracy rate indicates that the
model performs well overall. A precision of 0.89 represents the propor-
tion of accurately predicted positive results out of the total predicted
positive data. The recall rate of 0.88 indicates that the model accu-
rately detected 88% of the positive instances; furthermore, an F1 score
of 0.88 proves that the model has a good balance between precision
and recall. A model with an AUC-ROC score of 0.88 demonstrates
strong independence and can effectively differentiate between positive
and negative classes.

Figure 5.5: Confusion matrix (left) & ROC curve (right) of MNB for Pre existing
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In New scrapped, the model demonstrated a strong performance by
accurately predicting the class for 80% of events in the test set and 81%
in the validation set. This consistently high level of accuracy shows a
high level across both sets. The precision, recall, and F1 score metrics
are all 0.80, showing that the model’s predictions for positive instances
are accurate, it can identify the most positive instances, and there is a
good balance between these two aspects. The AUC-ROC score of 0.80
is considered good, indicating that the model effectively distinguishes
between classes.

Figure 5.6: Confusion matrix (left) & ROC curve (right) of MNB for New scrapped

5.1.4 Random Forest

Random Forest provides a way to determine the important features,
aiding in comprehending which words or n-grams are most valuable for
the classification task. The model accurately predicted the class for
89% of events in the test set and 88% in the validation set, based on
Pre existing which contained 16,990 sample data. The high accuracy
rates indicate that the model performs well overall. The Performance
metrics Precision, Recall, and F1 Score are all 0.89, indicating excel-
lent performance in correctly predicting positive instances, identifying
all positive instances, and maintaining a balance between these two
aspects. The model’s AUC-ROC score of 0.88 indicates a strong abil-
ity to differentiate between positive and negative classes.
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Figure 5.7: Confusion matrix (left) & ROC curve (right) of RF for Pre existing

New scrapped has 3,307 sample data points. The model accurately
predicted the class for 81% of events in the test set and 84% in the
validation set. These accuracy rates are excellent, indicating that the
model works well overall. The performance measures accuracy, recall,
and F1 score all have a value of 0.81, suggesting that the model’s
capacity to predict positive instances (precision) accurately, its ability
to identify all positive cases (recall) correctly, and the balance between
these two features (F1 score) are all rather good. AUC-ROC score
of 0.80 indicates the model’s high level of discriminating efficacy in
distinguishing between positive and negative classes.

Figure 5.8: Confusion matrix (left) & ROC curve (right) of RF for New scrapped

5.1.5 Decision tree

Decision trees are simple to comprehend. They show decision-making
clearly. Pre existing has 16,990 samples. The model has an 84% test
and 82% validation accuracy. It indicates that the model predicts
results accurately. The model’s same accuracy on both datasets indi-
cates robust generalization and no overfitting. Precision, recall, and
F1 score are 0.84. Precision is the ratio of precisely predicted positive
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observations to expected positive observations. High accuracy corre-
lates with few false positives. The ratio of successfully anticipated
positive results to all class observations is recall (sensitivity). The F1
Score is the weighted average of precision and recall. Thus, this score
covers inaccurate positive and negative outcomes. An F1 score of 0.84
is good. AUC-ROC score of 0.83 shows appropriate model separability.

Figure 5.9: Confusion matrix (left) & ROC curve (right) of DT for Pre existing

New scrapped includes 3,307 samples. The model has 75% test set
accuracy and 78% validation set accuracy. The model predicts class
labels for 75% of tests and 78% of validation sets. The outcome is
good; however, the dataset’s limited size limits class dispersion. Preci-
sion, recall, and F1 scores all go into evaluating classification models.
All are 0.75. Precision is the ratio of accurately predicted positive
cases to expected positive instances. Recall, also known as sensitivity,
is the ratio of accurately anticipated positive cases to actual posi-
tive instances. As the harmonic mean of accuracy and recall, the F1
score balances these two requirements. An F1 score of 0.75 suggests
accuracy-recall solid balance. AUC-ROC score of 0.74 is good, but it
indicates the dataset is limited.
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Figure 5.10: Confusion matrix (left) & ROC curve (right) of DT for New scrapped

In the comparison of machine learning models, the results of logistic
regression outperform other models for both datasets, with an AUC-
ROC score of 0.92 for Pre existing and 0.83 for New scrapped. As
a statistical model, logistic regression is more effective in predicting
the result variable when the datasets are labeled as binary. Support
Vector Classifier (SVC) exhibited superior performance with 91% ac-
curacy on Pre existing, while it achieved an AUC-ROC score of 0.78
on New scrapped, indicating its efficacy in handling high-dimensional
areas. Both random forest and naive Bayes models obtain an AUC-
ROC score of 0.88 for Pre existing, and for New scrapped, the score
is 0.80. These two models excel in performance since they emphasize
feature analysis. The decision tree model performs less effectively than
other machine learning models in both datasets, with an AUC-ROC
score of 0.83 for Pre existing and 0.74 for New scrapped.

Models Test acc Val acc Precision Recall F1-score
Naive Bayes 0.88 0.88 0.89 0.88 0.88
Decision Tree 0.84 0.82 0.84 0.84 0.84
Random Forest 0.89 0.88 0.89 0.89 0.89
SVC 0.91 0.90 0.91 0.91 0.91
Logistic Regression 0.93 0.93 0.93 0.93 0.93

Table 5.1: ML Accuracy Scores for Pre existing

Models Test acc Val acc Precision Recall F1 score
Naive Bayes 0.80 0.81 0.80 0.80 0.80
Decision Tree 0.75 0.78 0.75 0.75 0.75
Random Forest 0.81 0.84 0.81 0.81 0.81

SVC 0.79 0.79 0.79 0.79 0.79
Logistic Regression 0.83 0.84 0.83 0.83 0.83

Table 5.2: ML Accuracy Scores for New scrapped
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Figure 5.11: Calibration Curve for Pre existing(left) New scrapped(right)

5.2 Result of Recurrent Neural Network

Performance metrics are important to evaluate the outcomes of neural
network models. They provide measurable indicators to evaluate the
accuracy of the model’s predictions, enabling comparisons between
multiple models and facilitating the selection of the most suitable one
for a particular task. Accuracy is a frequently used metric for classi-
fication issues, representing the percentage of right predictions out of
the total number of predictions.

5.2.1 BiLSTM

The Bi-LSTM model comprises two LSTM layers that sequentially
process the text data in both directions, collecting information from
both the left and right contexts. In Pre existing, the texts span from
September 2016 to September 2020. In the embedding layer, the input
does not have a variable sequence length, while the output is fixed at 64
(None, 64) with a total of 1,704,320 parameters. The output shape in
the convolution and max pooling layer is 128 (None, 128) and contains
41,088 parameters in the one-dimensional convolutional layer. The
bidirectional layer outputs a length of 200. The dense layer uses the
ReLU activation function and consists of 128 units. The first dataset
in Bi-LSTM does not have any non-trainable parameters. Therefore,
the total number of parameters that can be trained is 1,954,465. The
training was conducted for five epochs, with an early stopping time of
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four. The loss function used during training is binary cross-entropy.
The accuracy in the validation set is 86% and the test set exhibits the
same outcome, boasting an accuracy of 86% and an AUC-ROC score
of 0.92. The model’s performance on Pre existing was impressive,
achieving high scores on the performance metrics. The early stopping
method effectively prevents overfitting.

Figure 5.12: Confusion Matrix, ROC curve, Training & Validation accuracy, Train-
ing & validation loss of Bi-LSTM for Pre existing

In New scrapped, the textual data was collected from May 2016 to
December 2023. The Bi-LSTM model utilizes an embedding layer
with a flexible sequence length. The output shape is 16 (None, 16)
with a total of 160,432 parameters. The convolution and max pooling
layers have 32 and 16 filters, respectively, with ReLU activation. The
bidirectional layer outputs a sequence length of 64. The dropout layer
has a dropout rate of 0.5. The dataset contains 96 non-trainable pa-
rameters, while the number of trainable parameters is 179,425. The
model is trained for nine epochs using early stopping.
The validation set accuracy for New scrapped with Bi-LSTM is 73%,
while the test set accuracy is 74%. The ROC AUC score of the test
is 0.81, which suggests that the model can effectively generalize to
unseen data. The particular accuracy also demonstrates an excellent
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correlation with the training data.

Figure 5.13: Confusion Matrix, ROC curve, Training & Validation accuracy, Train-
ing & validation loss of Bi-LSTM for New scrapped

When evaluating the Bi-LSTM model, it becomes evident that the
model exhibits superior performance on Pre existing, as it achieves a
higher level of accuracy. The model demonstrates strong performance
on both datasets, indicating a good fit and the ability to accurately
predict schizo-prone data.

5.2.2 GRU

GRUs are highly effective at preserving long-range dependencies in
text, which is important for comprehending the context and semantics.
The GRU model has an input sequence length of 500 and an output
shape of 50, with 644650 parameters. The one-dimensional convolu-
tional layer uses 128 filters and applies a ReLU activation function
with 64 filters. The GRU layer consists of a hidden gate, reset gate,
and update gate, resulting in an output sequence of 50 with 17,400
parameters. The dense layer consists of 32 and 64 units, utilizing
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ReLU and sigmoid activation functions. The gated recurrent unit has
740,579 parameters, with zero non-trainable parameters.

Figure 5.14: Confusion Matrix, ROC curve, Training & Validation accuracy, Train-
ing & validation loss of GRU for Pre existing

The accuracy of the test set and validation set in Pre existing are
similar, both achieving a 91% accuracy rate. It indicates that the
model effectively generalizes and avoids overfitting and underfitting.
The test set accuracy for New scrapped is 79%, while the validation
set accuracy is slightly lower at 78%. Pre existing shows that the GRU
model achieves an impressive AUC-ROC score of 0.97. The AUC-ROC
score for New scrapped is 0.83 which is considered adequate. The
result of the two datasets indicates that the model has a reasonably
strong capability to differentiate between the classes in this dataset.
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Figure 5.15: Confusion Matrix, ROC curve, Training & Validation accuracy, Train-
ing & validation loss of GRU for New scrapped

Models Test acc Val acc Precision Recall F1 score
GRU 0.91 0.90 0.91 0.91 0.91
Bi-lstm 0.86 0.86 0.86 0.86 0.86

Table 5.3: Accuracy scores of RNN models for Pre existing

Models Test acc Val acc Precision Recall F1 score
GRU 0.79 0.78 0.80 0.79 0.79
Bi-lstm 0.74 0.73 0.75 0.75 0.75

Table 5.4: Accuracy scores of RNN models for New scrapped
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Figure 5.16: RNN accuracy

5.3 Result of BERT

The BERT language model has a bidirectional transformer design.
BERT is a language framework designed to capture the complex mean-
ing of words by considering their context from both directions. BERT’s
transformer-based design and bidirectional learning technique enable
it to capture the contextual meaning of words and sentences effectively.
BERT generates educational representations by considering contextual
words, helping it to understand complex language patterns.
The input datasets are tokenized, converting the text data into tokens
or sub-words. The input text is encoded using the BERT tokenizer
by tokenizing the text, adding unique tokens, and creating attention
masks. The text is divided into smaller units called tokens or sub-
words. Also, unique tokens like [CLS] and [SEP] are included. The
sequence is also adjusted to a maximum length of 128 tokens by either
adding padding or cutting off excess tokens. The model’s embedding
layer has a vocabulary size of 28996 words. Positional encoding is
achieved by utilizing an embedding layer with a sequence length of
512 and a dimension of 768. The model consists of 12 embedding
layers. The self-attention method utilizes a dropout rate of 0.1. It
features a linear transformation output layer of 768 bytes, which fol-
lows the self-attention process. Following the self-attention layer is
a 768 by 768-pixel linear transformation, layer normalization, and a
dropout rate of 0.1. The training is conducted for 10 epochs with an
early stopping time for 4 epochs.
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Pre existing achieves a rate of accuracy of 95% in the Bert-base un-
cased model, whereas the DistilBERT model has a 97% accuracy.
New scrapped demonstrates that the Bert-based uncase model obtains
an accuracy of 81%, while the DistilBERT model attains a higher ac-
curacy of 84%. After evaluating the results, it is clear that the Dis-
tilBERT model has higher efficacy in detecting schizophrenia-prone
texts.

Models Test acc Val acc Precision Recall F1 score
Distil Bert 0.97 0.95 0.97 0.98 0.97
Bert base 0.95 0.94 0.91 0.94 0.93

Table 5.5: BERT Accuracy Score for Pre existing

Models Test acc Val acc Precision Recall F1 score
Distl Bert 0.84 0.85 0.83 0.84 0.84
Bert base 0.81 0.83 0.82 0.84 0.83

Table 5.6: BERT Accuracy Score for New scrapped

Figure 5.17: BERT Accuracy
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5.4 Dataset result comparison

Models Accuracy
1 DistilBERT 0.97
2 BERT base uncase 0.95
3 GRU 0.91
4 Bi-LSTM 0.86
5 Logistic Regression 0.93
6 SVM 0.91
7 Multinomial Naive Bayes 0.88
8 Random Forest 0.89
9 Decision Tree 0.84

Table 5.7: Model Accuracy of Pre existing

Models Accuracy
1 DistilBERT 0.84
2 BERT base uncase 0.81
3 GRU 0.79
4 Bi-LSTM 0.74
5 Logistic Regression 0.83
6 SVM 0.79
7 Multinomial Naive Bayes 0.80
8 Random Forest 0.81
9 Decision Tree 0.75

Table 5.8: Model Accuracy of New scrapped

Across all models, it is evident that the accuracy of New scrapped is
inferior to that of Pre existing. Pre existing assigns a binary label of
either positive or negative to the data based on particular phrases,
but New scrapped classifies the data by considering other psycholog-
ical aspects. The labeled data in the dataset is not dependent on
word mentions but includes other factors. For instance, if an individ-
ual shares a post stating, ”I experienced hallucinations of ghosts last
night,” in Pre existing, it would be classified as a text indicative of a
tendency to schizophrenia due to the use of the term ”hallucination”
However, in New scrapped, it might not qualify as a text indicative of
a predisposition to schizophrenia. The semantic features are greatly
affected, leading to a change in accuracy. In New scrapped dataset
a post has been annotated to be schizo-prone only if the symptoms
matches with the detection feature of DSM-5. For instance, if an in-
dividual shares a post that, he or she has experienced hallucination,
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that post has only been considered to be schizoprone only if that indi-
vidual experience that hallucination for at least more than two weeks,
otherwise the post has been annotated to be non-schizo prone.

Figure 5.18: Model accuracy of Pre existing(left) New scrapped(right)

5.5 Contemporary comparison

The study uses two datasets to predict whether textual data is prone to
schizophrenia. Pre existing, consisting of 16,990 samples, was gath-
ered between September 2016 and September 2020. On the other
hand, New scrapped, including 3,307 samples, was collected between
May 2016 and December 2023. To evaluate the consistency of the
model, five different models were used for comparison: Naive Bayes,
Logistic Regression, Decision Tree, Gated Recurrent Unit (GRU), and
Distil-Bert. The training and validation sets were obtained from
Pre existing, while New scrapped formed the test set. The Logistic
Regression model achieved a validation set accuracy of 93%, however,
the test set accuracy was only 62%, leading to an AUC-ROC score of
0.61. The GRU model had a notable validation set accuracy of 93%,
however, it exhibited a comparatively lower test set accuracy of 73%.
Nevertheless, it achieved the greatest AUC-ROC score among all the
models, reaching a value of 0.86. The Naive Bayes and Decision Tree
models achieved test set accuracies of 67% and 65% respectively, de-
spite their validation set accuracy levels being 83% and 89%. The
AUC-ROC scores for these models were 0.66 and 0.64, respectively.
The transformer model DistilBERT gives a test accuracy of 60%.The
poor performance of the test set highlights the disparities across the
datasets, suggesting a distinct shift in textual patterns. This high-
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lights the need for regular and consistent updates to the dataset. To
get better outcomes, it is important to have a continuous stream of
data collecting.

Models Test acc Val acc Precision Recall F1 score
Naive Bayes 0.67 0.89 0.76 0.67 0.64
Decision Tree 0.65 0.83 0.69 0.64 0.62

Logistic Regression 0.62 0.93 0.69 0.62 0.58
GRU 0.74 0.93 0.76 0.73 0.73

Distll-Bert 0.60 0.96 0.67 0.60 0.59

Table 5.9: Contemporary comparison of dataset

Figure 5.19: Contemporary comparison of datasets

5.6 Discussion

The study is mainly focused on identifying text from social media
posts that indicate being susceptible to schizophrenia. This research
aims to connect mental health awareness with digital platforms. The
language pattern, including phonological, morphological, and syntac-
tic aspects, of an individual with schizophrenia diverges from that of a
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mentally healthy individual. By using various ML and RNN models,
it is possible to analyze this pattern and enable these models to ac-
quire knowledge about the patterns. BERT is a very effective model
for handling context-dependent words with bidirectional models such
as Bi-LSTM and GRU. The Bert model performs remarkably in this
aspect, whereas GRU and Bi-LSTM exhibit excellent efficacy. The re-
search uses ML algorithms to evaluate datasets. The research employs
logistic regression, support vector classifier, random forest, multino-
mial naive bayes, and decision tree models, all demonstrating excep-
tional accuracy for both datasets. These models were applied to two
distinct datasets, each being utilized independently for each dataset.
Pre existing comprises data gathered from September 2016 to Septem-
ber 2020, consisting of 16,990 samples. New scrapped, on the other
hand, has more recent data acquired from May 2016 to December
2023, with 3,307 samples. Based on the contemporary comparison,
it is evident that the dataset must be regularly updated to get im-
proved results since the syntactic patterns of language are constantly
evolving. Overall, the language pattern plays a crucial role in identi-
fying whether a text is indicative of a potential case of schizophrenia.
Machine learning techniques, including neural network models, can
provide an in-depth evaluation.

5.7 Future analysis

This research has inherent limitations. The psychological approach
causes concern over the complexity of mental health and the need
for more comprehensive characteristics to diagnose schizophrenia ac-
curately. Multi-label datasets are more advantageous for predicting
schizophrenia, but a labeled dataset is used in this study. Addition-
ally, the contemporary comparison reveals that the need for new infor-
mation could be a limitation in obtaining reliable results. Therefore,
it is necessary to regularly update the datasets with fresh data since
the language pattern evolves with time.
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Chapter 6

Conclusion

The investigation yielded positive findings in discovering linguistic pat-
terns that are suggestive of schizophrenia in social networking sites to
contribute to the advancement of early intervention strategies in men-
tal health. The study utilized a dual-phase methodology, employing
two distinct datasets to train models using the existing dataset and
evaluating their performance on the newly collected dataset and as-
sess a range of models, including transformer models such as BERT,
recurrent neural network models like Bi-LSTM and GRU, and five dis-
tinct machine learning models to forecast the likelihood of schizophre-
nia in texts. The models exhibited exceptional accuracy, with the
Distil BERT transformer model attaining accuracy rates of 97% and
84%, the GRU model getting high accuracy rates of 91% and 79%,
and the logistic regression model demonstrating excellent efficiency
with accuracy rates of 93% and 83% respectively for Pre existing and
New scrapped dataset. By analyzing the syntactic patterns of sen-
tences produced by individuals affected by schizophrenia, the models
can accurately determine whether a text has similar characteristics.
However, the dual-phase method using two distinct datasets contain-
ing outdated and recent information shows that the data stream re-
quires periodic updates with fresh data throughout time. As the lan-
guage pattern evolves, upgrading the dataset may enhance the effec-
tiveness of early detection of schizophrenia. By further investigating
and improving the models and broadening the range of linguistic vari-
ables included, it is possible to elevate the accuracy and credibility of
predictive studies. This study makes an essential contribution to the
field where psychology and technology intersect. It provides new and
valuable insights into how schizophrenia is expressed linguistically in
online environments.
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