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Abstract

Recognizing the significance of accurately measuring and removing underwater waste
is vital for safeguarding marine ecosystems and the environment. Measuring under-
water waste is challenging due to factors like light reflection, absorption, dispersed
particulates, and color distortion. Detecting and measuring floating and surface
waste is comparatively straightforward. The presence of marine waste is detrimen-
tal to both the environment and human health, as microplastics from decomposed
waste can enter the food chain. In light of current circumstances, addressing wa-
ter contamination is crucial for environmental preservation. A significant concern
in today’s society is the contamination of water bodies. The absence of standard-
ized benchmarks and data standards poses challenges in comparing research efforts
related to automatic waste identification in underwater environments. This article
tackles the issues of identifying underwater waste or debris by thoroughly examining
existing publicly available underwater waste datasets and evaluating Deep Learning-
based waste detection algorithms for underwater environments. Image processing,
deep learning, and trawling hold promise in implementing effective solutions. Ex-
amination of publicly available datasets in this study can support future research
efforts to protect our ecosystem. It consolidates prior research, presenting the re-
sults of tests conducted on the provided datasets, aiming to establish a reproducible
benchmark for waste detection using YOLOvVS as well as classify the garbage using
transformers (ViT and Swin) and transfer learning (DenseNet, VGG16 ResNet and
InceptionV3). Used ICRA19 dataset encompasses a range of categories of waste,
including bio, plastic, and ROV. On the other hand, we used the Forward Looking
Sonar Image (FLS) Marine Debris Dataset having 10 Debris categories. The tech-
nique of this study achieves a maximum average accuracy which 92.2%, indicating
successful waste detection and identification in underwater settings.

Keywords: Convolutional Neural Network, Underwater Waste classification, Un-
derwater Waste Detection, YOLO, YOLOvS8
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Chapter 1

Introduction

The dominance of machine learning, especially deep learning for object recognition
and classification, has emerged in the preceding time frame. This section illustrates
the context of garbage’s impact on the environment, as well as the recent work and
technology that has been done to identify garbage, which helps to lessen the negative
effects.

1.1 Classification of Underwater Garbage

The significant growth of industrialization, urbanization, and migration to urban
areas has emerged as a pressing issue due to the world’s substantial increase in
garbage production. Various types of trash, such as solid and liquid garbage polluted
with chemicals, food garbage, and agricultural garbage, are commonly disposed of in
open landfills in urban areas. This improper garbage disposal practice has resulted
in significant environmental deterioration. The act of disposing of rubbish in an
unselective manner in public areas serves as evidence of the inadequate garbage
management proficiency possessed by the municipal authority. Soil, air, and water
pollution are prevalent occurrences in the majority of cities in the world. The
primary obstacle lies in the significant limitation of available land resources. The
Capital city of Dhaka exhibits a high population density, resulting in the generation
of around, 7,000 metric tons of garbage on a daily basis [1]. Garbage can be described
as waste, trash, and debris as well.

Residents’ level of awareness of garbage classification remains rather poor, with a
significant portion of the population lacking understanding and clear guidelines for
proper rubbish categorization. In the contemporary era, characterized by widespread
production and consumption practices, the management of garbage has emerged as
a significant global concern [2]. Garbage classification is a fundamental and labor-
intensive process in garbage management, involving the categorization of garbage
materials into distinct groups such as glass, paper, cardboard, plastic, and metal.
This classification determines the proportion of recyclable trash that may be recy-
cled and has a substantial impact on the effectiveness of following garbage treatment
procedures. Automated garbage classification approaches have the potential to aid
in the resolution of these difficulties. The inaugural implementation of a garbage
classification system was initiated by China in Shanghai [3]. Nevertheless, a signif-
icant issue arises with the automated garbage classification method, as it fails to
appropriately classify the photos of rubbish [4]. This study proposes a new method



for categorizing garbage by utilizing transfer learning and model fusion techniques
in an image recognition system. Deep learning depends largely on data availability.
However, it should be noted that different countries have different rules regarding
domestic garbage classification, resulting in a shortage of appropriate datasets, par-
ticularly in China and on an international level. There are many deep learning
algorithms that excel at garbage categorization. However, garbage’s characteristics
make garbage categorization difficult. For instance, nutshells are dry and moist
garbage. Wet garbage is chestnuts, and dry garbage is walnut shells. However, the
two nutshell classifications are very similar. During the trial, the two nutshell kinds
were quite similar, making classification difficult. However, Altin et al.[5] suggest
that this technique lacks a strong theoretical foundation and fails to fully use con-
textual information. Convolution layers could solve this problem. However, they
would increase computing needs. It would also make it difficult for the model to
converge during training, which defeats the objective of Convolutional Neural Net-
works (CNNs) [6]. The CNN method is 95% accurate. However, global information
constraints have slowed rubbish categorization, causing a bottleneck. Given the
massive global rubbish generation, even a small improvement would have significant
economic and environmental benefits. Thus, CNN can be improved for garbage
categorization accuracy.

1.2 Underwater Garbage Detection

Trash management has emerged as a matter of growing significance, mostly driven by
the escalating buildup of refuse in various natural habitats, notably marine ecosys-
tems encompassing seas and oceans. Annually, a substantial quantity of plastic
debris, ranging from 1.15 to 2.41 million tonnes, infiltrates the ocean through river
systems. Aquatic ecosystems, including oceans, rivers, and lakes, are invaluable
components of our planet, providing vital resources and hosting diverse ecosystems
[7]. However, these environments face an escalating threat in the form of sub-
merged debris, ranging from discarded plastics to abandoned fishing gear and other
pollutants [8]. Submerged debris poses a multifaceted challenge by not only com-
promising water quality, but also endangering marine life through entanglement and
ingestion. Meanwhile, the National Oceanic and Atmospheric Administration has
indicated that the issue of urban waste and marine debris is progressively emerging
as a significant worry. If this pattern persists, the adverse consequences of ongoing
environmental contamination will harm the ecosystem. As previously indicated, a
notable occurrence of illicit disposal occurs within both marine and urban settings
[9]. The most severe potential outcomes encompass ecological extinctions, distur-
bances in the surrounding ecosystems, and anomalous weather patterns. Conse-
quently, engaging in volunteer-based initiatives for collecting and disposing of trash
has emerged as a widely adopted strategy for addressing this issue. Nevertheless, the
process of waste collection necessitates substantial time and resources, along with
a considerable amount of exertion from the volunteers, due to the limited availabil-
ity of personnel. Therefore, the current solutions are insufficient [10]. Applications
for underwater object identification include estimating marine populations, study-
ing ecosystems, pelagic fisheries, detecting unexploded ordnance, archaeology, and
species conservation [11].

These programs facilitate the process of oceanographic mapping, monitoring the



Surface Station

Detecting Object ,g @? /

Detecting Object

Detecting Object Undetected Object

Figure 1.1: Underwater Objects Captured by Sonar/Camera

deep-sea environment, and examining its infrastructure. Object detection of sub-
merged objects has been performed using traditional machine learning algorithms
[12]. Gasparovic et al. [13] assert that underwater object detection possesses numer-
ous vital applications, including but not limited to the maintenance and repair of
underwater structures, as well as homeland security. Fossum et al. introduced the
“Forward-scan sonar” technology as a way to target high noise and low contrast chal-
lenges in photographs from underwater. Additionally, they offered machine learning
algorithm for detecting and tracking underwater objects [14]. Corrigan et al. [15]
note that underwater photographs are important for bathymetry and aquatic appli-
cations. They used reference and target images to recognize underwater items using
traditional machine learning. The image of the world under the waves that can be
seen here was acquired using a sonar or camera system, depicted in Fig 1.1. Ferdous
et al. [16] explored the use of a Remotely Operated Vehicle (ROV) for long-term
video capture in deep-sea settings.

1.3 Problem Statement

The manual processing of these clips takes time. Recent trash collection research
uses robotic automation. Robots analyze their camera feed to identify and detect
trash. A trash detecting system designed for trash pickup robots has been developed
to handle their different environments [17]. We believe waste-detecting systems can
be improved. The increasing amount of trash in natural environments is a grow-
ing concern in the modern era. Amount of plastic waste reaching oceans annually
via river bodies [10] ranges from 1.15 to 2.41 million in metric tons. For the pur-
pose of marine trash elimination, the deployment of fleets of entirely autonomous
or partially diver-operated underwater vehicles is an emerging strategy. However,
cleaning debris beneath the surface of the water is difficult and costly. Conse-
quently, a cost-effective solution capable of operating properly and proficiently in
various environments is necessary. Recent developments in machine learning, arti-
ficial intelligence, and autonomous transportation have enabled intelligent vehicles
to remove submerged refuse [11].



1.4 Aims and Objectives

Our strategy is based on an architecture of a Convolutional Neural Network, de-
signed to identify various garbage and to propose a real-time method for identifying
trash using a deep learning method titled “You Only Look Once” (YOLO). We used
a real dataset of labeled images of garbage as the training data for evaluating the
system, and the objective is to devise a technological solution capable of identifying
and detecting rubbish objects in recorded video footage. Furthermore, critically re-
view the state of the art of Deep Learning-based detection of waste in water to help
pave the way for future research. It may also pave way towards future garbage clas-
sification for any country or even Bangladesh. Currently, significant country-specific
datasets are yet to be developed for many countries. The following is a summary of
this thesis’s major contributions:

e Enhance the effectiveness of resource recycling through a vision transformer-
based automated garbage classification approach.

e Investigate waste garbage recognition in underwater environments through the
YOLOv8 model.

e Conduct experiments with the constructed datasets.

Chapters are organized as: the second chapter focuses on a review of existing work.
The third chapter is the foundation of the second chapter and brings up the archi-
tecture, utilized convolution layer, employed activation function, etc. The fourth
chapter discusses the research implementation along with the distribution of the
datasets, and the strategies. The fifth chapter illustrates the results obtained from
implemented algorithms, followed by the explanation and outcome analysis. The
sixth chapter concludes the research work with a discussion of the potential future
work.



Chapter 2

Prior Research

2.1 Prior Research on Underwater Garbage Clas-
sification

The utilization of image processing and classification has shown substantial growth
in many applications in recent years. As a result, a considerable number of schol-
ars have devised sophisticated methodologies for the purposes of image detection,
classification, and production. Liu et al. [18] introduce Garbage Classification Net
(GCNet), a garbage image recognition model utilizing transfer-learning and model-
fusion techniques. Neural network model of GCNet is constructed by combining
EfficientNetv2, Vision Transformer, and DenseNet, after extracting garbage image
features. However, the primary challenges associated with the proposed Garbage
Classification Net (GCNet) pertain to its intrinsic computational rigor and resource
demands. The architecture of the singular model, which integrates DenseNet, Vi-
sion Transformer, and EfficientNetv2, is computationally intensive during both the
training and deployment phases. Alrayes et al. [19] introduce a novel approach,
namely the Vision-Transformer - VT based on a Multi-layer Hybrid Convolutional
Neural Network (VT-MLH-CNN), aiming at autonomous garbage classification. The
strategy described in this study improves the precision of trash categorization and
decreases the duration required for the categorization process. The data images are
initially collected, followed by the extraction of features. Subsequently, the data
undergoes processing for normalization. The absence of a comparison study against
state-of-art models is one significant element that was addressed in the proposed
work. Aleem et al. [20] suggested technique classifies it into ten groups. The Faster
Region-based Convolutional Neural Network (RCNN) alongwith transfer-learning
of ResNet50 is utilized to get over the problem of data scarcity. One of the widely
used object detection architectures is Faster-RCNN. It simultaneously makes use of
the Regional Proposal Network (RPN) and detector. Gaspar et al. [21], to address
the perception issues in harbor facilities, a purely acoustic method using data from
Forward-Looking Sonar (FLS) is suggested for unsupervised recognition of compa-
rable images.



2.2 Prior Research on Underwater Object Detec-
tion

This author M. Zhang et al. [22] developed a lightweight method for detecting
underwater objects by mixing MobileNet-v2 and depth-separable convolution with
Modified Attentional Feature Fusion (AFFM) for reducing model parameters as well
as size. While maintaining a processing frame rate of 44.22 FPS, experimental re-
sults indicate a mean precision of 81.67% and 92.65%. Yeh et al. [23] demonstrated
a lightweight underwater object detection network that simultaneously learns con-
version of color as well as detection of objects for underwater images. It benefits
underwater terrain scanning, autonomous underwater vehicles, and image-based un-
derwater object detection applications. Lin et al. [24] concentrated on enhancing
object detection algorithms for underwater datasets, presenting unique challenges
such as color shifts, low contrast, blurring, and creatures that appear nearby. To ad-
dress these concerns, the authors examine augmentation policies that simulate over-
lapping, occluded, and hidden objects. They proposed an augmentation method,
Regional Proposal Network (RPN) produced Region of Interest mixed with random
weight ratio (RoIMix), which introduces interactions between images by combining
image-extract proposals. By integrating RoIMix into the training procedure, the ef-
ficacy of object detectors that are region-based, on the Pascal Visual Object Classes
(VOC) as well as Underwater Robot Professional Competition (URPC) datasets
was improved. Chen et al.’s [25] architecture, SWIPENet addresses the challenges
of tiny object detection in underwater environments. It has high-resolution together
with semantically dense Hyper-Feature Maps, novel sample-weighted loss function,
and a sample re-weighting algorithm called Invert Multi-Class Adaboost (IMA).
Although previous research has yielded promising results in terms of processing
speed and precision, there have been few investigations into the broader applica-
bility of these techniques beyond the specific tasks of underwater terrain scanning,
autonomous underwater vehicles, and image-based detection. In addition, the focus
on specific datasets, such as the Pascal Visual Object Classes and Underwater Robot
Professional Competition datasets, raises worries about how these approaches would
generalize to real-world settings with variable conditions.

2.2.1 Prior Research on Underwater Garbage Detection

Huang et al. propose DSDebrisNet, a lightweight neural network designed to detect
compound-scaled deep sea debris accurately and in real-time. DSDebrisNet com-
bines rapid detection speed with superior identification performance, resulting in
rapid and accurate debris detection. To further improve performance, DSDebrisNet
introduces a hybrid loss function that addresses illumination and detection issues
[26]. Using autonomous underwater vehicles (AUVs), researchers developed a sys-
tem for efficiently detecting and removing marine debris in Zocco et al.’s paper [27].
Marine debris endangers marine ecosystems and human health because microplastics
from decomposing detritus infiltrate the food chain. Without increasing GPU la-
tency, the researchers improved the AUV’s vision for detecting marine debris in real
time by increasing the efficacy of the object detector, EfficientDets. They created
a new dataset for detecting bottles and bags in water while training the enhanced
EfficientDets on these and deep sea debris dataset.



For reduction of color cast as well as haze from images in the training, Ali et al.
[7] propose innovative image enhancement techniques, such as a channel stabiliza-
tion technique. These strategies enhance the outcomes, notably for the dataset’s
multi-scaled objects. While extant research concentrates on developing algorithms
for the precise detection of specific underwater objects, this paper proposes an alter-
native method. Prasad et al. [28] propose an algorithm that accurately detects and
classifies multiple classes in addition to a single class. This broadens the model’s
applications and purview, increasing its adaptability for detecting underwater ob-
jects. Mellone et al. [29], the ArgonautAl architecture employs an ensemble of single
board computers having various aspects, including computational capacity, CUDA
GPU, FPGA, GPIO, PWM, and specialized-1/O. These computers are managed
utilizing Kubernetes, a platform for container orchestration, and a custom program-
ming interface. The proposal included platform containers and mission containers.
Hong et al. [30] contribute by supplying a valuable dataset for training and eval-
uating underwater garbage detection algorithms. Using the TrashCan dataset also
establishes an initial benchmark for segmentation and object detection methods,
enabling further advancements in this field. Ashwani Kumar et al. [31] proposed
an object detection technique that can be used in any environment and on any de-
vice that runs the model to recognize objects in real-time. Within computer vision,
object recognition and training is a broad, dynamic, yet ambiguous and intricate
field. Convolutional neural networks are utilized in this suggested work to create
a multi-layer model that classifies the given items into any of the defined classes.
Watanabe et al. [32] investigated the efficacy of object detection algorithms utilizing
deep-learning to monitor underwater ecosystems as well as marine debris in marine
environments. Autonomous monitoring system composed of controlled robots was
proposed to collect rich spatiotemporal marine data, having mean average precision
values: 69.6% and 77.7%. These findings provide an optimistic starting point for de-
veloping instruments and technologies that facilitate the safe and accurate collection
of marine data.

While the previous studies provide a valuable synthesis of current research, there is
still potential for further improvement. Expanding the scope of research to include
a more thorough exploration of model interpretability and the impact of human
interaction on improving detections would greatly enrich this domain.

2.3 Prior Research Methods

In this section of the thesis, we have presented the techniques and algorithms utilized
in past studies. Sreekala et al. [33] developed a Deep Convolutional Neural Network
(DCNN) approach to resolve the issue of underwater images with insufficient illu-
mination. This method combines the max-RGB and shade-of-grey techniques for
enhancing undersea visibility and train the plotting association for lighting plot. It
is shown that a deep convolutional neural network proposed in this paper authored
by Song et al. [34], performs well in a dynamic situation. Therefore, they developed
an Adaptive Foreground Extraction Approach that employs a deep convolution neu-
ral network for categorization. It performs quite well in real contexts due to the fact
that it places a strong emphasis on lighting uncertainty, backdrop motion, and non-
static imaging platforms. In dynamic situations, a Gaussian Mixture Model is used,
whereas a Kalman filter is reserved for situations with a lower level of complexity.



Liu et al. [35] detected underwater objects using a Faster R-CNN, utilizing Swin
Transformer within algorithm which serves as backbone network. Deep feature-map
and shallow feature-map are combined and superimposed on one another once the
path aggregation network has been added. Then, mining of online hard examples
makes training process more effective. ROI pooling aligns with the ROI, which
gets rid of the two quantization mistakes caused by the previous step and improves
the detection performance. In terms of hybrid features, Kumar’s [36] deep learning
method makes use of VGGNet. This study introduces extraction technique de-
pending on Spatial Pyramid Pooling (SPP) method. In this technique, pre-trained
VGGNet improves classification through integration of deep-features from VGGNet
alongwith texton as well as color-based attributes. After that, CNN training is done
using the Meta Label Correction (MLC) dataset. In Table 2.1, we have included

Table 2.1: An Analysis of Prior Research Methods

Method Details

DCNN [33] It combines the max-RGB as well as shade-
of-grey techniques for improving underwater
visibility as well as training plotting associa-
tion required for deriving the lighting plot.

VGGNet [37] The use of combination features along with
extensive features for prior training.

SegNet [38] The capacity of the decoder network drasti-
cally decreases RAM usage.

YOLOv4 [39] It prioritizes real-time object detection and
uses a single CPU for training.

Fast R-CNN [40] CNN needs training onetime per image to

extract a map of features. Selected feature
map searches create predictions. R-CNN
uses each of the three models.

GAN-based approach || Synthetic contacts were produced by tracing
[41] the rays of a 3D-CAD model onto the side-
scan seafloor.

Transfer learning and || An CNN pre-trained approach to the in-
CNN [42] equality of classes issue, and the application
of numerous data augmentation techniques.
Boosting R-CNN [43] || Provides high-quality proposals and models
the object prior probability by incorporat-
ing objectness and IoU prediction for uncer-
tainty.

several prior method analyses that have been applied in various works and have had
a considerable impact on the identification of objects located under the surface of
the water. Several researchers have utilized CNN-based techniques to detect under-
water objects [33], [34], [41] with an adjustment that improves the effectiveness of
object detection underwater.

Despite increasing efforts, detecting underwater garbage remains a complex chal-
lenge, with several critical research gaps hindering progress. Deploying and main-
taining advanced underwater sensors can be expensive and technically challenging,



especially in deep or remote areas. Training machine learning models for underwa-
ter garbage detection requires qualitative datasets of accurately labeled underwater
images, which are currently scarce. Additionally, developing algorithms that can
adapt to diverse and dynamic underwater environments remains a challenge. The
model, like most vision-based models, struggles with poor visibility underwater.
Turbidity caused by plankton, sediments, or pollution can obscure garbage, making
it invisible to the model’s eyes. As there remain a lot of research gaps, we need
more research on optimizing the model for these resource-constrained environments,
making it efficient and lightweight without significantly compromising accuracy.



Chapter 3

Dataset Analysis

In the field of underwater computer vision, there are currently a limited number of
datasets that may be used for research purposes, particularly about the trash that
contributes to marine contamination. A summary of some of the most important
variables that led to the lower number is provided below: A part of 890 similar
combinations of underwater photographs and reference images constituting Dataset
2 which is Underwater Image Enhancement Benchmark (UIEB) [44] is illustrated in
Figure 3.1. The researchers for this work obtained these photographs of underwater
environments from Google, YouTube, other relevant studies, and their recordings
[44]. The videos comprising this dataset 3 [45] are very different in terms of quality,

it

Figure 3.1: Underwater Images Collected by Dataset 2 Reprinted From [44].

depth, the things that can be seen in the settings, and the cameras that were utilized.
They include a range of items in varying decay levels, occlusion, overgrowth and
contain photographs of different forms of marine trash at real-world locations. These
environments include the ocean, beaches, and harbors. Figure 3.2 displays a few
illustrations of scenes from underwater environments. However, in addition to these
datasets, there are several other datasets. A summary of these datasets can be found
in Table 3.1, and these datasets have also been used in several articles.

Zhang et al. [52] proposed an encoder-decoder Siamese Underwater Image Co-
enhancement Network (UICoE-Net). Its layers contain a correlation-feature match-
ing unit to demonstrate the two branches’ joint learning correlation. The UIEB,
UICoD, and SQUID tested our method. Sylwia [53] highlights earlier research and
discusses the authors’ dataset tests to develop a first reproducible litter-detection
baseline. New benchmark datasets detect—waste as well as classify—waste are inte-
grated open-source datasets with unified annotations encompassing all garbage cate-
gories: bio, glass, metal, non-recyclable, paper, plastic, and others. Two-stage litter
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Table 3.1: An Analysis of Some of the Existing Datasets for Underwater Object and
Waste Detection

Name Dataset Description

Dataset 1 | Forward- The 1868 FLS photos in the dataset were taken
Looking Sonar | with the ARIS Explorer 3000 sensor. The objects
Marine  Debris | used to create this dataset are split into 11 classes
Dataset  (FLS) | in addition to a backdrop class and include com-
[21] mon household maritime waste and distractor ma-

rine objects (tires, hooks, valves, etc.).

Dataset 2 | Underwater A total of 950 authentic images of underwater life
Image Enhance- | in the UIEB, from which 890 have corresponding
ment Bench- | references and 60 do not. Enhancing submerged
mark  (UIEB) | images for research use is the objective of this
[44] project.

Dataset 3 | Bounding Box- | It was derived from the J-EDI dataset of marine
Labeled Dataset | debris, which comprises 5,700 labeled images of
of  Underwater | trash, biological objects, and remotely operated
Trash  (Trash- | vehicles (ROV) with bounding boxes. The objec-
ICRA19) [45] tive is to develop accurate and efficient methods

for onboard robot garbage detection.

Dataset 4 | Marine Under- | Among 8,600 underwater images from MUED dif-
water Environ- | fering in position, stance, illumination, and turbid-
ment Database | ity of the water, 430 distinct categories of intrigu-
(MUED) [46] ing objects are represented. Detection of saliency

and recognition of objects in underwater images is
the academic objective.

Dataset 5 | The TrashCan | The data set consists of 7,212 annotated images
dataset [47] cataloging findings of marine debris, ROVs, and a

diversity of aquatic life.

Dataset 6 | Real-time  Un- | More than 4,000 actual underwater images are in
derwater Image | RUIE’s Submerged Image Quality Sub-aggregate,
Enhancement Underwater Color Casting Sub-aggregate, and
(RUIE) [48] Underwater more advanced task-oriented Sub-

aggregate.

Dataset 7 | URPC2020 It is a dataset with 6,575 training as well as 2,400
dataset [49] test images, with the highest image resolution

measuring 3,840 by 2,160 pixels. Annotations for
the test set are also unavailable.

Dataset 8 | UOT32 (Un- | The standard benchmark dataset for underwa-
derwater ~ Ob- | ter tracking has 32 films with 24,241 annotated
ject  Tracking) | frames, an average of 29.15-second long videos, and
Dataset [50] 757.53 frames.

Dataset 9 | SUIM  Dataset | This is the first exhaustive dataset for the semantic
[51] segmentation of underwater images (SUIM). Over

1,500 images with annotation of pixels encom-
pass eight categories of objects: vertebrates-fish,
invertebrates-coral, aquatic vegetation, wrecks or
ruins, divers, robots as well as the seafloor.
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Figure 3.2: Underwater Images Collected by Dataset 3 Reprinted From [45].

detector concludes. EfficientNet-B2 classifies litter found by EfficientDet-D2. Unla-
beled images semi-supervised train the classifier. The suggested technique detects
70% of waste and classifies 75% on the test dataset. This research [54] used dataset
4 to improve marine item detection with multiple Attention Path Aggregation-
Network (APAN). They created a path-aggregation network with backbone-network
attributes for bottom-up path augmentation. Each feature map is improved by
bottom-up down sampling. These researchers [55], [56] used dataset 5 and pro-
posed a wide asymmetric receptive field block for enabling features for having a
wide receptive field, which allows the model to handle smaller object information.
They also developed an Underwater Object Detection (UOD) paradigm using cross-
domain information interaction and fusion. Using dataset 6, multiple publications
[57] presented regional quality-superiority discriminative network (RQSD-Net) as a
discriminator for embedded quality in CLUIE-Net. Multistage fusion convolutional
neural networks enhance underwater photos. Their fusion technique includes two
white balance (WB) priors.

In this section, we have discussed a number of well-known datasets for the detection
of underwater marine objects as well as the detection of underwater waste. Because
each of the aforementioned datasets suffers from a unique collection of flaws, there
is currently no benchmark dataset that is acknowledged and utilized by all relevant
parties. Due to the inadequate structure of several of them, researchers are required
to construct their own training and testing sets through the use of custom splits.
This makes it impossible to compare these methods to others that are considered to
be state-of-the-art. The others are on a rather modest scale, which is not ideal for
use in deep learning. These difficulties significantly pose challenges in the detection
of underwater objects. The absence of well-annotated data seems to be a key barrier
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in the detection of underwater items, raising the need for more inquiry in building
a universally acceptable benchmark dataset.

3.1 Underwater Garbage Classification Dataset

Here dataset 1 is used for classification. A study is done to examine the classification
of various types of rubbish using a dataset. For training and evaluating our model,
we obtained a dataset from GitHub, a publicly accessible platform Forward-Looking
Sonar Marine Debris Dataset. The dataset has 1,868 FLS images. The images have
a resolution of 512 x 384 pixels. The debris objects in the images are labeled with
one of 11 class labels. T ignore class Background for my evaluation purposes. My
main motive is to identify the object class only. These categories are in Table 3.2.

Table 3.2: Classes Available in the Marine Debris Dataset

Name Details

Bottle Horizontal plastic and glass bottles.

Can Metal food cans.

Chain Meter-long chain with linked small chains.

Drink Carton

Horizontally milk or juice cartons.

Hook

Metal hook, small.

Propeller

Metalic ship propeller.

Shampoo Bottle

Shampoo bottle, standing and made of plas-
tic.

Standing Bottle

Glass beer bottle, standing.

Tire

Horizontal rubber tire, small.

Valve Metal valve, euRathlon 2015 competition de-
sign.
Background Water tank bottom or non-object.

3.2 Underwater Garbage Detection Dataset

Here dataset 3 is used for detection. The dataset referred to as Trash-ICRA19 [58]
is a collection of underwater images. This dataset specifically focuses on images
that depict trash or debris present in underwater environments. The dataset is to
provide researchers and practitioners in underwater robotics and computer vision
with a valuable resource. Presented visuals depict video frames showcasing various
types of waste, as well as the underwater plant and animal life, captured through a
remotely-operated underwater-vehicle (ROV) lens. The used dataset originates at
the Japan Agency of Marine-Earth Science and Technology (JAMSTEC) e-library of
Deep-sea Images (J-EDI) dataset, which is curated by the JAMSTEC (J. A. 2012).
The recorded images encompassed a diverse range of objects, as they were captured
within authentic real-world environments. The dataset exhibits widely varying water
clarity as well as light quality across different images. The datasets used in this
research contain images with dimensions of 480x270 pixels and 480x360 pixels.
The annotations provided adhere to the COCO format, which is commonly used in
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computer vision research and applications. The Trash-ICRA19 dataset consists of
7,668 images and 6706 annotations. The annotations in this dataset are done at the
detection level. The classification system comprises seven distinct categories, each
delineated by the material composition of the objects under consideration. This
dataset has 3 classes: plastic materials as marine debris, placed man-made objects
including ROV, and natural and biological materials, including plants, fish, and
biological detritus. Figure 3.3 illustrates samples from the dataset.

02/10725.42°13 (925 TonP: &

310°%-05%2 77, +44% 2017, F22

U L

(b) Plastic

(c) Metal (d) Octopus

Figure 3.3: Samples from Underwater Waste Image Dataset Reprinted From [45].
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Chapter 4

Methodology

This chapter provides overview of the employed approach for garbage detection cate-
gorization. This part commences with the presentation of our research methodology.
The proposed categorization is conducted in three sub-phases: image processing,
training phase, and evaluation phase.

4.1 Data Pre-processing

To facilitate the training and evaluation of the model, dataset 1 and dataset 3 were
partitioned to, 70% training subset, 20% validation subset, and 10% test subset. The
validation split was generated by partitioning the training subgroup, encompassing
70% of data for training. The training subset provides a thorough comprehension
of the diverse elements included in the images. The validation subset is maintained
as a distinct entity from the training subset. The data is used for the model at the
completion of every epoch, and model performance is assessed. After training, the
model’s capacity to operate on unseen data is evaluated by assessing its performance
on the test subset. To avoid the potential issue of over-fitting, the data set was en-
hanced by data-augmentation techniques like horizontal flipping, rotation, shearing,
and zooming.

4.2 Training Phase

4.2.1 TUnderwater Garbage Classification Methodology

The system design is shown in Figure 4.1. The CNN models underwent training
on the Google Colab Pro Edition platform, leveraging CUDA version 11.2. The
training system utilized 26.3 gigabytes (GB) of random-access memory (RAM) and
16,160 megabytes (MB) of graphics processing unit (GPU) RAM. The training of
each model employed a batch size of 32, and the training process was executed for a
maximum of 50 epochs. The quantitative evaluation of all models (ResNet, VGG16,
DenseNet, InceptionV3, ViT Transformer, and Swin Transformer) is conducted us-
ing criteria such as recall (sensitivity), accuracy, precision, and positive-predictive
value (PPV). In order to evaluate the veracity, exactness, and responsiveness of
a model, mathematical expressions denoted as Accuracy Equation 4.1, Precision
Equation 4.2, and Sensitivity Equation 4.3 are employed. The equations presented
in this thesis are derived from the samples of true-positive (TP), false-positive (FP),
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Figure 4.1: System Architecture of Underwater Garbage Classification.

true-negative (TN), and false-negative (FN). The recall metric, also known as sensi-
tivity, quantifies the capacity of a model to correctly identify all pertinent instances
present in a given dataset. The division of sum of true-positive and false-negative
by the number of true-positive is performed. This finding demonstrates the study’s
capacity to accurately detect individuals.

Ace; = TH x T, x 100% (4.1)
“‘T TP fTN,+FP + FN, ’ ‘
TP,
Precision; = —————— 4.2
recision; TP 1 PP (4.2)
TP,
tivity; = —— 4,
Sensitivity TP 1 FN, (4.3)
F=2x Precision; + Sensitivity; (4.4)

Precision; + Sensitivity;
The classification approach has 12 classes including a) metal, b) shoes, c¢) paper,
d) plastic, e) trash, f) biological, g) cardboard, h) brown glass, i) white glass, j)
battery, k) clothes, and 1) green-glass as potential classes.

4.2.2 Underwater Waste Detection Methodology

In this thesis, I utilize the YOLOv8 model [59]. This approach allows an easy repli-
cation and comparison with other methods applied to our dataset. The Figure 4.2
provided in this context serves as an illustrative representation of all the procedures
involved in the given scenario. To ascertain the optimal model size for our ex-
perimental purposes, a comprehensive comparative analysis was undertaken on the
different iterations of YOLOv8 models. The objective of this comparative analysis
is to examine the trade-offs that exist between the accuracy of detection and the
efficiency of computational processes.
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Figure 4.2: System Architecture of YOLOVS8 Reprinted From [59]

The training and inference procedures were conducted on a high-performance com-
puting system equipped with a 24 GB NVIDIA GeForce RTX 3090 graphics process-
ing unit (GPU). The YOLOvS8.0.53 framework, implemented in Python 3.10.4, was
utilized for the experiments. The deep learning library PyTorch 1.12.1, along with
CUDA 11.7, was employed to leverage the GPU’s parallel computing capabilities
for accelerated computations. In this study, the training process involved utilizing
images with dimensions of 640x640 pixels. The training was conducted over a span
of 25 epochs, with mini-batches varying in size from 64 to 12, depending on the
specific model being used. To prevent overfitting, an early stopping technique was
implemented, with a patience parameter set at 25 epochs. In the evaluation of the
validation data, various metrics are considered. These metrics include the last epoch,
which indicates the point at which the model training ceased due to overfitting. 25
epochs are employed to determine this stopping point. Additionally, the best epoch
is identified, representing the epoch with the most favorable results before the onset
of overfitting. The average training time per epoch is calculated, along with the
Frame per Second (FPS) achieved during training process. Precision is measured
using a value of 2, while recall is measured using a value of 3. The mean Average
Precision (mAP) at 50% overlap (mAP50) and the mAP across the range of 50% to
95% overlap (map50:95) are also computed. Furthermore, the standard deviation
of the mAP50 values is calculated across the 10 folds of the data. In this study, all
results, with the exception of the standard deviation, were computed as the average
across all ten folds. The primary evaluation metric utilized in our research is the
mAP, with a specific focus on mAP50. In addition to our analysis, we also examine
the FPS metric, taking into account its relevance in real-world scenarios. The mAP
is commonly used evaluation metric for computer vision tasks. The calculation is
performed with Intersection over Union (IoU), which in terms gets calculated using
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Jaccard index. IoU metric quantifies the degree of intersection of bounding boxes of
predicted and ground truth. mAP calculation averages accuracy values from differ-
ent memory levels, while considering a certain IoU criterion. This metric provides a
broad assessment for model performance considering precision and recall, both. The
IoU, often known as the Jaccard index, is a frequent similarity metric. The size of
the intersection of the two sets divided by their union yields it. The IoU measures
set overlap or agreement from 0 to 1. A number of 0 denotes no overlap, whereas
1 denotes complete overlap or identical sets. Computer vision, machine learning,
and data analysis use the IoU measure. Its main function is to evaluate algorithm
performance and compare items or regions.

|AN B

IoU(A, B) = 5
0 ( ; ) |A U B| ( )
TruePositive
» T 4.6
(P)recision TruePositive + FalsePositive (£6)
TruePositi
(R)ecall = et i (4.7)

TruePositive + FalseNegative

In the domain of research, the determination of Average Precision (AP) score for
a particular class is commonly achieved by arranging the predictions of a model
according to their confidence scores. Subsequently, the calculation of area beneath
precision-recall curve is performed.

AP = Z(Recalln = Recall,,_1) X Precision,, (4.8)

n

AProv=05 + AProv=o055 + ... + AProu=0.95
k

Given that our current model is designed to specifically detect rip currents, it is
noteworthy that the mAP for proposed model is equivalent to the Average Preci-
sion (AP) for the rip currents class. This is due to the fact that our model focuses
solely on detecting instances of rip currents and does not consider any other classes.
Therefore, the mAP and AP values are identical in this case. Within the realm
of assessing object detection models, the metric denoted as mAP50 pertains to the
mAP that is calculated at an IoU threshold of 0.5. This threshold is used to de-
termine the level of overlap of boxes of predicted and ground truth. By calculating
the AP at this specific IoU threshold, we can assess the model’s performance in
accurately localizing objects with a moderate level of overlap. For evaluating object
detection models, mAP 50:95 is commonly used. This metric involves calculating
the AP for various IoU thresholds ranging from 0.5 to 0.95, in increments of 0.05.
The AP values obtained for IoU thresholds are averaged to obtain final mAP 50:95
score. The variable ‘k’ denotes IoU thresholds being considered in this research. The
assessment of our model’s efficacy in accurately delineating rip currents at various
IoU thresholds is carried out by the mAP at 50% IoU (mAP50) and the mAP at
50% to 95% IoU (mAP50:95). The evaluation of the model’s efficiency encompasses
the consideration of both training speed and inference time. The assessment holds
significant importance in assessing the viability of our proposed approach for prac-
tical implementation in the field of rip current detection, followed by analysis. Test
photos are evaluated by assessing the accurately segmented number of frames to

mAP =

(4.9)
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identify rip currents. Average precision at 50 (mAP50) quantifies the assessment.
The correctness and failures of each video will be examined in this study. The final
results presentation requires macro and micro averages. The macro average calcu-
lates the average accuracy for every image, while the micro average considers all
true positives.
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Chapter 5

Performance Evaluation

5.1 Underwater Garbage Classification Evaluation

The study involves the comprehensive evaluation of the trained models and the sub-
sequent presentation of a detailed comparative analysis of their performance. The
evaluation process involves assessing various metrics and criteria to gauge the ef-
fectiveness and efficiency of the models. To assess the specified dataset, I selected
four models. VGG16 has demonstrated good performance on various image classi-
fication tasks, achieving competitive accuracy on benchmarks like ImageNet. This
track record of success suggests that it might also be effective for the marine debris
classification problem. Additionally, VGG16 has a relatively moderate architec-
ture compared to other deep learning models, making it computationally efficient
for training and deployment on resource-constrained platforms. FLS images can be
noisy and contain occlusions due to water disturbances or overlapping debris objects.
DenseNet’s dense connections make it more robust to these challenges compared to
other models that rely solely on feedforward connections. ResNet is recommended
because it is a sufficiently deep model with 34, 50, or 101 layers. The deeper the
hierarchy, the stronger the representation capability and the higher the classifica-
tion accuracy. ResNet is one of the models that I selected as a result. On the other
hand, Inception V3 employed a “stem module” to enhance information flow across
the network and incorporated “spatial factorization” to lower the computational cost
of convolutions. Additionally, “label smoothing” was added in Inception v3 to regu-
larize the network’s output and enhance its generalization capabilities. Transformer
models are neural networks as well, but they perform better than convolutional and
recurrent neural networks (RNN and CNN; respectively). This is due to their ability
to process all input data simultaneously rather than sequentially. For this reason,
I have selected the ViT and Swin transformers for evaluation. The comparative
analysis will provide a comprehensive overview of how each model performs in rela-
tion to one another, highlighting their overall performance. To assess performance
of four models, comprehensive evaluation was conducted by computing multiple
performance metrics. These metrics included accuracy, recall, F1 score, positive
predictive value, and the assessment of test data. By considering these various
metrics, a more thorough understanding of the models’ capabilities and limitations
could be obtained.

Table 5.1 presents a comparative analysis of six prominent deep-learning models em-
ployed in garbage classification. The key performance metrics assessed include ac-
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Table 5.1: Performance Measures of Garbage Classification Models.

Models Accuracy | Precision | Sensitivity F1
VGG16 94% 95% 94% 94%
DenseNet 95% 95% 94% 94%
ResNet152 7% 89% 85% 86%
InceptionV3 86% 88% 86% 87%
ViT Transformer 98.95% 98.67% 100% 99.33%
Swin Transformer | 98.61% 98% 97% 97.9%

curacy, precision, sensitivity, and F'1 score, each providing valuable insights into the
models’ effectiveness in correctly identifying waste items. ViT Transformer emerges
as the undisputed champion, achieving remarkable scores across all metrics: 98.95%
accuracy, 98.67% precision, 100% sensitivity, and 99.33% F1 score. This translates
to near-perfect identification of garbage items, leaving no piece of trash unclassified.
Swin Transformer trails closely with admirable performance, boasting 98.61% ac-
curacy, 98% precision, 97% sensitivity, and 97.9% F1 score. While marginally less
accurate, Swin Transformer’s exceptional sensitivity ensures minimal misidentifica-
tion of genuine garbage items. Traditional convolutional neural networks, although
performing commendably, fail to match the prowess of Transformer models. VGG16
and DenseNet achieved respectable scores across all metrics (94% for VGG16 and
95% for DenseNet), demonstrating their competence in the task. However, ResNet
152 (87% accuracy, 89% precision, 85% sensitivity, and 86% F1 score) and Inception
V3 (86% accuracy, 88% precision, 86% sensitivity, and 87% F1 score) lag further
behind, highlighting the superiority of Transformer models in this specific appli-
cation. This analysis underscores the remarkable potential of Transformer models
for garbage classification, surpassing traditional convolutional neural networks in
their ability to accurately identify waste items. ViT Transformer stands out as

the clear leader, showcasing near-flawless performance. The model in this Figure
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Figure 5.1: Accuracy of InceptionV3 Model for Classification.
5.1 learns rapidly in the early epochs, as both training and test accuracy increase

significantly. After epoch 20, the training accuracy continues to rise, but the test
accuracy plateaus and then slightly decreases. This suggests potential overfitting,
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where the model is becoming too specialized for the training data. The model’s best
performance on the unseen test data is 0.82, achieved around epoch 20. In Figure

Model loss
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Figure 5.2: Loss of InceptionV3 for Classification.

5.2, both training and validation loss decrease rapidly in early epochs, indicating
effective model learning. After epoch 25, training loss continues to decrease, but val-
idation loss increases. The model’s best generalization performance is around epoch
25, where validation loss is lowest. The confusion matrix of this Figure 5.3, with
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Figure 5.3: Confusion Matrix of InceptionV3 for Classification.

its 10x10 dimensions, reveals the performance of a multi-class classification model.
While the model demonstrates reasonable accuracy, closer examination unveils key
misclassifications. Classes Bottle and Can exhibit confusion, with instances mis-
attributed in both directions. Similarly, Class Hook struggles with differentiation,
being mistaken for several other classes. In this Figure 5.4, the training accuracy
reaches a maximum of 0.9, while the test accuracy peaks at around 0.8. This indi-
cates the model’s best performance with both seen and unseen data. The highest
accuracies are achieved between epochs 30 and 40, suggesting a suitable training
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Figure 5.4: Accuracy of RestNet Model for Classification.

duration. The gap between the train and test lines widens slightly after epoch 30,
potentially indicating a slight overfitting to the training data. In this Figure 5.5,
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Figure 5.5: Loss of ResNet Model for Classification.

both lines steadily decrease over time, indicating that the model is learning and
improving its predictions. The training loss reaches a minimum of around 0.5, while
the test loss plateaus around 1.0. This suggests a lower error on training data but
potentially some difficulty generalizing to unseen data. The train and test loss lines
converge toward each other, which is generally a positive sign for model fitting. In
this Figure 5.6, with an overall accuracy of 86.76%), the model demonstrates a strong
predictive capability. However, examining individual class performance underscores
the need for further refinement. Among the ten classes, the model excels at identify-
ing instances of class Bottle and Tire, achieving near-perfect precision and recall for
both. Conversely, class Chain presents a significant challenge, with an accuracy of
only 64.10% indicating considerable misclassification. Further analysis is warranted
to understand the factors contributing to this disparity. In this Figure 5.7, both
lines rise steeply within the first 10-20 epochs, indicating rapid model improvement.
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Figure 5.6: Confusion Matrix of ResNet Model for Classification.
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Figure 5.7: Accuracy of VGG16 Model for Classification.

The train line reaches a peak of around 0.95, reflecting excellent learning on train-
ing data. The test line peaks at around 0.85, suggesting a good but not perfect
generalization to new data. The gap between train and test lines after 20 epochs
hints at potential overfitting, where the model becomes too tailored to training data
and loses some generalizability. In this Figure 5.8, The vertical axis measures model
loss, ranging from 0.2 to 1.4. Lower values indicate better model performance. Both
lines decrease over the epochs, representing model improvement. The training loss
steadily declines to around 0.2, reflecting effective learning on training data. The
test loss also decreases but plateaus around 0.4. The model achieves a final loss of
around 0.4 on unseen data, indicating room for potential improvement. In this Fig-
ure 5.9, this multi-class classification model exhibits strong performance, achieving
an overall accuracy of 91.49%. However, a deeper analysis of the confusion matrix re-
veals areas for potential improvement. While classes Drink Carton, Hook, Propeller,
Tire, and Valve demonstrate near-perfect classification, class Chain poses a signifi-
cant challenge with lower accuracy and F1-score. Further investigation is warranted
to understand the factors contributing to this disparity. Furthermore, some misclas-
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Figure 5.8: Loss of VGG16 Model for Classification.
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Figure 5.9: Confusion Matrix of VGG16 Model for Classification.

sification occurs between the classes Bottle and Can, suggesting potential confusion
between these categories. Additionally, class Shampoo Bottle presents both false
positives and false negatives, indicating the need for improved differentiation. In
this Figure 5.10, both lines rise steeply within the first 10-20 epochs, suggesting
rapid model improvement. The train line reaches a peak of around 0.95, reflecting
excellent learning on training data. The test line peaks at around 0.85, suggesting
a good but not perfect generalization. The model achieves a maximum accuracy of
0.85 on unseen data, which is a relatively good performance. In this Figure 5.11,
both lines begin around 2.0, suggesting a high initial loss. Both lines decrease over
the epochs, representing model improvement. The training loss steadily declines
to around 0.5, reflecting effective learning on training data. The model achieves a
final loss of around 1.0 on unseen data, indicating room for potential improvement.
In this Figure 5.12, This multi-class classification model exhibits remarkable per-
formance, achieving an overall accuracy exceeding 95%. A deeper analysis of the
confusion matrix reveals a nuanced picture of its strengths and weaknesses. While
classes Drink Carton, Tire, and Valve are classified flawlessly, a handful of challenges
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Figure 5.11: Loss of DenseNet Model for Classification.

emerge. Class Can exhibit some misclassifications, evidenced by reduced accuracy
and F1l-score. Class Standing Bottle poses the most significant challenge, requiring
further investigation to understand the factors contributing to its lower performance
metrics. Despite these minor shortcomings, the model demonstrates an impressive
ability to accurately distinguish between most classes. Classes Bottle, Can, and
Drink Carton show excellent performance, while classes Hook and Propeller achieve
commendable accuracy with only a few errors. In this Figure 5.13, both lines start
relatively low and rise steeply in the early epochs. This suggests rapid learning as the
model adjusts its parameters to better fit the data. Train accuracy reaches a peak of
nearly 1.00 around epoch 30, indicating excellent performance on the training data.
Around epoch 30, the two lines begin to diverge, with train accuracy continuing to
rise slightly while test accuracy plateaus or even decline slightly. This divergence
hints at potential overfitting, there the model gets too customized on the training
data and fails to generalize to new data. In this Figure 5.14, both losses decrease
rapidly in the early epochs, indicating quick learning. The lines converge, suggest-
ing good generalization to unseen data. The consistent decrease and convergence
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Figure 5.12: Confusion Matrix of DenseNet Model for Classification.

imply a stable training process. A training loss of 0.1 indicates good performance
on training data. Test loss of 0.2 suggests a slightly higher error on unseen data but
a reasonable generalization. In this Figure 5.15, this multi-class classification model
delivers outstanding performance, exceeding 98% overall accuracy. A detailed anal-
ysis of the confusion matrix reveals a nearly flawless ability to discriminate between
categories. Classes Bottle through Valve exhibit perfect classification, highlighting
the model’s exceptional discriminatory power. Even classes Bottle and Drink Car-
ton boast impressive performance, with only a handful of minor misclassifications
observed. These minor imperfections offer the potential for further optimization,
and investigating the factors contributing to these false positives could lead to even
greater accuracy in the future. Despite these slight missteps, the model’s overall
performance is truly remarkable, solidifying its potential for effective real-world ap-
plication. While continuous exploration of optimization strategies is valuable, it’s
vital to acknowledge the exceptional classification capabilities this model already
possesses. In this Figure 5.16, both accuracy measures start relatively low and rise
steeply in the early epochs, suggesting rapid learning as the model adjusts to the
data. Train accuracy reaches its highest point around epoch 30, indicating excel-
lent performance on the training data. Test accuracy also peaks around this point,
suggesting good generalization to unseen data. After epoch 30, the lines diverge
slightly. Train accuracy continues to rise, while test accuracy plateaus. This diver-
gence hints at potential overfitting, where the model becomes too focused on the
training data and struggles to generalize. In this Figure 5.17, both loss measures
decline over time, demonstrating that the model is learning and refining its pre-
dictions. The lines converge, suggesting good generalization to unseen data. The
smooth and consistent decrease in both losses indicates a stable training process.
A training loss of 0.2 suggests good performance on the training data. A test loss
of 0.4 indicates a slightly higher error on unseen data, but still a reasonable level
of generalization. In this Figure 5.18, a detailed analysis of the confusion matrix
reveals a high degree of class discrimination, with perfect classification achieved
for six out of the ten categories. Classes Can, Chain, Propeller, Shampoo Bottle,
Standing Bottle, Tire, and Valve exhibit no errors, showcasing the model’s robust
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Figure 5.13: Accuracy of ViT Model for Classification.

ability to differentiate these specific groups. Even classes Bottle, Can, Drink Carton,
and Hook, while demonstrating the presence of a few misclassifications, maintain
strong performance. These minor imperfections offer possibilities for further opti-
mization, and investigating the factors contributing to these missteps could unlock
even greater accuracy in the future. Despite these small blemishes, the model’s
overall performance is truly remarkable, solidifying its potential for impactful real-
world applications. While continuous exploration of optimization strategies remains
valuable, it is crucial to acknowledge and appreciate the exceptional classification
capabilities this model already possesses.

5.2 Underwater Object Detection Evaluation

To assess the effectiveness of the improved algorithm, this study conducted ablation
experiments. These experiments were designed to systematically remove specific
components or features of the algorithm in order to evaluate their individual contri-
butions to its overall performance. By conducting these experiments, the researchers
aimed to gain a deeper understanding of the algorithm’s functionality and determine
the extent to which each component or feature influenced its efficacy. The research
conducted in this study involved the implementation of five separate and distinct
sets of experiments. These experiments were carefully designed to ensure consis-
tency and reliability in the results obtained. The same equipment and datasets
were used in the case of train and test phases of experiments, further enhancing
the validity of the findings. The adoption of this particular approach was deemed
necessary in order to ensure that the results obtained from the study were both
comparable and reliable. By employing this approach, the researchers aimed to es-

28



— train_loss

0.6 1 test_loss

0.5

0.4

Loss
o
w

0.2

0.0

0 10 20 30 40 50
Epochs

Figure 5.14: Loss of ViT Model for Classification.

tablish a standardized methodology that would allow for consistent data collection
and analysis across different samples or settings. This would enable them to draw
valid conclusions and make meaningful comparisons between the various variables
under investigation. Ultimately, the use of this approach was crucial in maintaining
the integrity and credibility of the study’s findings. The findings derived from the
analysis of the models under investigation are succinctly presented in Table 5.2.

Table 5.2: Performance Measures of Underwater Object Detection

Models AP(%) | Precision(%) | Recall(%) | F1(%)
YOLOvVS 92.2 81.4 82.0 81.66
YOLOv5-ghost | 84.4 80.0 68.0 73.52
YOLOv4-ghost | 76.8 74.0 59.0 65.68
YOLOX-Tiny 71.3 71.5 76.7 73.8

Throughout the duration of the investigation, it became evident that the YOLOX
model exhibited suboptimal performance when applied to our specific dataset. The
model yielded an overall accuracy score of 71.3%. This accuracy score was obtained
through a rigorous calculation process, which involved evaluating the model’s perfor-
mance against a set of predetermined criteria. The accuracy score serves as a quan-
titative measure of the model’s ability to classify and predict outcomes, thereby
providing valuable insights into its effectiveness and reliability. When comparing
the performance of various models, YOLOv4-ghost outperformed the other models.
This superiority was evidenced by its ability to achieve a notable average accuracy
score of 76.8 percent. In contrast, it is worth noting that the YOLOv5-ghost and
YOLOvV8 models exhibited noteworthy improvements in terms of accuracy. Specif-
ically, the YOLOvb5-ghost model achieved an accuracy score of 84.4 percent, while
the YOLOv8 model demonstrated an even higher accuracy score of 92.2 percent.
These results indicate a substantial enhancement in the performance of these mod-
els compared to their predecessors. Recent empirical investigations have yielded
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Figure 5.15: Confusion Matrix of ViT Model for Classification.

compelling evidence indicating that the YOLOv8 model, when juxtaposed with al-
ternative models, exhibits a significantly heightened level of precision and accuracy
in its output. The YOLOvVS8 model exhibits a commendable level of performance in
terms of recall rate, achieving an impressive value of 82%. This remarkable outcome
is observed when the model is utilized for the purpose of object detection. This
finding implies that the probability of misclassifying an object during the detection
procedure is significantly reduced. Upon conducting a comparative analysis of vari-
ous models, it was observed that the YOLOvVS8 model exhibited a marginally higher
recall rate compared to other models under consideration. A variety of loss curves,
as well as precision and recall metrics, are shown in Figure 5.19 to assess how well
the suggested garbage detection models work. The words “box loss”, “class loss”,
and distributive focal loss—also referred to as “dfl loss”—all refer to a three-loss
curve, which represents the model’s loss in three terms. Those are class, bounding
box, and the data imbalance issue. 25 epochs are run through the model. Initially,
in the epoch, the model’s loss value was the largest. Figure 5.19 (a) shows that the
training box loss starts off at a high value and then decreases over time. This shows
that the model is learning to predict objects’ bounding boxes more accurately as it
is trained on more data. The training box loss starts at a high value of 1.4. The loss
drops quickly within the first 10 iterations, reaching around 1.0. The loss continues
to decrease more gradually from iteration 10 to 20, stabilizing around 0.8. 5.19 (b)
shows that the training box loss starts at a high value of 5. The loss drops quickly
within the first 10 iterations, reaching around 2. The loss continues to decrease more
gradually from iteration 10 to 20, stabilizing around 1. The graph also includes a
smoothed line, which helps visualize the overall trend without being influenced by
minor fluctuations in the data. 5.19 (c) shows that the training differential loss starts
at a larger value of 1.7. The loss consistently decreases over the 25 iterations shown
in the graph. The loss reaches a value of around 1.2 by the 20th iteration. The
decline is relatively linear, suggesting a steady learning process without significant
plateaus or fluctuations. The linear-like decline indicates that the model is learning
smoothly from training data, without encountering major challenges or overfitting
issues. The continued decrease in loss implies that extending the training process
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could potentially lead to even lower loss and potentially better model performance.
5.19 (d) shows that the metric precision (B) starts at a larger value of 0.9. The value
dips slightly to around 0.8 within the first 10 iterations. The value then remains
relatively stable, fluctuating between 0.8 and 0.7 for the remaining iterations. The
graph exhibits a somewhat flat trend with a minor initial dip. 5.19 (e) shows that
the metric recall (B) starts at a larger value of 0.4. The value increases gradually
over the 20 iterations shown in the graph. The value reaches approximately 0.43
by the 20th iteration. The increase is relatively slow, suggesting a gradual learn-
ing process for this metric. The graph exhibits a slight upward trend, indicating
a moderate improvement in metric recall (B) over time. There may be room for
hyperparameter tuning or extended training to achieve a more significant increase
in recall. 5.19 (f) shows that the validation box loss starts higher than a value of
1.8. The loss drops quickly within the first 10 iterations, reaching around 1.0. The
loss continues to decrease more gradually from iteration 10 to 20, stabilizing around
0.8 by the 25th iteration. The decreasing loss values demonstrate that the model is
not only learning from the training data but also generalizing to unseen data in the
validation set. 5.19 (g) shows that The validation classification loss starts at a value
of 4. The loss drops steeply within the first 10 iterations, reaching around 1.5. The
loss continues to decrease more gradually from iteration 10 to 25, stabilizing around
1 by the 25th iteration. The decreasing loss values demonstrate that the model is
effectively learning to classify objects from both the training and validation data.
5.19 (h) shows that the validation differential loss starts at a value of 1.5. The loss
decreases steadily over the 25 iterations shown in the graph. The loss reaches a
value of around 1.0 by the 25th iteration. The graph exhibits a clear downward
trend, indicating consistent improvement in the model’s ability to predict differen-
tial features on the validation set over time. 5.19 (i) shows that the metric mAP50
starts from a lower value than 0.2. The value increases over the 25 iterations shown
in the graph. 5.19 (j) shows that the metric mAP50 .95 starts at a value 0.1. The
value increases over the 25 iterations shown in the graph.
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The precision and label correlation of the model is illustrated in Figure 5.20 and
Figure 5.21, respectively. These figures provide visual representations of the per-
formance metrics of the model, showing insights into the accuracy, and correlation
between predicted labels and ground truth labels. Figure 5.21 illustrates the label
correlation of the YOLOv8 model for underwater garbage detection. The correlo-
gram shows the relationships between the x, y, width, and height of bounding boxes.
Each cell in the correlogram is a 2D histogram that shows the distribution of two
variables. For example, the top left cell shows the distribution of the x and y co-
ordinates of the bounding boxes. The color of each cell corresponds to the density
of data points in that bin. Darker colors indicate more data points, while lighter
colors indicate fewer data points. The diagonal cells of the correlogram show the
distribution of each variable. For example, the top left cell also shows the distribu-
tion of the x coordinates of the bounding boxes, and the bottom right cell shows
the distribution of the height of the bounding boxes. The off-diagonal cells show
the relationship between two different variables. For example, the cell below the
top left cell shows the relationship between the x and y coordinates of the bound-
ing boxes. If the data points in this cell are concentrated along a diagonal line, it
means that there is a positive correlation between x and y. In other words, as the
x coordinate of a bounding box increases, the y coordinate also tends to increase.
Conversely, if the data points are concentrated along a line that slopes down from
left to right, it means that there is a negative correlation between x and y. In other
words, as the x coordinate of a bounding box increases, the y coordinate tends to
decrease. The diagonal line from the bottom left to the top right of the figure shows
perfect correlation. If a point is on this line, it means that the model predicted
the same number of labels as there are in the image. Points above the line mean
that the model predicted more labels than there are in the image. As the points
get closer to the diagonal, the model’s performance gets better. Figure 5.20 depicts
a precision—confidence. The precision—confidence graph shows precision-confidence
correlation thresholds in the context of garbage detection offering insightful infor-
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Figure 5.18: Confusion Matrix of Swin Model for Classification.

mation about recall and precision trade-offs when modifying the confidence level.
When the confidence threshold is raised to the highest value of 0.935, the model
exhibits robustness by reaching a maximum precision value of 0.81.

Utilization of visual representations in the analysis of model performance and ef-
fectiveness offers significant insights into various aspects, including precision and
the degree of correlation between predicted labels and actual labels. These visual
representations serve as valuable tools for evaluating and understanding the model’s
capabilities and limitations. Additionally, these visualizations enable the assessment
of the correlation between the predicted labels and the actual labels, shedding light
on the model’s captureability of the underlying patterns and relationships among
data. Overall, the incorporation of visual representations in the analysis of model
performance enhances the interpretability and comprehensibility of the results, fa-
cilitating informed decision-making and further research in the field. Upon careful
examination of the statistical data depicted in Figure 5.2, a clear and unequivo-
cal observation emerges, namely that the YOLOv8 model exhibits better results
of precision in comparison to the other models that were subjected to evaluation.
The system exhibits a notably high degree of precision in its classification of object
categories, as evidenced by its impressive precision score of 81.4%. Furthermore, it
is important to highlight that the YOLOv8 model, in addition to the findings men-
tioned earlier, has been observed to demonstrate the highest mean Average Precision
(mAP) score when compared to the other models that were evaluated. The achieve-
ment under discussion is of considerable significance, as evidenced by its commend-
able value of 48.2. This value serves as a robust indicator of the system’s exceptional
performance in accurately detecting and precisely localizing objects within the pro-
vided dataset. Based on the available information and analysis, we can infer that
YOLOvVS exhibits superior performance in contrast with alternative models. This
deduction is drawn from a comprehensive evaluation of various factors and metrics,
which collectively indicate the superiority of the YOLOvVS8 model.

These predictions, which are referenced as 5.22 and 5.23, encompass a diverse array
of submerged entities. The outcomes obtained from the application of the model
to the underwater garbage dataset are represented in Figure 5.22. On the contrary,
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Figure 5.19: The Evaluation Results of Underwater Garbage Detection.
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Figure 5.23 demonstrates the successful identification and localization of individual
data points, thereby highlighting the high level of precision and accuracy attained
during the detection process. Figure 5.24, shows the misclassification of the model
prediction. It happens because YOLOvVS relies on features extracted from different
convolutional layers, with deeper layers capturing finer details. Low-resolution im-
ages or small objects might not provide enough information for the deeper layers
to effectively extract informative features for accurate classification. Small objects
are more prone to being partially obscured by other objects or background clutter.
This can further limit the available information for the model and lead to misclas-
sification.
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Chapter 6

Discussion and Future Work

6.1 Challenges

I discuss issues and obstacles in the related field of underwater imaging, as well
as suggest potential future research directions. The difficulties and obstacles that
will facilitate the development of submerged processing of images and thus attract
the interest of signal analysis and artificial intelligence researchers are briefly sum-
marised. A number of important characteristics, such as the turbidity of the water,
the ability of light to refract, absorb, or scatter in underwater environments, etc.,
continue to have the greatest influence on underwater image quality. The major-
ity of currently available models concentrate on only one of the factors described
above. In order to enhance the comprehensive image quality of underwater scenes,
many impactful factors could be investigated in greater depth in future research.
The promotion of submerged identification of saliency and object recognition faces
a number of obstacles, the most significant of which are low-contrast elements with
complex ocean floor scenes, variable underwater environmental lighting under cer-
tain circumstances, severe visibility that results in distorted images, and black and
white underwater objects with limited color information. In spite of the fact that
the imaging equipment itself influences the recorded underwater image, the impact
of scattering along with the absorption of propagation of optical waves in unstable
underwater often results in distorted images with an obvious distinction between the
acquired image and the actual situation. Deep-learning techniques for underwater
image handling are in their inception of research. Presently, the absence of a large
underwater database significantly impedes the application of deep-learning-based
methods for underwater image processing.

6.2 Limitations

Although this research contributes to the underwater garbage identification field
using deep learning techniques, there are still significant limitations. The paucity
of a comprehensive and uniform dataset targeted to underwater waste identification
is the most significant of these issues. The lack of a dataset limits the suggested
models’ robustness and generalization, reducing their effectiveness in real-world cir-
cumstances. Furthermore, model interoperability is a key impediment to collabo-
ration and the seamless integration of diverse deep-learning models into a cohesive
framework. Furthermore, the testing phase of the proposed models is hampered by
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slow inference, emphasizing the need for more efficient methods to accelerate real-
time decision-making in underwater situations. Finally, the lack of a lightweight
model suited for deployment on edge devices makes it difficult to execute the offered
solutions in resource-constrained environments.

6.3 Future Work

To enhance overall underwater image quality, many impactful factors could be in-
vestigated in greater depth in future research. Light propagation according to the
physical model merits additional research to resolve the intrinsic effects of the factors
that may take a substantial amount of time and effort for underwater computer-
vision research. Innovative methodologies and applications to resolve these gaps.
If more datasets of labeled underwater images with ground truth become available,
the future growth of deep learning-based frameworks for underwater images may
increase exponentially.

6.4 Conclusion

Governments around the world are concerned about the sustainability of their coun-
tries and optimizing resource utilization through circular economies. To address this,
we conducted a study on recent ML and Deep Learning models to analyze two differ-
ent datasets as well as classification along with detection of underwater garbage. We
pre-processed these images to be used in our deep learning models, which included
popular models such as VGG16, DenseNet, ResNet, Inception v3, ViT, and Swin
transformers. We evaluated the models using accuracy, F1 score, confusion ma-
trix, specificity, and precision. We found that DenseNet performed well in accuracy
measurement, but the ViT transformer outperformed every other model, achieving
around 98.95% accuracy in garbage classification, which is the highest in the field.
Additionally, the ViT transformer generated epochs in less time during the valida-
tion section compared to other models. This model will make garbage management
in different countries including Bangladesh more efficient and flexible. On the other
hand, Generic object detection has had a great deal of success in recent years due
to the abundance of both vast amounts of data and highly advanced computing re-
sources. Lately, a noteworthy surge may be observed in the level of attention directed
toward the academic discipline of marine engineering. This refers to techniques that
make use of deep learning in order to identify objects that are submerged in water,
such as the ocean. The detection of garbage that is floating and on the surface is not
very difficult; nevertheless, the quantification of waste that is submerged provides
considerable obstacles. These challenges are caused by light-refraction, absorption,
suspended particles, and color distortion. This opens up a vast range of possibil-
ities for activities that can be done in the water. This study presents a thorough
classification and examination of pertinent literature, utilizing the most up-to-date
research in the field of underwater object identification and marine debris. This
study presents a comparative analysis between deep learning methods and standard
learning approaches. CNNs renowned for their efficacy in computer vision models
and challenging categorization scenarios, have emerged as the most effective ap-
proach for object recognition in submerged aquatic environments. This is because
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CNNs are able to take into account several features simultaneously. The purpose
of this work is to present a thorough examination of advancements in the field of
underwater object detection. It aims to furnish readers with valuable insights that
can aid them in their own research endeavors. The utilization of deep learning in
this particular application holds promise for the automation of trash recycling inside
the challenging aquatic environment. Moreover, the research serves as a framework
for future studies focused on the detection and categorization of submerged trash.
To conclude, the primary aim of this review has been to offer a succinct overview of
the latest studies in the field of underwater imaging. Through this examination, we
have identified prevalent challenges and obstacles that researchers and practitioners
face when working in underwater environments. Moreover, we have highlighted the
need for future research endeavors that can address these challenges and explore
new frontiers in underwater imaging. By recognizing the limitations and uncharted
territories, we hope to inspire innovative solutions and propel advancements in this
important field.
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