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Abstract
Even though things have improved much more over the last century in terms of com-
munication, there still is a glaring amount of communication gap between the hearing
majority and the deaf community due to the lack of resources in the field. Real time
hand gesture recognition development tries to tear down this communication barrier
and open a new common ground for everyone and hand gesture recognition plays a
vital role in human-computer interaction as well. There are several ideas on how to
build a model to properly recognize sign languages. The models differ based on the
computation time it takes, the algorithms used and if it can be used in real time or
not. In this work we take a thorough analysis of real-time hand gesture recognition
models and proposes a pipeline-based approach to select the best-performing model
as the final output. We chose to work with four datasets that are being used here
for comparison, SLR500, AUTSL-226, WLASL2000 and WLASL100. The goal here
is to find a way to overcome the limitations of data scarcity in the field along with
the imbalance in classification problems. We work with video inputs to run them
through different modalities simultaneously through a set of pipelines to produce
outputs which would then be used in getting the final classification result by using
the core idea of generating the final output of the ensemble technique. Various data
pre-processing techniques are used such as regularization, histogram equalization
etc. to minimize the varying skin tone bias to make it a more inclusive model for
better classification and improved accuracy score. The existing models have no way
to deal with biases encountered in sign language detection and we take various dif-
ferent approaches to overcome such limitations. In general pristine cases for around
500 classes the model performs 96.32 percent in terms of top-1 accuracy.

Keywords:
Pattern Matching, Feature Extraction, SSTCN, SL-GCN, Pipeline, Transfer Learn-
ing, Histogram Matching.
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Chapter 1

Introduction

1.1 Real Time Sign Language Detection
Sign language is the communication medium between the hearing community and
the deaf community or within the deaf community. It is a full-edged complex lan-
guage that is a subset of human gesture communication. There are a lot of people
around the world whom are unable to speak or hear, so to stop them from falling
behind from the rest of the world sign language was developed. Both hearing people
and people whom are unable to speak or hear needs to know sign language otherwise
there is always be a communication gap between them. But as it is a very complex
and hard to grasp language, many are unable to understand it. Thus it becomes very
challenging for one side to communicate with the other and vice-versa. Moreover,
similar to spoken language, there is no single sign language that is used worldwide.
It’s an extraordinary language that differs from culture to culture and place to place.
There are a lot of sign languages that are being used around the world currently.
For example, American Sign Language (ASL), British Sign Language (BSL), Turk-
ish Sign Language, Chinese Sign Language, Taiwan Sign Language etc. Each of the
aforementioned sign language has its own set of grammar and rules. In case one is
unable to understand or learn sign language, an interpreter would be very useful in
this case. Thus, it is desirable to make a system, within devices we use on a daily
basis, to understand sign language so that it can serve as an interpreter but for it to
work properly and efficiently it has work on real time with as little amount of delay
as possible in terms recognizing a sign correctly.

1.2 History of Real Time Hand Gesture Recogni-
tion System

During the early approaches, hand gesture recognition models were mainly based
on feature extraction and template matching which were definitely limited to simple
gesture recognition under certain type of lighting and background. [13] Then as
time went by and the concepts of deep based models starting to arise, Microsoft
Kinect’s built-in hand tracking and recognition system came to be which worked
using the combination of depth and skeletal tracking. But the main revolution took
place after the big breakthrough and resurgence of deep learning in the 2010s. CNN
and RNN were being used for learning spatial and temporal features from hand
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gesture data and these deep learning models increased the recognition accuracy to
a very significant amount. [9] Afterwards, real time optimization came to focus as
computer power and hardware accelerated processing capabilities expanded. [7]

1.3 Thoughts Behind Our Model
There are lot of approaches for creating a model that can accurately recognize sign
language. The algorithms used, the amount of computation time required, and
whether or not real-time use is possible all affect how the models differ. Our goal is
to create a model that can operate in real time, which means that it will only require
a very short amount of time for the system to recognize a sign gesture meaning that
the computation cost will be very low. A video that contains hand gestures will
be divided into segments, the segments will be based on the beginning and end
of a hand gesture. Furthermore, as this is a classification problem, we will need
functions to extract features from the segmented parts and use pattern matching to
identify the signs. We will run the segmented parts through five different pipelines
containing different models and choose the best one out of all the generated outputs
for a single hand gesture [14]. Additionally, we are aiming for a combination of
eccentric approaches during the data-preprocessing such as histogram equalization,
regularization etc. [5] to reduce the existing skin tone bias so that It can give a
more improved result even for a data-set with huge diversity in terms of skin tone.
The machine should be trained in such a way that it can interact with the users
who are using sign language to communicate. They should be able to recognize and
learn signs and its meaning. Moreover, computer vision researchers has long been
interested in this field of automatic hand gesture recognition. This automatic gesture
and sign language recognition offers to enhance the communication capabilities of
people with hearing and speech impairment. We have used a variety of techniques,
such as RNN that will help to detect large motions so that it is able to capture the
moving thing better and then use CNN on it for the finer changes, artificial neural
networks (ANN), transfer learning to gain advantage in solving related task, CSL
and Hidden Markov Models (HMMs) to recognize hand gestures. [14] [9]

1.4 Research Objectives and Motives
Our research on Sign Language Translation(SLT) and Sign Language Recognition
is directed at refining a real time SLT system using a combination of Deep learning
based algorithms to create separate models which will then run on pipelines (simul-
taneously) that are going produce output and based on them the best one will be
chosen for the final result. Moreover, some eccentric methods have been approached
to reduce the computational time while improving the result meaning increasing the
test accuracy score all while eliminating the skin tone bias. Our main focus here is
to decrease the computational cost so that we can get a much better, more specif-
ically faster recognition and translation of the sign language from a video source
all while keeping in mind about the off-angle of the hand gesture source. Through
rigorous optimizations such as prepossessing the input into smaller frame, using
histogram equalization on the input data, hand detection using skeleton method,
transfer learning, extracting features SSTCN and optimizing it using Fuzzy logic
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and finally using K-Ary tree for hand gesture recognition, our goal is to develop a
model capable of real time SLT using video data from easily accessible devices such
as smartphone cameras, laptop cameras etc.

The Primary Objectives of this research paper are:.

• To get an extensive knowledge on different algorithms and how they can ensure
a lower computational cost while keeping the accuracy of the system to a
moderately high level.

• To develop a model which works around the generally encountered data scarcity
that exists in the field of sign language and overcome data imbalance and lack
of variance in classification issues.

• Aim to build a model that will include different kinds of input data prepro-
cessing techniques such as histogram matching, pixel median conversion etc
which will help the mode to generalize well across different users, skin tones,
hand shapes and appearance.

1.5 Problem Statement
Sign language is a way of manual communication among people who are deaf and
unable to convey their thoughts aurally. However, sign language is not universal.
People from different geographical locations use different renditions of it where the
gestures are represented in a linguistic manner and each gesture is commonly re-
ferred to as a sign. As we know English is one of the most widely spoken languages
in the world, which is around 1.5 billion people. Some of them are native speakers
and some of them have English as their second language. Naturally, to cover the
most amount of ground it is the obvious choice to work with English sign gestures.
Automated sign language recognition and interpretation breaks down the barrier
between people with hearing disabilities and the hearing majority. There are cur-
rently more than 70 million people in the world who use sign language as the mean
of communication. Through sign language, they are able to study, work, access
resources, and take part in their communities. But it is tough for the people who
uses sign language for communication to interact with their native people as most of
them does not have sufficient knowledge of sign language. Not only that, it reflects
on their career identity, earning power but also their personal and day to day life.
Beside this, Some families rely on the HOH (hard of hearing) or the deaf member in
the family to read lips, but this is incredibly challenging and frequently leads to an
incorrect understanding of what has been said. It can be said that there is a massive
communication gap between hearing impaired people and non signer communities,
to reduce this gap, sign language interpreters are introduced. Unfortunately a large
number of the population are not connected with certified sign language interpreters.
So, there is a need for computer vision based recognition of sign language without
the need of any interpreters. It will assist the hard of hearing to interact at various
levels in society by bridging the communication gap. Hand gesture to real time char-
acter interpretation systems through computer vision based approach should be able
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to recognize and learn the language and signs used by sign users in order to commu-
nicate with them. For this computer vision based approach to work perfectly, the
recognition model/s should be able to run on real time with as little computational
time as possible all while having a high accuracy rate. With the potential to im-
prove communication for the deaf and speech-impaired, automatic gesture and sign
language recognition has long drawn the attention of computer vision researchers.
For the purpose of hand gesture recognition, researchers have employed a number
of methods, including CNN (convolutional neural network), ANN (artificial neural
networks) , RNN, CSL, HMMs. [15] [16]

However, there are major pitfalls for the conventional methods used by researchers.
[8] One is a massive computational power requirement and the other is requiring
expensive or non easily accessible hardware like a Microsoft Kinect or Dedicated
sensors etc. Which pose two problems primarily. One of them being the acces-
sibility to such enthusiast level equipment purely from a financial and availability
standpoint. It circles back to the original problem of the lack of proficient sign
language interpreters. The other problem is the raw computational power required
in terms of the computer vision based alternatives to use on regular available hand-
held devices in peoples hands. [8] Hence, there needs to be a way to overcome such
issues without sacrificing accuracy and accessibility through a different approach
without relying on the traditional models which mostly address static environments
or objects in interest.

Furthermore, another major issue with hand gesture recognition models is that
the available data-sets are not balanced meaning the distribution of samples across
different classes or categories is highly skewed. The imbalance can be problematic
as it can lead to biased model performance and reduced accuracy. Moreover, as the
language itself is not that well explored and varies from place to place, there exists
some wrong labeling in large data-sets which also hampers in bringing out the best
accuracy score from a given data-set. Furthermore, collecting and annotating large
amounts of hand gesture data is very time consuming, expensive and challenging
due to the need for precise and consistent labeling. So, the labeled data available
for training the hand gesture models is limited. This data scarcity hinders the
development and performance of accurate models. Thus, both unbalanced data and
data scarcity pose quite the challenge for hand gesture recognition models.

Therefore, the question that this research is trying to answer is

How to optimize a computer vision based sign language recognition
system without requiring incredible amount of raw computational power
and easily accessible hardware?

This research will answer the question stated above by processing the videos through
a pipeline of different techniques and with the use of a pre-emptive predictive gesture
recognition model.
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1.6 Our Contributions
The previous studies the real time hand gesture recognition models have been im-
proved significantly but there are some discrepancy in properly recognizing while
dealing with data that has a variety of skin-tone.

We make the following contributions to this study based on our research:.

• A hand gesture recognition model that will recognise hand gestures in real
time while minimizing the computational cost as much as possible.

• Making sure that the racial discrepancy that occurs because of the skin tone
differences of the hand in the input images during recognition of the gesture
does not take place.

• We propose this approach as it is a more inclusive model that has no bound-
aries in terms of skin tone.
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Chapter 2

Literature Review

The concept of image recognition is a significant and ongoing research area in com-
puter vision. Image recognition refers to classifying or identifying an object from
an image or video feed. This idea has been used in many applications like medical
image diagnosis, facial recognition, visual search, extracting text from image or op-
tical character recognition etc. Sign language or hand gesture recognition is also a
kind of image recognition which can be achieved with several approaches.
In sign language recognition we detect and interpret the hand gestures or signs to
convert them into a meaningful text. This enables us to mitigate the communication
gap with people who use sign language as their primary means of communication.

2.1 Wearable sensor based approach
Computer vision techniques can be used to analyze and process video sequences of
sign language gestures. These approaches involve extracting relevant features from
the video frames, such as hand shape, hand motion, or hand pose, using techniques
like background subtraction, contour detection, or optical flow. Machine learn-
ing algorithms, such as Hidden Markov Models (HMMs), Support Vector Machines
(SVMs), or Recurrent Neural Networks (RNNs), can then be trained to recognize
and classify the extracted features into sign language gestures.
It has been found that using Euler angle (EULA) and quaternion (QUA) from IMU
to represent complex hand rotation. (acceleration and angular velocity) then at-
tention based encoder decoder model with multichannel CNN gives an error rate of
10.8% on continuous sentence recognition when implemented on smartphones [17].
The encoder in an attention-based encoder-decoder is a bidirectional long short-term
memory (LSTM) network that receives the complete phrase as input and outputs a
probability matrix for each word. The decoder may choose which portion of input
should be given greater weight thanks to the attention mechanism.

2.2 Computer vision based approach
The idea of hand gesture recognition through a computer vision based approach
in order to use in real time is not new. But, there are several limitations to it
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and to overcome these limitations, time to time different methodologies have been
proposed/used. Here, One solution is more optimum than the other and this op-
timization is a never ending cycle. Computer vision approaches involve extracting
relevant features from the video frames, such as hand shape, hand motion, or hand
pose etc.
Vision based approach gives users a degree of freedom which decreases the chance of
false data collection. In [5] the process used to do hand gesture recognition does not
rely on pattern recognition as it takes more computation time than that’s needed
to use in real time. Thus, they went for more of an eccentric approach by counting
active fingers 7 which can be achieved by using the euclidean distance between the
centroid point and the furthest point as the radius of a circle that will mask the
inner parts of the circle. After that use belabel and regionprop the number of active
fingers. But it worked only on RGB images by reducing its resolution to 160x120.
It was able to recognize up to 6 frames per second.
For the case of [1], Salma Begum and Md. Hasanuzzamana proposed a Princi-
pal Component Analysis (PCA) based pattern matching system for recognizing 16
bangla signs. This system used skin color based segmentation for preprocessing.
Moreover to make computation faster the images were scaled down to 0.40 and then
turned into HSV from RGB format. For feature extraction a threshold for skin
color is set in HSV. Anything outside the threshold is set to black and inside is
white. This way the hand pose is separated from the background. For processing
the data in [1] Turk and Pentland’s trick was used to get the eigenvectors of AAT

from the eigenvectors of AT A. Only K-eigenvectors of Vi are used to form PCA.
These vectors define the eigenspace of hand images . For recognition or matching in
this model, the test image is scaled and separated from background just like train-
ing data and then it is projected onto the eigenspaces. Afterwards a set of weight
vectors is calculated using [3]. This test was done with 480 samples of bangla vowel
signs and 800 samples of bangla numbers. While the precision rate for number signs
were from 81-87%, vowels were 59-89%.
However [6] uses systems with better performance than PCA. In [6], Mahmood
Jasim and Md. Hasanuzzaman tackled the challenges that were faced when sepa-
rating hand gestures from the background and interpreting different gestures. Just
like in [5] it also uses images rather than videos as a data-set. The main difference
here is the process of recognition and the algorithms used for it. Here, the gesture
features are extracted using Latent Dirichlet allocation (LDA) and Local Binary
patterns (LBP). Moreover, the gesture classifications are done using the Nearest
Neighbor (NN) algorithm. For pre-processing the Image containing the hand is first
divided into multiple segments, gray-scaled and then resized. LDA takes scatter into
account and uses clustering methods to separate classes and a projection is used to
maximize class separation. While LBP checks a pixel against its neighboring pix-
els to determine edges and a 8 bit code is generated depending on a threshold. A
histogram of LBP codes is then generated by calling an LBP pattern. The image is
primarily split into 8x8 parts, and from each sector, a local histogram is formed. All
of these local histograms are then accumulated together to create a final histogram
which is utilized to identify each gesture. The classification of sign gestures is then
performed on both models using the NN method. The model employs the euclidean
norm as the dissimilarity metric to determine the closest match in terms of LDA.
While the dissimilarity metric in LBP is the chi-square difference. On the Chinese
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numerical gesture dataset, the mean accuracy found for the LDA-based sign lan-
guage interpretation system was 92.417%, while on the Bangladeshi dataset, it was
88.55%. The LBP findings, on the other hand, were 87.13% and 85.1%, respectively.
But just like spoken language, sign languages also differ from country to country.
In order to overcome that language barrier a Multilingual Sign Language Recog-
nition system was proposed [12] where Hamburg Notation System (HamNoSys)
annotation is used in order to make a global classifier. In [12] hand shape and
movement information were extracted from video files with the help of OnePose,
DeepHand and HMM. The idea was to use HMM to get a discrete value for hand
movement information. These discrete representations are called subunits. In this
model feature observation was made probabilistic. They used the Kullback-Leibler
divergence HMM (KL-HMM) model for this. The hand movement subunits extrac-
tion step was done separately according to each sign language leading to a stack
of posterior probabilities. Where each element of the stack denoted the probabilis-
tic features corresponding to hand movement subunits derived from sign language.
The literature combinedly used hand shape subunit and hand movement subunit to
obtain a recognition accuracy of 96.67% in case of language independent recognition.

2.3 Depth based approach
Depth sensors, such as Microsoft Kinect or Intel RealSense, can capture depth infor-
mation in addition to RGB data. Depth-based approaches leverage this additional
information to estimate 3D positions and motions of hands or body parts involved in
sign language gestures. Depth information provides valuable cues for accurate hand
tracking and gesture recognition. Techniques like depth image processing, hand
skeleton modeling, or point cloud analysis can be combined with machine learning
algorithms to recognize sign language gestures.
Roel Verschaeren proposed a CNN model that recognizes a set of 50 different signs
in the Flemish Sign Language with a very less amount of error while using Microsoft
kinect but has a limitation that it only works on a single person in a static environ-
ment [9]. Here, the main idea was that the video should be segmented according
to each hand gesture and then put through algorithms to extract the features from
it. This feature extraction can be done automatically with convolutional neural
networks (CNN) while classification is done with Artificial neural networks (ANN)
[9]. This model was tested on the data-set obtained from CLAP14 which basically
has of 20 different Italian gestures that were carried out by 27 users in a dynamic
environment that goes through prepossessing by creating noise free depth map and
removing background using user index and median filtering. Then the video is seg-
mented using temporal segmentation and goes through 2 CNN, each consisting of
a depth of 3 layers. Using this 3D to 2D convolution and pattern matching it gets
over 90% accuracy score on the testing data.
Microsoft Kinect is also used in the proposed model of [4] to recognize 239 words
from CSL but here the 3D movement trajectory of the hand and a language model
has been used to construct sentences which seemed to take up way too much com-
putation time.
For continuous SLR Zafrulla et al [2] built 4-state hidden mark PV models (HHMs)
and used viterbi alignment for word+sentence recognition. They used a Kinect depth
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mapping camera to detect skeletal joints of hand, shoulder and elbow position and
used the joint angles for HMM. Recently deep neural Networks with Convolutional
Neural Network (CNN) and Long Short Term Memory (LSTM) have been used for
capturing temporal relations in vision based continuous SLR. According to [11] Us-
ing the attention mechanism can improve the performance of aligning and sequence
learning as well.

2.4 Deep learning based approach
Deep learning techniques like Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs), have shown remarkable results in sign language recogni-
tion. CNNs can be used to learn spatial features from video frames or depth images,
while RNNs, such as Long Short-Term Memory (LSTM) or Gated Recurrent Units
(GRUs), can capture temporal dependencies and model sequential nature of sign
language gestures. Deep learning models can be trained on large-scale sign lan-
guage datasets to achieve high accuracy in recognition.
Like for providing real time sign to text conversion [10] uses a software based ap-
proach where a personal database, Deep Learning and CNN are used for increased
efficiency and cost reduction. In this paper, pre-processing images are generalized
and each gesture is mapped to a string, then a database is created using OpenCV.
Here hand or sign detection is done using Skin Color Segmentation, Median blur
and Contour detection. In the skin color segmentation part we extrapolate the hand
and fill the dark spots within, then blur the image using Median blur to reduce noise
in the image. The outcome from this is a hand histogram. Then using the ‘find-
Contours’ function of OpenCV the contour with the maximum area is found. [10]
classified gestures with CNN and had a prediction accuracy of 99%.
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Chapter 3

Dataset

3.1 Dataset Description
For the datasets we have chosen WLASL, American Sign Language which has two
variations. One with 100 (WLASL100) classes and the other with 2000 (WLASL2000)
classes. This dataset is unbalanced in terms of skin tones and sign videos per class.
The backgrounds and lighting conditions are also different, making it a challenging
dataset to work with. To get a complementary idea of the accuracy we have also
included SLR500 which is a Chinese sign language dataset containing 500 classes
and AUTSL226 which has 226 classes within it. Both of these datasets have pristine
backgrounds, consistent lighting conditions to gauge the best case scenario in terms
of the pipeline performance.
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Chapter 4

Comparative Analysis

The table below shows the comparison between the model, method, dataset used
and the accuracy of 6 papers where SLR (Sign Language Recognition) is done.

Table 4.1: Comparative Study of Models

Ref
No

Method Architecture/
Model

Dataset Accuracy

[17] Armbands
with IMU
and multi-
channel
sEMG
sensors

Attention-based
encoder-decoder
model with a multi-
channel CNN

CSL dataset 89.2%

[5] iball C12
Webcam

Row 2 Own Dataset 83.33%-
100%

[1] CCD cam-
era

PCA based pattern
matching

Own Dataset 51%-89%

[6] Logitech
310 web-
cam

Linear Discriminant
Analysis and Local
Binary Pattern based
feature extractors

Chinese Numeral
Gesture Dataset,
Bangladeshi Numeral
Gesture Dataset

92.417%,
88.55%,
87.13%,
85.10%

[12] Vision
based

Kullback Leibler
divergence-based Hid-
den Markov Model
(KL-HMM)

SMILE Swiss Ger-
man Sign Language
Database,Turkish
Sign Language Hos-
piSign Database, DGS
Database

96.67%
(± 1.80),
66.8%

[15] Vision
based

Holistic visual appear-
ance based approach,
2D human pose based
approach

WLASL2000 62.63%

Table 4.1 Contains the comparative Study of methods, architecture, data-sets and
accuracy after using each model.
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4.1 Visual representation of papers
For better understanding we made visual representations of the papers we stud-
ied and compared. We studied 7 paper and below is attached their architectural
flowcharts.

Figure 4.1: Architecture from study [17]

Figure 4.2: Architecture from study [12]
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Figure 4.3: Architecture from study [5]
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Chapter 5

Architecture of Proposed System
and Methodological Analysis

5.1 Pipeline:
Signing is a variation of human action primarily expressed through hand gestures
and because of that, action recognition and pose estimation are quite similar to
it. In the following section, we present an overview of the separate modalities of
our ensemble method and also evaluate the performance of deep models based on
different modalities in recognizing sign language. In addition to that we will examine
how usable our collected datasets are. We have approached the problem with a multi-
modal ensemble method. Including different ways of extracting various features for
each of the classes to get a more cohesive and holistic set of parameters to work
with.

Figure 5.1: RGB Ensemble [14]
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5.2 Graph Reduction and Convolution:
One of the more important parts in Sign Language recognition are hand gestures.
Hand gestures typically include the whole body ranging from the arms to the fingers
which generate a lot of key-points. Some ground truths need to be set in order to
validate the detection cases. Thus we’ve included a pre-trained body pose estimation
network for the whole body to provide 100+ key points in each of the instances. It
generates a spatio-temporal graph to estimate the movements. However, these large
numbers of nodes cause a lot of noise in the model. Nodes too far away from each
other also can not establish a proper relationship within the model which results in
low accuracy. A graph reduction is applied on the nodes to reduce the numbers of
excessive, irrelevant nodes. Only the essential 10 nodes for each hand and 7 nodes
for the upper body allows for the relevant information to be trained on. Graph
reduction causes the models to converge faster and have higher recognition rates.We
used the spatio-temporal GCN with spatial partitioning technique to model the
dynamic skeletons in order to capture the pattern present in the skeleton graph. To
enhance the GCN output, we used a more extensive variant of the spatial graph
convolution known as decoupling graph convolution [14]. The channels of graph
features are divided into groups during decoupling graph convolution, and each
group’s channels share a separate trainable adjacent matrix. As the output feature,
the decoupling groups’ convolution results are concatenated.
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Figure 5.2: Multi-streamed modality [14]

5.3 Multistream SL-GCN:
From the keypoints the joints, bones, joint motion and bone motions are multi-
streamed through an SL-GCN [14] network. The data are generated Using vectors
pointing from source joints to their target joints present in the human body.In
both joint and bone motion streams, motion data are produced by computing the
difference between adjacent frames. Each stream is trained independently and its
combined predicted result comes out through the weighted ensemble method.

5.4 SL-GCN Block:
An SL-GCN block is built with a self-attention, graph dropping, and decoupled
spatial convolutional network. An STC with spatial, temporal, and channel fitting
attention module, a decoupled spatial convolutional layer, a temporal convolution
layer, and a Drop Graph module make up the network. With the modules set up
in a cascaded arrangement and the GCN block having 10 blocks, the SCN lowers
the cost. Prior to classification using a fully linked layer, global average pooling is
applied on the spatio-temporal dimensions.

5.5 SSTCN:
Additionally, an SSTCN [14] model is introduced to identify sign language from
physical characteristics. The model is fed 33 critical points from 60 frames of each
film which includes 22 landmarks on hands, 2 landmarks on wrists, 2 landmarks on
elbows, and 2 landmarks on shoulders, In order to downsample the features, 24 x 24
max pooling is used. Using a 2D convolution layer reduces the parameters compared
to a 3D one for faster convergence. There are a total of 4 stages in the network.
The features are reshaped into 60 x 792 x 24 from 60 x 33 x 24 and 1x1 convolution
layers process them, meaning it only filters out the temporal information. Then
the features are shuffled into 60 groups to make them go through 3x3 convolution
to extract the spatio-temporal information among the same key point features from
random frames. The features are then once again shuffled to 33 groups with the same
convolution specification but it only filters the spatial information from each frame.
A number of 3x3 fully connected layers are introduced to generate prediction fea-
tures. Dropout layers are used to avoid overfitting the model with Swish activation
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function. In a few scattered circumstances, using one-hot labels with cross-entropy
loss results in overfitting. To resolve such difficulties, label smoothing methods are
used. Utilizing optical flows and RGB frame modalities, a baseline for 3D CNN
is produced. The most effective 3D CNN design is ResNet2+1D, which decouples
spatial and temporal convolution in 3D CNNs and performs them sequentially. The
performance is not improved by increasing the architectural depth, and the network
becomes overfit. The identification rate for RGB frames is further improved using
ResNet2+1D-18 with weights which was pre-trained on the Kinetics dataset. We
swap out the ReLU activations with Swish activations, much like SSTCN.

Figure 5.3: Connected Networks [14]

5.6 2D Convolution with Recurrent Neural Net-
work:

2D Conv RNN is a baseline model which consists of a 2D Convolution Neural Net-
work(VGG16 pretrained on ImageNet) to extract spatial features and a RNN(Gated
Recurrent Unit) used to derive temporal features from input images and videos.
Stacked recurrent layers are set to 2 in the GRU with its hidden sizes set to 64,
96, 128 and 256 for the four subsets respectively to avoid overfitting the training
set. During training, up to 50 consecutive frames are randomly selected from each
video, and cross-entropy loss is applied to the outputs at all time steps as well as
the output feature obtained from average pooling of all the output features. In the
testing phase, all the frames in the video are taken into consideration and predictions
are made based on the average pooling of output features.
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5.7 3D Convolution Network:
3D convolutional networks have the ability to capture both the overall representa-
tion of each frame and the temporal relationships between frames in a hierarchical
manner.
Carreira et al. [16] have proposed a method to convert 2D filters from the Incep-
tion network into well-initialized 3D filters by inflating them. These 3D filters are
then fine-tuned on the Kinetics dataset to improve their ability to capture spatial-
temporal information in videos.
Inception 3D(I3D) network architecture, based on the work of Carreira et al., is used
as the second baseline model for image appearance. The architecture is adapted to
the specific task, focusing on the hand shapes, orientations, and arm movements in
sign language. The original I3D network is trained on ImageNet and fine-tuned on
the Kinetics-400 dataset. To suit the WLASL subsets with varying class numbers,
only the last classification layer is modified accordingly.

5.8 Pose-based Recurrent Neural Network:
Pose-based approaches primarily rely on Recurrent Neural Networks (RNNs) to
analyze human motions by modeling pose sequences. The RNN is used to record
the temporal sequential information of posture movements, and after that sign the
output representation from the RNN is used for sign recognition. To implement this
approach, OpenPose is utilized to extract 55 2D key points of the body and hands
from each frame of the WLASL dataset. 13 joints in the upper torso and 21 joints
in the left and right hands make up these critical locations/ key points. Each joint’s
2D coordinates are added together to create the input feature, which is then fed into
a two-layer, stacked GRU. The hidden sizes of the GRU are empirically optimized
as 64, 64, 128, and 128 for the four subsets, respectively. 50 consecutive frames are
randomly chosen from the input video for training, following a similar procedure to
the training and testing methods outlined in the 2D Conv RNN section. In training,
cross-entropy loss is used. All of the frames in a movie are used for categorization
during testing.

Figure 5.4: Multilayered Pose TGCN [15]
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5.9 Pose-based Temporal Graph Neural Network:
Li et al. [16] presented a pose based approach for Image-based Sign Language Recog-
nition(ISLR) using Temporal Graph Convolution Networks(TCGN). They proposed
a graph network architecture that captures the spatial and temporal dependencies
of a pose sequence represented by concatenated 2D keypoint coordinates.
In this approach, the human body is treated as a fully-connected graph with vertices
representing body keypoints and the edges are represented by a weighted adjacency
matrix. Through this, the model can learn dependencies among the joints through
a graph network. The TCGN consists of multiple residual graph convolution blocks
which take the average pooling result along the temporal dimension to obtain a
feature representation of pose trajectories. The classification is performed using a
softmax layer followed by an average pooling layer.

5.10 Ensemble:
A simple ensemble method is introduced to ensemble all of the modalities. Ev-
ery output before the softmax layer is saved and assigned weights to each of the
modalities based on the validation set. The sum is then predicted as the final score.
Process TVL1 algorithm is used to obtain optical flow features implemented with
OpenCV and CUDA. The flow maps of the spatial dimension are concatenated in
channel dimension. RGB and optical flow frames are resized to 256x256 owing to the
key points from pose estimation. It is applied to the rest of the modalities as well.
Training is done using sampling 32 consecutive frames from each video randomly.
Data is augmented using random sampling, mirroring, rotation, shifting and jittering
to avoid overfitting. The learning rate during training at the beginning is 1e-3 with
weight decay 1e-4. At epoch 70 the learning rate is 1e-4 with weight decay being 0.
At epoch 150 the learning rate is 1e-5. A total of 230 epoch is trained.
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Chapter 6

Result Evaluation

6.1 Results:

Figure 6.1: Model Results Based on AUTSL226 Dataset

Evaluating the model with pristine testing and training datasets such as SLR-500
and AUTSL-226 produces favorable results. NLA-SLR and SAM-SLR both produce
top-1 accuracy at 97.89% and 97.51% respectively, while our proposed pipeline trails
at 96.78% accuracy. Which is better than SignBERTs 94.93% accuracy. Similarly
with SLR-500, NLA-SLR and SAM-SLR both edge out with 98.10% and 98.98% top-
1 accuracy with our proposed model coming at 96.32% accuracy ahead of SignBERT
at 95.56%. The high scores in accuracy is owed to good lighting conditions in the
datasets with clear backgrounds which allows for better separation and the datasets
have no variance in terms of color, jitter and tones.
With WLASL-2000 having that many classes and variances in the dataset causes the
overall accuracy to drop across the board. The proposed model settles at 54.55% for
top-1 accuracy while NLA-SLR and SAM-SLR settle at 58.16% and 57.13% respec-
tively. WLASL-100 with its reduced classes and more balanced instances for each
class helps with the recognition issue, to better teach the network of the differences
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Figure 6.2: Model Results Based on SLR500 Dataset

Figure 6.3: Model Results Based on WLASL100 Dataset
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Figure 6.4: Model Results Based on WLASL2000 Dataset

among classes. However there are still lighting issues, jitters, angle and background
separation issues present in the model. The overall top-1 score increases a bit but
it is not marginal. The proposed architecture accomplishes 63.42% accuracy while
NLA-SLR and SAM-SLR produces 67.81% and 65.30% respectively. The primary
causes are an inability to recognize landmarks in uneven lighting and the RGB flow
feature extraction stops working as intended due to the sudden changes in the spatial
dimension. Which is left for future studies to figure out.
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6.2 Checking for Skin-tone Biases in the Models:
In order to evaluate the presence of bias in the models arising from variations in
skintone, a specific investigation was conducted by narrowing down the datasets to
videos exclusively featuring individuals with darker skin. However, it became ap-
parent that a significant limitation was encountered due to the scarcity of available
data in this category. Notably, the SLR-500 and AUTSL-226 datasets proved un-
suitable for this analysis since they lacked any videos showcasing individuals with
darker skintones.
Consequently, the focus shifted to the WLASL-100 and WLASL-2000 datasets,
where the impact of skintone variance on model accuracy was examined. Strik-
ingly, the results unveiled a noteworthy decrease in accuracy across all comparable
models. This suggests that the models may indeed be influenced by bias stemming
from skintone variations, emphasizing the need for further investigation and mitiga-
tion strategies to ensure fair and unbiased performance in sign language recognition
systems. One of the few ways of mitigating such issues is with histogram match-
ing to bring out the proper pixel values along with contrast stretching and transfer
learning.

6.3 Improvement:
Histogram matching is a process used to adjust the color distribution of an image or
video to match a specified reference histogram. A lighter toned reference is used to
calculate its histogram to match with the data consisting of darker skinned people.
The histogram is then used to capture the frequency distribution of pixel values in
each color channel. It is then normalized to ensure it represents probability distribu-
tions by dividing the bin values by the total number of pixels in the image or video
frame. After normalization, the cumulative distribution functions (CDFs) are calcu-
lated for both the reference and target histograms of the data. The CDF represents
the cumulative probability of pixel intensity values. The histogram matching algo-
rithm then adjusts the pixel values in the target video frames to align their CDFs
with those of the reference. This is achieved by mapping pixel values from the target
CDF to the reference CDF. By applying this process, the color distribution of the
target image or video frames is transformed to closely resemble that of the reference,
leading to improved color consistency and alignment for better feature extraction.
On top of that contrast stretching is applied on the data along with color balancing
to ensure the most optimal points of interest are being focused.
The pre-trained ResNet-50 model is imported to help with general multipurpose
object detections. Weights are updated in the last layer to better fit the feature
extraction of dark skinned subjects with an output layer. The training time weights
of ResNet-50 are frozen to keep the pre-trained learned features intact and weights
of the new output layer are updated using Adam optimizer. The ResNet-50 weights
are finetuned with 0.001 learning rate after unfreezing the model. The outputs are
then normalized to feed back into the ensemble method multi modality for improved
detections.
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Figure 6.5: Model Results Based on WLASL100 Dataset Without Bias

Figure 6.6: Model Results Based on WLASL Dataset Without Bias
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Chapter 7

Epilogue

7.1 Insufficient Resources:
Despite the remarkable precision and robustness exhibited by state-of-the-art hand
gesture recognition models, they encounter significant challenges when applied to
larger datasets. These models often struggle to achieve high accuracy and perfor-
mance on such datasets due to inherent limitations. The Limitations are caused
by:.

• One major issue lies in the lack of balance within the available datasets. The
distribution of hand gesture samples across different classes or categories is
often highly skewed, with certain gestures being overrepresented while others
are underrepresented. This data imbalance introduces bias into the train-
ing process, causing the models to favor the majority gestures and perform
inadequately on minority ones. Consequently, the overall accuracy and gener-
alizability of the models are compromised.

• It often needs to process and store large amounts of data, including input
images or video frames, intermediate feature representations, and model pa-
rameters. Insufficient memory can limit the size of the input data that can
be processed or the complexity of the model that can be employed. It may
require compromises in terms of data resolution, model architecture, or batch
sizes, which can impact the model’s accuracy and overall performance.

• The larger datasets used for hand gesture recognition can suffer from incorrect
or erroneous labeling. The process of annotating hand gestures is complex
and prone to human error, especially when dealing with a large volume of
data. Incorrect labels in the dataset can mislead the model during training,
negatively impacting its ability to accurately recognize and classify gestures.

7.2 Conclusion:
This paper presents an overview of the methods currently used to recognize sign
language. This work significantly advances the field of hand gesture to real-time
character interpretation systems using a computer vision-based methodology for
sign language recognition. A recognition system can easily process and understand
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the majority of the signs of other sign languages that have been studied to date
because they are based on hand gestures. But if you use a video as your input
and then display all of your sign gestures for a recognition system, it becomes very
challenging to identify each sign with accuracy. The experimental findings suggest
that rather than the work’s complexity, the system’s recognition performance is
adequate. This paper’s ultimate goal is to enhance the proposed sign language
recognition system.Rather than the difficulty of the task, it can be inferred from the
experimental results that the system’s recognition performance is satisfactory. Here
in this paper, we have created a model which is a combination of models that run
simultaneously on the input data while we use the basis of ensemble technique to
choose the final result from all the produced outputs. Moreover, our system also
deals with the existing skin tone bias in the models by using histogram equalization,
data regularization and contrast stretching on the input images and by using transfer
learning. The models could be further improved with better resources in terms
having adequate samples per class in different lighting conditions and having a
variable amount of diversity within the training subjects.
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