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Abstract

Years of technological progress have made machines capable of identifying humans
in images and videos. Moreover, machines like computers can also detect our hand
gestures. Gesture recognition is the tool needed to comprehend sign languages.
Sign language recognition is an important part of computer vision that uses the
visual-manual modality of expression. This method solves the communication bar-
rier between the deaf and mute and the common people. Currently, in the world,
there are around 432 Million deaf mutes which is around 5% of the total global pop-
ulation. To solve this problem of communication gap we are focusing on creating
an application for detecting sign language which will detect hand gestures and show
us the output in the form of text. There are different sign languages present, but in
our paper, we are mainly dealing with American Sign Language ( ASL ). Thus for
this research, there are certain datasets present on the internet but we will be col-
lecting our own set of words via our Real-time data collection system and make the
sentences by using our model. To develop this model we are using both Long Short
Term Memory.LSTM networks are a class of RNN that may learn order dependency
in sequence prediction challenges. This is a necessary characteristic in complicated
problem fields such as machine translation, and speech recognition, therefore we will
be using it to recognize the gesture from images and video captured via the camera
or webcam. Furthermore, to detect the pose and model it, we are using the Medi-
aPipe Holistic library with the help of OpenCV. This helps us draw the landmarks
on skeleton poses. Thus, giving us a generalized overview of an individual’s ap-
pearance and background, allowing more focus on the perception of motion.Hence,
extracting features from each frame of our videos and then composing them onto
LSTM lead us into naming our model Frame Composition LSTM.

Keywords: ASL; Frame Composition LSTM; MediaPipe Holistic; Hand Gesture
Recognition;
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Chapter 1

Introduction

1.1 Motivation and Goals

Communication defines the concept of imparting or exchanging information via
different mediums. Humans have attempted to communicate and express their
thoughts and emotions from the dawn of time. As a result, individuals begin to
express themselves through their languages, and over time, they develop signs or
alphabets to carry out their purpose. As the world’s population grew, individu-
als began to separate by adopting different identities, relocating to other locations,
etc. There has been a report by Arkansas State University [7] that there are three
types of communication, and they are verbal, nonverbal, and visual. These types of
transmission between people have been going on for a long time. Thus, there are
people with physical disabilities such as deaf, mute, etc. Thus they must use specific
methods of communication, such as hand signs. Since the whole population belongs
to different parts of the world, they have their specific mother tongue languages to
convey their messages. Throughout this set of dialects, English is the most struc-
tured and has been used throughout the world for a very long period. So, regarding
people with physical disabilities, American Sign Language (ASL) is the most used
method of conveying information to each other.
One of our friends’ families experienced a great deal when one of the relatives was
both deaf and mute. As a result, communicating with him in sign language was quite
tricky. To acknowledge him, they had to sit down with a pen and paper and write
down their concepts, which can sometimes be quite difficult to understand. However,
it is not possible for an individual to always carry a pen and paper with them, so this
difficulty in communication inspired us to understand the idea of hand motions and
produce something useful for this kind of demographic.This idea of hand motions
and gestures to acknowledge a language is known as sign language. Sign languages
are languages that communicate by the means of visual-manual modality. This form
of communication are being used by hearing and speaking impaired people.
According to [25], no single sign language exists worldwide. In various nations or
locations, there are many sign languages in use. For instance, British Sign Language
(BSL) differs from American Sign Language (ASL), and Americans who are familiar
with ASL may not be standard with BSL. ASL characteristics are included in some
nations’ sign languages. As per [25] people are not sure where ASL was created
from but some theories suggest that it was developed “200 years ago” and has
some common features with the French Sign Language (LSF, or Langue des Signes
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Française). Even though our model can be used to recognize other sign languages, we
have decided to focus our work on ASL. As per [30], the main reason for using ASL is
because it has a complete natural language with its own grammar, vocabulary, and
composition. The most frequently used sign language in the world is American Sign
Language. Signers come from the United States and Canada, as well as sections of
Mexico, Africa, and Asia.
Therefore, the purpose of our research is to take a feed from live video and detect
the motion through MediaPipe Holistic and Frame Composition LSTM (Long Short
Term Memory ), where LSTM is a unique form of RNN ( Recurrent Neural Network
). Our research’s sole goal is to aid hearing and speech-impaired people so they can
communicate efficiently.

1.2 Project Scope

There has not been much work on motion or gesture detection let alone American
Sign Language recognition using a regular camera found on day to day smart phones
or laptops. This is why we are making an effort to come up with a unique frame-
work that is able to carry out all sorts of motion detection in real-time; however, we
are solely focusing on acknowledging hand gestures to understand American Sign
language. Hence the system we are proposing allows users to detect hand gestures
in real-time and translate them as text output using nothing else other than their
smartphones or web cameras found on laptops. The model will allow users to achieve
data collection in real-time from their regular cameras and then our frame compo-
sition LSTM learns the corresponding words related to their respective sequence
of hand gestures. ASL to American English translation can then be portrayed on
the screen in real-time from their complementing gestures without the use of any
complex hardware.

1.3 Overview

Our research work comprises a deeper study of the techniques used for motion
gesture detection which focuses on sign languages such as (ASL) American Sign
Language. This project not only focuses on a new approach but a robust frame-
work which we are calling Frame composition LSTM that works in real-time. In
Chapter 2, we are reviewing the discrete types of models and detection systems
used by the different hand gesture detection papers, and why we are choosing the
key components of our model. In Chapter 3, we are going over the proposed sys-
tem, methodology, data collection, and the working mechanism of our algorithm. In
Chapter 4, we are covering our train-testing process and show our results. Lastly, in
Chapter 5, we are concluding our research and giving a brief on the future aspects
of our work.
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Chapter 2

Literature Review

Hand gesture detection and recognition have been a huge keen interest in the modern
era. Related works covering this topic have already been published, and while a
comprehensive review of this field may be quite challenging, we will focus on the
recent developments that are relevant to our research topics.

2.1 American Sign Language(ASL)

According to [2], the Survey of Income and Program Participation (SIPP) which is
one of the few nationwide surveys that consistently gathers information about the
number of Americans who are deaf or have hearing loss, their survey shows that
approximately 1 in 20 Americans are currently deaf or hard of hearing. There are
roughly 10 million people who have hearing loss, and there are about 1 million people
who are functionally deaf. ASL is a natural, complete language in the visual-spatial
modality of sign language. Mainly the linguistic characteristics the spoken language
is considered. ASL includes regional variants, just like other languages, and thus
around the world, there are various sign languages. According to [3], American
Sign Language (ASL) is the primary language of about 500000 Deaf individuals in
Deaf groups and Deaf families throughout the U.S alone. The grammar of sign
languages is distinct from that of spoken languages. For instance, ASL and English
are two separate languages with their own vocabulary, grammar, and other features.
Five parameters are used in American Sign Language (ASL) to define how a sign
acts inside the signer’s space. The variables involved are “hand shape”, “palm
orientation”, “movement”, “location”, and “expression/non-manual” signals. For
our research, we will focus on using gestures to represent full sentences (as done in
real-life scenarios) rather than singular words or alphabets to make up a sentence.

3



Figure 2.1: Basic ASL Gestures

2.2 Gesture Detection/Data Collection Approaches

2.2.1 OpenPose

An individual’s orientation in a certain manner is determined by a pose skeleton
where a set of data points that connect together to describe a pose. Each data point
of the skeleton can be considered as either a coordinate or a point. Thus according
to [26], OpenPose is a library that is not only capable of detecting such skeletal
poses but also able to act in real-time and detect multi-person human poses.
As per[27], out of the numerous features, some of the core features of OpenPose are:

• 70 facial landmarks

• 21 hand landmarks – each hand

• 15, 18, 27 body/foot landmarks

The OpenPose library first extracts characteristics from an image by utilizing the ini-
tial few layers. The collected characteristics are then sent into two parallel convolu-
tional network layer divisions. The leading division predicts a series of 18 confidence
maps, each of which represents a different portion of the human posture skeleton.
The following branch predicts another set of 38 Part Affinity Fields (PAFs) that
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represent the degree of relationship between parts. Lastly, the latter steps are used
to tidy up the predictions given by the branches.

2.2.2 Mediapipe Holistics

According to [24], Mediapipe Holistic, like OpenPose, is one of the pipelines that
has optimized face, hands, and posture components that enable holistic tracking,
allowing the model to recognize hand and body positions as well as facial landmarks
at the same time.
As per[27], out of the numerous features some of the core features of MediaPipe are:

• 468 facial landmarks

• 21 hand landmarks -each hand

• 33 body/ foot landmarks

The name given to the MediaPipe perception pipeline is a graph. Here, a stream
of photos is fed as input, and thus landmarks are generated. The nodes in the
MediaPipe Graph are called Calculators, and the edges are called Streams. Lastly,
every stream has a series of packets with escalating time stamps.

2.2.3 Radar Sensors

This paper [20], gives a comprehensive survey and analysis of HGR through radar
sensors. Different available radar technologies have their own similarities and differ-
ences, leading to data acquisition and representation of HGR. Thus radar telecom-
munications can be summarized into 2 categories based on their signals being trans-
mitted naturally , according to [10]:

• Pulsed Radar

• “CW” Radar

“CW radars” are further categorized as “FMCW radars” and “SFCW radars” are
also known as “Doppler radars”. Furthermore, different motion gestures are detected
using reflected “WIFI signals”. Hence, efforts were made to develop HGR algorithms
for existing sensors rather than establishing new hardware.

”Pulsed Radars”

“Pulsed radars” has an extensive spectrum of frequency from which signal impulse
are transmitted. The Ultra-Wideband (UWB) communications system is referred
to as the pulsed signals transmission and reception system. Making them portable,
these radars have lower “Power Spectral Density” (PSD) and minimal radio fre-
quency (RF) or microwave components. Hardware mainly consists of transmitting
and receiving antennas, a “Phased Lock Loop”, a “Power Amplifier” (PA), ”quadra-
ture mixers” and a “Low-Noise Amplifier” (LNA). Now, for its function, signal gets
reflected from several different paths when transmitted by the “UWB Radar”. Using
an “analog-to-digital converter” (ADC), the receiving echoes are modified. Reflected
signals, however, contain unwanted information reflections known as clutter. Thus,
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a simple loop-back filter is proposed for clutter removal operations. Further ex-
ploitation of pattern-recognition techniques is being applied to recognize desired
hand gestures. Other filters include “Singular Value Decomposition (SVD) filter”
and “Moving Target Indicator (MTI) filters”.

CW Radars

Here, the two main types are briefly explained, as detailed by [20]

SFCW Radar As detailed,[20], these radars mainly detect targets when there is
a change in frequency between the signals being sent and received . Here, the shift
in Doppler frequency ranged within several hertz is measured due to the motion
of hands and fingers. Specified hardware for the Doppler radar designed for hand-
gesture acquisition is proposed of a “low-frequency crystal oscillator”, together with
a “Local Oscillator” (LO), “band pass filter”, a “power amplifier”, and a “transmit-
ting antenna”. Later, “I phase” I(t) and “Quadrature-Phase” Q(t), is obtained as
the input by the reflections from the hand which produce receiving signals, that are
furthermore demodulated and passed through the “band-pass filter”

FMCW Radar Varying frequency signals are sent by these radars as explained
by [20] . Firstly, signal is sent with a low frequency and, as time passes by, this
gets increased continuously to a particular bandwidth span. Chirp time is measured
as the time duration from low to high frequency. Typical “FMCW radar hardware
for hand-gesture sensing consists of a front end with a “BGT24MTR12 signal gen-
erator” and “receptor chip” from a company named “Infineon” technologies, and a
“Cyclone-3 FPGA” chip developed by “Altera” technologies. A center frequency of
24GHz is proposed for the K-Band for this radar. fmin, fmax, and bandwidth B are
measured for the transmitted signals, and the corresponding receiving signals will
have a delay factor to sense targeted movement.

Finally, all the scattered radar signals are saved properly into several formats for
the signal-processing algorithms to work upon. These formats are expressed as
Time-Amplitude, Range-Amplitude, Time-Range, Time-Doppler, Range-Doppler
frequency, and Time-Frequency.

2.3 Gesture Recognition Approaches

2.3.1 Deep Learning YOLOv3 Model

YOLO is considered as a part of CNN (convolutional neural network) that is not
only efficient but also capable of working well for object detection in real-time as
per [23]. In addition to aiding with feature extraction, this also assists in gesture
interpretation and the detection of potential objects of interest.

When the dataset is collected, YOLO annotation is labeled onto it, which is later fed
onto the DarkNet-53 model for further configuration. In order to get the required
output for the network, YOLO’s procedure uses a formula that takes hold of different
coordinates, such as “PW”, “ph”, “tx”, “ty”, “tw”, “th”, “cx”, and “cy”, and uses
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them as bounding box dimensions. This paper [23], gives a deeper understanding
of how the algorithm works.When the image is passed onto the YOLO network, the
input layer comes first and does its job, and then before passing into the hidden
layer it is rendered. Then Hidden layers are greater not only in number but also in
size and are also interconnected convolutions. This is followed by further extraction
of data required to recognize gestures, which is done by passing it onto the feature
map prediction block. Once the prediction is done, the data is then sent into the
decoding section. In this section, the output predicted is mapped into an image and
presented. Finally, the confidence threshold was determined to be greater than 0.5,
and defined the activation according to the stride and the pad. For the YOLOv3
model, the mask was set to 0.5, the learning rate to 0.001, and the value of jitter to
0.3.

The resulting accuracy that YOLOv3 produces for training and testing is 97.68%
followed by 96.2% respectively. However, the following model was proven to detect
static gestures, and error was shown when there was a transition from one gesture
to another.

2.3.2 Neural Network Using Support Vector Machine

In paper [9], the authors presented a system that converts the alphabets of the
Bengali Sign Language to text using Neural Networks and Support Vector Machine
algorithm. Despite being one of the most commonly spoken languages in the world,
Bengali, very little research has been done on BdSL gesture detection to aid the
deaf and mute members of the community. The dataset used in their paper was
generated by taking images of different hand gestures using Microsoft Kinect.

They used a five-layer Neural Network model to detect the alphabets of the BSL.
Apart from the input and output layers at the start and end, their model contains
hidden layers in between, designed to carry out specific functions in order to produce
the final result.

The whole alphabet predicting process starts by taking an RGB image of the hand
gesture using Microsoft Kinect. This colored image is converted to grayscale and
then further changed to a binary threshold image. A contour detection algorithm is
run using the binary image to determine the position of the wrist. Pixels are read
from left to right, starting from the bottom line and moving all the way up to the
top line. The locations where pixels change from black to white and from white to
black are stored. The least distance between these two points is deemed to be the
wrist. To detect the fingers and joints’ layout of the hand, a second algorithm is
used. This works by detecting every pixel of the image and comparing the upper
indexes with the lower ones. The process continues for all columns until every vis-
ible finger is identified. The joints of the fingers are also determined by using the
human body ratio and the fingers’ heights. Vectors found from the previous steps
are then passed into the SVM algorithm. The image is matched with the training
data present in the model. Finally, the matched image’s corresponding alphabet is
displayed as output.
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To test the model’s accuracy, the researchers chose 4 letters and fed 22 gestures
each as inputs. Different letters displayed different accuracy scores with ‘Shorey-O’
showing the highest value(90.90%) while ‘Kho’ produced the lowest(77.27%). The
4 letters averaged accuracy of 84.11% overall.

2.3.3 3DCNN and LSTM with FSM Context-Aware Model

As per [11], the author here portrays the use of dynamic hand gesture recognition
in Smart TV Technology due to the sudden increase of features that are now being
implemented into television. All these were very rare but now it is very easy to
do such things. Here it shows how using ”3D CNN and LSTM with FSM Context
Aware model” will allow to get accuracy of higher percentage in recognition of real-
time hand motion detection.

To begin with, they first divided some individuals into a group where all of them
are right-handed so that they can reduce the anomaly and they all were asked to
perform some gestures which contain 120 frames. According to the writer, they
recorded around 24 gestures six times from 20 different people. This recorded data
was passed through a RealSense ”SR300 depth camera” where the information is a
combination of ”RGB” and ”Depth” data. To extract the feature from this infor-
mation they decided to run it through a CNN algorithm named 3DCNN which was
capable of extracting temporal characteristics while preserving the spatial aspects
of the images in the fields of motion detection and video classification.

Since the result mostly consist of 32 to 50 frames per gesture this “3DCNN model”
may not be a useful in learning this process. As a result, another network is re-
quired to learn long-term temporal properties. It was suggested to combine the
“3DCNN algorithm with the LSTM network” to aid in learning the characteristics
of long-term time scales. The LSTM can learn long-term dependencies thanks to its
intricate structure, which comprises input, output, and forgets gates that control the
long-term learning of sequence patterns. Finally to make the work more accurate
and recognizable in real time they decided to use the FSM Context-Aware Model
which provided an accuracy between 99.2 % and 99.4 %.

2.3.4 Multi-Level Feature LSTM Model

In the research paper [14], the authors illustrate a dynamic hand gesture recogni-
tion model where their study builds robust hand shape features from two modalities
which are depth and skeletal. They have then proposed the use of a multi-level
feature LSTM with Conv1D, Conv2D pyramid, and lastly the LSTM block to deal
with the diversity of hand features.

In this work, they have divided the hand posture feature extraction into three
parts which are handcrafted skeleton features that represent global motion and
specific changes to palm coordinates, joint point-cloud features that facilitate the
“3-dimensional geometric transformation” feature from “point-cloud”, and finally,
depth-shape features which play the role of obtaining feature vectors that represent
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detailed info on the hand form.

For their “Depth-shape” model, they have selected ”FingerPaintDataset” as their
suitable dataset to work which included 5 performers who used almost static hand
poses. They have selected the “Dynamic hand gesture” dataset for their hand ges-
ture recognition, which consists of “skeleton” and “depth” data. These are useful
for their procedural methods. This dataset consisted of 20 performers and each per-
former used 5 gestures in two different ways thus summing up to a dataset consisting
of 2800 sequences total.

Their network architecture uses a temporal series of features derived from gesture
data which is processed using the first LSTM layer. To leverage temporal-spatial
coherency, the “encoding feature vector” supplies the “Con1D pyramid” block, the
“Conv2D pyramid” block, and the “LSTM block”. In order for categorizing the mo-
tions, all characteristics from the building blocks are combined before adding them
to the dense layers, thus allowing the researchers to achieve an accuracy of 96.07%
for depth Data and 94.40% for Skeletal Data.

2.3.5 Short-Range Radar with LSTM Encoder Model

The Authors in [12], proposed a real-time detection system for hand gesture using an
“FMCW radar soli” module which was developed by Google. Their model consists
of a signal processing part that generates RDM (“range-doppler map”) sequences
and their temporal properties are learned using an LSTM encoder.

This paper describes that their Radar system for Gesture recognition consists of
three core items. Firstly, signal processing where information from the waveform
of the FMCW radar consists of the time delay of an object approaching or mov-
ing away from the radar and its doppler shift. Secondly, Clutter extraction where
Clutters created by reflection from other objects other than the hand is removed
from raw RDMs before identifying motions. The clusters that may vary over time
are efficiently retrieved by constructing an adaptive background model based on
the GMM (“Gaussian mixture model”). Lastly is gesture detection where a CFAR
(“constant false alarm rate”) method is utilized along with EWMA (“exponentially
weighted moving average”) for calculating the moment average.

The dataset being used here includes a data collection of ten kinds of hand gestures:
“sliding left to right”, “sliding right to left”, “rotating clockwise”, “rotating counter-
clockwise”, “push”, “double push”, “drawing X”, “drawing reverse-X”, “hold”, and
“double hand push”. Here the participants include 8 males and 2 women between
the ages of 23 and 35, thus a total of 4000 hand gestures were obtained for this
research.

Furthermore, their proposed LSTM encoder was compared with two different types
of machine learning techniques, ”RNN encoder” and ”2D CNN” where their own
LSTM model showed an accuracy of 99.10% and the other models showed 95.39%
and 92.90% respectively.
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2.3.6 Kinect Sensor with Conditional Random Fields Model

In the article [5] the author proposes a sign language detection method that uses
3D-depth information obtained from the hand motions which are generated by Mi-
crosoft’s Kinect sensor and lastly applies a CRF (Conditional Random Field) to
recognize the signs.

The hand tracking component in the Kinect Windows software development kit
detects facial and hand locations reliably. The skeleton model is made up of ten
feature points drawn from the upper body whereas the hand region is calculated
by means of segmentation which is done by users wearing a black wristband. In
order to identify the black wristband, RANSAC (”Random sample consensus”) is
used thus normalizing the detected hand shape. Using the identified hand and facial
areas, features are retrieved in 3D and 2D space respectively.

To recognize sign language the author also uses, a hierarchical CRF architecture is
utilized. A threshold model “T-CRF” is utilized in the first phase to differentiate
between sign and non-sign patterns. Non-sign patterns are specified by the label
”N-S” in this phase, whereas signs are determined by the labels in the vocabulary.
The maximum entropy concept is based upon “CRF ” parameter learning and also
weights from the “CRF” are used to create the “T-CRF”. Although the hierarchical
“CRF” is good at identifying hand motions, it struggles to distinguish between dif-
ferent hand forms thus BoostMap embeddings are used to recognize the hand shapes.

The author’s technique makes use of a dataset including 17 different hand shapes,
864 pictures are created for each hand sign. As a result the model received an
accuracy of 90.4% .

2.3.7 CNN Model

The author of the article[16]proposes a hand gesture recognition model that uses
CNN (convolutional neural networks) classification. Using mask images, the im-
age in which the hand’s region is separated from the rest of the part of the image.
The methodology here claims the usage of the CNN classification method where
the entire process flow consists of “capturing hand image”, “hand ROI segmenta-
tion”, “fingers segmentation”, “Normalization” and lastly the “Fingers recognition”.

The CNN architecture employed in this study for hand gestures classification is
made up of convolutional filters that conduct kernel multiplication with the in-
put image “(7 * 7 size)”, pooling, and fully connected layers. Five convolutional
layers and one fully connected layer with 1024 units comprise the proposed CNN
architecture. Each convolutional layer functions as a feature extractor, extracting
separate feature sets from the input source picture for classification. By combin-
ing neuron components received from convolutional layers the feature map is built.
The “pooling layer” has the functionality to minimize the feature map’s spatial res-
olution produced by convolutional layers, thus two pooling techniques are used here.

The fully connected layers carry out the evaluation of these feature representations
and execution of high-level reasoning following the convolutional and pooling layers.
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The CNN classification method generates eight distinct classes, each of which repre-
sents a unique hand motion. However, the overall methodology achieves an overall
accuracy of 91.6%.

2.3.8 Sensor Gloves Model

The Authors in [32], portray the use of Sensor gloves to recognize Sign Languages.
According to this study, the gloves transform American Sign Language (ASL) ges-
tures into groups of 24 English alphabets and two punctuation marks, which are
then translated into phrases in English.

In [32], the reason for them choosing ASL is becauseit is a grammatically complete
natural language and the most commonly spoken language in the world. To achieve
this task they decided to use data gloves made of cloth and it is fitted over the cam-
era to recognize the gestures. Here Khan, N.Y. and Mehdi, A.S completed the task
by using 7 sensor gloves from ”5DT company”. Each of these sensors had a specific
purpose; five were used to detect the motion of the fingers and thumb, one to assess
head tilt, and the other to monitor hand rotation. Optic fibers are attached to the
glove in order to evaluate the flexibility of the fingers and thumb. An integer number
between 0 and 4095 is returned by each sensor. This number indicates how twisted
the sensor is. 4095 signifies totally bent, whereas 4095 implies fully stretched. So,
our input is a set of 7 * 4096 combinations.

Furthermore, in [32], the output for a particular input pattern is calculated using
the feed-forward method. The backpropagation technique is used to teach the net-
work new information. The network employs three layers of nodes. The input layer,
which is the first layer, receives seven sensor readings from the glove’s sensors. So
there are 7 sensors in this layer. This layer just sends the values forward with-
out performing any processing. The data that is being received by the gloves are
then passed through an ”Artificial Neural Network ( ANN) with feed-forward and
backward propagation algorithms”. The values from the preceding layer are given
weights by the hidden layer, which comes after the input layer. This layer has 52
nodes in it. The output from this layer is sent to the third layer.

Output layer which is also the third layer, applies weights to the data it receives
from the hidden layer as input. This layer has 26 nodes. One alphabet of the sign
language subset is represented by each node. The final output is sent out by this
layer. The output’s last stage is applied using a threshold. Only values greater
than this level are taken into account. No letter is outputted when one of the nodes
produces an output over the threshold value. Four samples are taken per second.
For the sign to be recognized, the user needs to continue doing it for 3/4 of a second.
For more rapid performance, this cap may be decreased hence the software showed
an accuracy of 88%.
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Table 2.1: Research Summary Table

Author Name: Models: Sensors: Accuracy: Real-Time:

A. Mujahid, M. J. Awan, A. Yasin, et al. [23] Yolov3, CNN, DarkNet-53 Camera 96.20% NO

S. F. Hasan, T. M. Rahman, A. R. Chowdhury, and A. Biswas [9] SVM Microsoft Kinect 84.11% NO

N. L. Hakim, T. K. Shih, S. P. Kasthuri Arachchi, W. Aditya, Y. C. Chen, and C. Y. Lin [11] 3DCNN, LSTM, FSM depth camera 99.20% YES

N. T. Do, S. H. Kim, H. J. Yang, and G. S. Lee [14] LSTM, Conv1D, Conv2D Depth Camera 96.07% NO

C. JAE-WOO, R. SI-JUNG, and K. JONG-HWAN [12] LSTM, RDM, GMM Radar 92.90% NO

H. D. Yang [5] CRF, RANSAC, T-CRF Kinect 90.40% NO

P. S. Neethu, R. Suguna, and D. Sathish –Neethu2020efficient˝ CNN Camera 91.60% NO

S.A. Mehdi; Y.N. Khan [21] ANN Sensor Gloves 88%. YES

2.3.9 Research Summary

The figure2.1 above, shows a brief of some of the researches that were carried out
over the years where each of them have used a variety of methods, models and
detection hardwares for hand gesture recognition system. As per the table we see
that the use of models range from Yolov3, CNN, and SVM to 3DCNN, CRF, and
FSM. As for system detection hardware according to [23], a camera is not only
cheap compared to the other types of recognition devices but also is easily capable
of distinguishing different shapes, and colors of discrete objects in high resolutions.
On the other hand, devices such as Microsoft’s Kinect used in the article [5]’s model
rely on an infrared depth sensor that is capable of tracking 48 points of movement
on the human body, thus the model achieves an accuracy of 90.4%. Also, the other
model in [21] uses a sensor glove which is quite complex to not only set it up but
also to use as it has to be constantly connected to numerous wires. Despite all the
complexity it manages to achieve an accuracy of 88%. Lastly, for the radar system
model of [20], there are numerous disadvantages since radar technology relies on
the detection of a transmitted signal being reflected from an object. Hence, issues
such as reflection cluttering and a vast amount of background noise can be faced.
In this model accuracy of 92.90% to 95.39% was achieved by considering that the
environment was in perfect condition where none of the issues took place. Therefore,
in the previous research works according to the summary table above, only sensor
gloves in [21] and depth camera in [11] were able to achieve real time hand gesture
detection.
For using a regular camera, a reliable library that accurately carries out skeletal pose
detection was needed such as OpenPose or MediaPipe. According to the tests run
in [31], different circumstances such as “default conditions”, “profile angle view”,
“motion speed”, “light intensity”, “hand-hand overlap” and “hand-face overlap”
were used to find which library between MediaPipe and OpenPose provides better
accuracy. Both MediaPipe and OpenPose performed admirably in the test. When
displaying relatively static pictures, both methods have high accuracy in recognizing
human body landmarks. However, for dynamic videos, OpenPose takes more time
and more computing power compared to MediaPipe. Lastly, for disruptions such
as motion blur, or an increase in speed of motion, MediaPipe did a better job in
dealing with them. Therefore, MediaPipe is a better Skeletal pose detection Library
than OpenPose.
On an average LSTM in [12], [14], and [11] provides better accuracy for hand gesture
recognition where each of them achieved an accuracy of 92.9%, 96.07%, and 99.20%
respectively, thus compared to the other models such as SVM (Support Vector
Machine) in [9] achieved an accuracy of 84.11%. Whereas, the CNN(Convolutional
Neural Network) model of [16] had an accuracy of 91.6%. On the other hand, the
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Yolov3( You only look once, version 3) model in [23] got an accuracy of 96.2%.
Lastly, for CRF (Conditional Random Field) model in [5] achieved an accuracy of
90.4%.
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Chapter 3

Research Methodology

3.1 Proposed Model

Our proposed model would work with real-time hand gestures. Firstly, our model
must be trained to know the difference between the gestures. Thus, to train our
model we must first collect the data. In our case, the data that we are collecting
are coordinates of certain points in the hand, face, and posture. For this purpose,
Mediapipe Holistics will be used. Using MediaPipe we obtain 21 landmarks or
coordinates from each of the hands and 468 landmarks from the face and lastly, we
obtain 33 landmarks from the pose. Each of the landmarks contains 3 coordinates
which correspond to the x,y, and z-axis. These are data collected for each frame,
however, as we are aiming for real-time gesture detection we will take in 30 frames
for every gesture, each of which would be repeated 30 times. Before passing on these
data to form a neural network model, we must first preprocess the data by adjusting
for null values and other discrepancies that might cause the model to perform in an
unintentional way. After we have made the model using LSTM, we manually test
the model by using openCV to provide inputs in real time. From the OpenCV feed,
we collect the recent 30 frames and join the collected landmarks of the frames into
an array which is then passed to our model which then matches with our given list
of gestures. The output of the corresponding gesture, done by the user, is shown on
the window popup of the OpenCV. For our model to provide an output, it has to
match an accuracy of 70% to be shown as an output; this process is also quite fast
as LSTM only has a time complexity of O(w), where w is the number of weights
[8].GRU is also used to replace the LSTM model to compare the two RNN’s to find
out which model fits proposed model better. Our proposed model identifies the
hand gestures in real-time and is also very efficient as it only requires little time to
process and identify the gestures that are made, thus letting the user communicate
seamlessly. The flowchart 3.1 shows how our proposed model would function.
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Figure 3.1: Workflow diagram
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3.2 Dataset

3.2.1 Data Collection

For our data collection, we have used OpenCV combined with Mediapipe holistic.
To collect our data, a webcam was used called “ Hikvision DS-U02 ”. We obtained
a video resolution of 1920 X 1080 at a frame rate of 30. Mediapipe is used to obtain
landmarks from different parts of the body, mainly in our model we needed the
landmarks from the face, both hands, and pose. We obtain 468 landmarks from
the face, 21 from each of the hands, and 33 from the pose; each of the landmarks
consists of 3 coordinates x,y, and z that translate to the 3D plane, which helps
the model understand the position of each of the features we are using. During
collection, folders for each of the different gestures are going to be made using their
corresponding words, which are categorical data. Each of the folders is going to
contain 30 different samples of that specific gesture. Each of the gesture samples
contains 30 frames in a sequence, and each of the frames contains all the landmarks
( total of which is 1662 coordinates as 1662=((33x4)+(21+21+468)x3) ). All of
the coordinates are combined into an array of shapes (30,1662) and then fed into
the model. For our model, we have used 15 gestures and thus a total data of
13500 (15x30x30) was collected to train our model. The used gestures and their
corresponding words for our preliminary dataset are :

• Hello

• Thanks

• I Love You

• Yes

• Name

• No

• Food

• Lazy

• Time

• Me

• Give

• What

• How

• Sleepy

• I am good
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After one gesture has been given, we have added a 5 second break before inserting
the next gesture, this is done as we need to reset our hands, pose and facial ex-
pression before starting the next gesture, thus this gives the user enough time to
start another gesture. Furthermore, after 30 gestures of the same gestures are taken,
before beginning the next gesture, we have added a prompt to notify the user about
what gesture is going to be taken in as input next, this thus nullifies any chance of
gesture overlapping in input file due to the carelessness of the user. Here are some
screenshots from our data collection phase collaged together.

(a) Hello (b) Food

(c) Time

Figure 3.2: Data Collection

3.2.2 MediaPipe Holistics For Feature Extraction

MediaPipe Holistic is the pose detection library that employs not only both the
hands and face but also both the feet and the entire pose of a human using landmark
models. Here, for sign language recognition purposes we are required to only use
the upper body of an individual, thus the parts which we are utilizing to extract
features from the Holistic mode of MediaPipe are the 21 landmarks of each hand,
468 facial landmarks, and lastly the 33 body landmarks for the pose of which not all
are used for the body, depending on how far we are placing our camera to portray
these landmarks. Figure: 3.3 shows how the landmarks are detected.
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Figure 3.3: Pose Detection via MediaPipe Holistics

The landmarks for the hands, face, and pose are portrayed in real-time on the video
of the action. Then the feature extraction is done by MediaPipe which translates
the data points from the landmarks into coordinates of the 3D plane for each of the
hands, pose and face.

3.3 Data Pre-processing

3.3.1 Resolving Null and Missing values

The collected data as discussed in 3.2.1 cannot be passed through our model as
sometimes in our frame we may have missing data due to some part of the body
not being present on the camera screen and thus this would cause problems when
we are about to train the model. Therefore, we are going to assign “ 0 ” values to
the missing points or null values to solve this issue.

3.3.2 One hot encoding

Due to the labels of our gestures (independent words for a particular gesture) being
categorical data, we have decided to use one hot encoding as this makes the data
easier to work with and also turns it into a readable version by the algorithm.In
our case we converted the categorical data into arrays by one hot encoding.Such as:
Hello=[1,0,0] , Thanks=[0,1,0] and Name=[0,0,1].

One hot encoding is beneficial for data that are not related to each other. Machine
learning algorithms perceive these arrangement of numbers frequently as a means of
working on them.Higher numbers are considered more significant or superior to the
lower ones. Although this is useful in some ordinal scenarios, the lack of a ranking
for category values in our labels might cause problems with predictions and subpar
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performance, as stated [19].

For our algorithm to work, it is better to encode our data into one hot encoding
for an improvement in our prediction and further processing of our data. Binary
value of 0 or 1 is assigned to each categorical value, which is later used to create a
new category column using one hot.Each integer value is represented by a binary
vector, where the index is denoted by a 1 and the rest of the values are 0’s. Simple
scaling of our training data has led it to be more useful and expressive. As precise
predictions are more preferable than single labels, one hot encoding is chosen, thus
quickly using the probability values to match with the index.

The process of converting categorical data to one hot is shown below in the diagram
3.4. In our case, we converted the labels/words into one-hot so that it is easier to get
an output from the recognition probability of all the labels later by using softmax.

Figure 3.4: One hot encoding

3.4 System Implementation

3.4.1 Recurrent Neural Network

Recurrent Neural Network also known as RNN can be defined as one of the classes
of artificial neural networks which is useful for simulating sequential data as per
[28]. RNNs, which are derived from feedforward networks, behave in the same way
as that of human brains. According to [15], RNN uses the same method of training
data as CNN and feedforward neural networks. They stand out from other objects
because of their memory, which enables them to use information from earlier inputs
to influence the present input and output. In contrast to deep neural networks,
which have independent outputs, RNNs depend on the previous segment of the se-
quence for their outputs.

However, within the RNN, there are many types available and they are as follows
from the paper [18]:

• One-to-One RNN- The most common type which provides “single output for
a single input”.

• One to Many RNN- This is used in many cases where it gives “multiple outputs
for a single input”.

• Many to One RNN- It is used when “multiple input requires single output”.
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• Many to Many RNN- This architecture gives “multiple outputs for multiple
inputs” and as a result within this type they follow two different approaches
and they are:

1. TX = TY where the input and output layers have the same size.

2. TX != TY where the input and output layers have different sizes.

Hence, as a result, we are following the Many to Many RNN model as our input is
the sequence of coordinates obtained while making a gesture and our output is an
array which contains the nuerons activated with the percentage matched with the
gestures present in the database, therefore the gesture corresponding to the highest
percentage matched is displayed, using a pre-processing method.

3.4.2 LSTM and GRU for Gesture Recognition

As mentioned [22] each backpropagation will give a gradient which will further be
used to update the weights required in the networks. Hence, when training any
standard RNN, these will lead to the “Vanishing Gradient” problems. Thus, when
dealing with longer sequences wieghts assigned gets smaller and smaller due to the
relative gradient. As a result, a short term memory problem is occured, where the
network does not learn from any earlier inputs.

To tackle this problem speacialized versions of RNN has been created, from which
two are being discussed upon

LSTMs, also known as ‘Long Short-Term Memory’ are a special type of Recurrent
Neural Network with the ability to learn long-term dependencies[6]. RNNs work
by connecting information found in the previous layer to the current assignment at
hand. With standard RNN, problems requiring short-term memory perform great,
but as soon as the program is required to remember data from a few steps back,
RNN struggles. LSTM, introduced by ‘Hochreiter’ and ‘Schmidhuber’ in 1997, was
designed to tackle this issue.

GRU (Gated Recurrent Unit), introduced by Cho et al. in 2014, solves the vanish-
ing gradient problem occuring in RNN. Another variant of the LSTM, GRU gives
similarly brilliant outcomes, even though they somewhat have similar construction
[13].

Since each of our gestures contains 30 frames of data, RNN, with its short-term
memory, fails to provide highly accurate predictions. Thus, we made the decision to
use both LSTM and GRU for our model and figure out which one performs better.

3.4.3 Working Mechanism of LSTM

LSTMs have a chain-like architecture, but the repeating module is different to that
of an RNN. There are four neural network layers instead of one, and they all interact
differently.
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Figure 3.5: LSTM3-chain

The horizontal line running through the top of the diagram, known as the cell state,
is crucial to LSTMs. It flows straight down the entire chain, carrying data along
with it. There are gates that let certain data through to the cell state while reject-
ing others. A sigmoid neural net layer makes up these gates along with a pointwise
multiplication operation. The sigmoid layer produces 0s and 1s which determine
whether the information is passed onto the cell state or not. The training process is
where the model learns when to open or close the gates based on the input it receives.

The initial step in the LSTM is to throw away unnecessary information and keep
the relevant ones. The ‘forget gate layer’ is responsible for making this decision. It
checks the input values and returns a number between 0 and 1 for each number in
the cell state. A 0 output would get rid of the data while a 1 indicates that the data
is important and needs to be kept.

The next step is to determine what additional data will be stored in the cell state.
This has two sections. The ‘input gate layer’, determines which values to update
first. A vector of potential new candidate values that could be added to the state
is then produced by a tanh layer. These two will be combined in the next step to
make a state update.

The old cell state is then updated into the new state. The forget gate layer multi-
plies the old state. After that, the result will be multiplied by the input gate layer
and candidate values layer. This gives the new candidate value, scaled to the extent
that is required to be updated for each cell state.

Finally, a decision on the parts to be outputted is made. Dependending on the
cell state, the output gets filtered. First, a sigmoid layer is run to determine which
aspects of the cell state will be output. The cell state is then multiplied by the
output of the sigmoid gate, which only outputs the desired portions, after being
passed through tanh to compel the values to be between -1 and 1.[6] Below 3.1 to
3.6 shows equations for different parts of the LSTM unit.
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it = σ (xtwxi + ht−1whi + ct−1wci + wi bais ) (3.1)

ft = σ (xtwxf + ht−1whf + ct−1wcf + wf bais ) (3.2)

zt = tanh (xtwxz + ht−1whz + wz bais ) (3.3)

ct = zt ⊗ it + ct−1 ⊗ ft (3.4)

ot = σ (xtwxo + ht−1who + ct−1wco + wobais ) (3.5)

ht = ot ⊗ tanh (ct) (3.6)

,where, the input gate, forget gate, output gate, and cell gate are respectively rep-
resented by it , ft , ot , zt. ct and ht are memory and output activation at time t,
where t = 1, 2, 3 .... Tk. The Equations 3.2, 3.3, 3.5 and 3.6 are the formulas for
forget, cell, output gates and hidden state [11]

3.4.4 Working mechanism of GRU

The behavior is temporal of the input data sequence that is incorporated into an
RNN which is a feed-forward neural network [1]. When the sequence is lengthy,
the expansion or contraction of gradients during error backpropagation may impair
RNN optimization.

Figure 3.6: GRU cell

To solve the gradient issue, we used GRUs [4], as indicated in Figure 3.6 Update
gate ’z’ and reset gate ’r’ are the two gates that make up a GRU. The output of
the hidden layer at timestep ’t’ is designated as ’ht’ in Figure 3.6, and the output
vectors of these gates at time-step ’t’ are denoted as ’zt’ and ’rt’, respectively. The
following is the calculation for these output vectors:

zt = σ (Wzxt + Uzht−1 + bz) (3.7)

rt = σ (Wrxt + Urht−1 + br) (3.8)

ht = (1− zt) ◦ ht−1 + zt ◦ tanh (Whxt + Uh (rt ◦ ht−1) + bh) (3.9)

where ”t” is the time-step index, ”α” denotes the function sigmoid, ”tanh” denotes
the hyperbolic tangent function, ”◦” denotes the ”Hadamard product” operation,
and ”bα ,” ”Uα” and ”Wα” denote the gate bias and weight matrix shared by the
hidden units in the same layer, respectively.
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3.5 Real-Time Gesture Recognition

We propose a design for a neural network that uses motion profile sequences to rec-
ognize hand gestures in real time. The network is made up of an LSTM encoder to
extract the hand gestures’ global temporal features and a softmax layer to calculate
their conditional probabilities. The figure shows the neural network that is being
constructed for our model.
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Figure 3.7: Neural Network Model

Since our model takes in landmarks saved as arrays which is needed to be fed into
the input layer, these landmarks are the inputs of our model. Hence, our neural
network models are of many-to-many networks, as from these inputs each neurons
are to be linked to give us the final output, which are the labels of our gestures.
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Figure 3.8: LSTM Architecture

In order to effectively extract temporal features from the 30 sequential frames ex-
tracted from an input gesture, we first use an LSTM encoder structure of 6 layers
according to our architecture structure as shown 3.8. These layers are stacked to-
gether of which 3 of them are of LSTM layers and each has 64 units, 128 units and 64
units respectively, each returning the results to the next layer. The rest 3 are of the
Dense Layers which works in the fully connected network layers and each has units
of 64, 32 and action shape layers respectively. The gesture is then translated into
an encoded vector, v. After the entire motion profile sequence has been read, the
hidden state is converted to the encoded vector, v = hTk,. The encoded vector serves
as a summary of the entire sequence. In order to create the class-conditional prob-
ability, ’s’, the encoded vector, ’v’, is connected to the softmax layer as follows,as
stated [12]:

s = S (Wsv +Wsbais)

where each element, [S(a)]i = eai/
∑

j e
aj , represents the predicted probability of

the i-th class.
A neuron’s activation function dictates whether it should be turned on. The output
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of a specific neuron is typically converted by the nonlinear functions to a value
between 0 and 1, and since our model needs to decide which specific neuron it needs
to activate, as a single label is needed as an output, relu activation is efficient.[15]
This is represented with the formula

g(x) = max(0, x)

Cross entropy is used as a loss function in training. A one-hot vector with a length
equal to the number of classes, C, is used to represent a ground truth label, y. The
cross entropy loss between the ground truth label, y, and the predicted probability,
s, can be calculated using the formula below:

l = −
C∑
i=1

yi log (si)

The optimizer used for this research is Adaptive Moment Estimation, also known as
Adam. This optimizer is quite effective when dealing with complex issues containing
a lot of data or factors. It is a combination of the “gradient descent with momentum”
algorithm and the ‘RMSP’ algorithm. Momentum is found as follows:

wt+1 = wt − αmt

where,

mt = βmt−1 + (1− β)

[
δL

δwt

]
where,
mt = “aggregate of gradients at time t [current]” (initially, mt = 0)
mt−1 = “aggregate of gradients at time t-1” [previous]
wt = “weights at time t”
αt = “learning rate at time t”
δL = “derivative of Loss Function”
δwt = “derivative of weights at time t”
β = “Moving average parameter (const, 0.9)”

Root Mean Square Propagation(RMSP) can be calculated using as shown in [17]:

wt+1 = wt −
αt

(vt + ε)1/2

[
δL

δwt

]
where,

vt = βvt−1 + (1− β)

[
δL

δwt

]2
where,
wt “weights at time t”
vt = “sum of square of past gradients”. [i.e sum(δwt/δwt−1 ] (initially, vt = 0)
αt = “learning rate at time t”
δL = “derivative of Loss Function”
δwt = “derivative of weights at time t”
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β = “Moving average parameter (const, 0.9)”
ϵ = “A small positive constant (10-8)”

Next, We again proposed another design for a neural network that will use the same
motion profile sequences to recognize hand gestures in real time. This network is
made up of an GRU encoder to extract the hand gestures’ global temporal features
and the same softmax layer to calculate their conditional probabilities. Hence,
we replaced the LSTM encoder architecture layers with that of the GRU layers
and formed our sequential model. With that, we are going to later find out the
differences in our model which will later be discussed in 4.3
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Chapter 4

Experimental Analysis & Results

4.1 System In Operation

The model begins by capturing a video using a webcam and OpenCV as stated in
3.2.1. The most recent 30 frames are taken and the gesture is detected by com-
parison of the sequential images. Mediapipe takes each of these frames and assigns
landmarks to them. The face, hands and body get differently labeled keypoints.
These are then fed into our both LSTM encoder and GRU encoder, where the data
is converted to a vector that can be used to generate a probability value. The value
found is compared with existing data present within the dataset to try and find the
closest match. Accuracy values are assigned to all available gestures in the library.
It is also worth mentioning that as we are using softmax, all the words in the dataset
obtain an individual percentage of accuracy, all of this adds up to 100%.Since, our
model has a threshold accuracy score of 70%, thus the gesture that has accuracy
higher than the threshold is selected as the model’s predicted answer. This is dis-
played on the screen and the model waits for more input from the user. Additionally,
our model disregards any word in case it appears more than once consecutively. This
makes sure that if more than 30 frames are assigned to a gesture, the system does
not display redundant data. Furthermore, using the OpenCv feed we are portraying
the output where the sequence of respective word’s gestures translate into complete
sentences.

(a) Nice to meet you (b) Give me food

Figure 4.1: Predicted Output

And this shows the individual words being predicted when a gesture is made and
the outputs are shown on the screen.
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Figure 4.2: Results
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4.2 Training and Testing Sets

In our model, we obtained 15 gesture sets each of which was repeated 30 times in
a different way. Furthermore, each gesture contains 30 frames, thus leading to us
having a dataset of 13500 frames. The 543 landmarks (containing 1662 coordinates)
of the frames are collected into an array of shapes (450,30.1662). We then split this
data in the ratio of 90:10 by a process of random selection. This ratio is chosen as
our model benefits from being trained with larger sets of data as opposed to smaller
ones. Therefore using larger sets of data improves the accuracy of our model. Fi-
nally, manual testing is done by a group of 5 different users. When a user makes
a gesture, our model takes the most recent 30 frames and uses them to predict the
gesture label. After it matches with a label from our trained set, the matched per-
centage is shown and also the word is printed on the screen. Further gestures given
as input would be processed by the model and words would be displayed as before
thus forming a full-fledged sentence.

Now, when we run both of our models, the parameters of our neural network are
shown. These normally are the connection weights, which in this instance are picked
up throughout the training phase. Thus, the algorithms themselves (and the input
data) tune these parameters.
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(a) LSTM parameters

(b) GRU parameters

Figure 4.3: Model Summary

Typically, the hyper parameters are the “learning rate”, “batch size”, and “num-
ber of epochs”. Both LSTM and GRU were found to use less training parameters
compared to other nueral networks, such as CNN. Thus, when using our model, it
was found that GRU uses 449,859 training parameters, whereas LSTM uses 596,675
training parameters, and both uses 0 non-training parameters. This makes our
training model run more efficiently and smoothly.
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4.3 Results

Our main objective with the suggested model is to detect American Sign Language
properly and reliably in the shortest amount of time. Because we created our model
for the benefit of those who are challenged with hearing and speech, our model should
be able to acknowledge gestures not only precisely but also at a fast enough rate
that will allow communication in real-time. As per the artificial neural network’s
context, an “epoch” is one loop of the whole training dataset. Usually, it takes
more than a few “epochs” to train a neural network. Since both GRU and LSTM
have the architecture necessary to provide solutions for our model, we tested each of
them to determine which neural network performs better. While train-testing our
model consisting of a minimum of 5 words, we found both GRU and LSTM reach an
accuracy of 100% by observing the accuracy against epoch graphs. However, GRU,
shown in figure 4.4, reaches that peak accuracy in a lot less epochs compared to
LSTM, figure 4.5.

Figure 4.4: GRU accuracy epoch graph

Figure 4.5: LSTM accuracy epoch graph

Judging by the numbers displayed by these graphs, and the use of parameters as
defined in 4.2 GRU might seem to be the obvious choice for our research as it is
significantly faster than LSTM. However, according to [29] GRU’s performance in
smaller datasets is fantastic, but as soon as the dataset starts getting bigger, its
accuracy starts dropping off and LSTM outperforms it. Since these tests were car-
ried out on a small library containing five words, the results came in GRU’s favour.
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When more words are added to the library, LSTM would become the ideal neural
network for this model.This problem occurs due to the major difference in LSTM
and GRU, where one of the gates in LSTM, known as the Output Gate, is not
present in GRU. Thus, GRU does not possess any internal memory. This memory
is solely the reason LSTM can be more accurate on a larger dataset, as stated [22]

So, keeping that in mind, after running both our models, we have decided to keep
our LSTM model as the final decision when implementing our larger datasets.
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We generated a confusion matrix for two words from our database. The train-test
split was in the ratio of 90 to 10. The confusion matrix shown below, figure 4.7 and
4.6, was made using the test data. Both the words returned high accuracy scores
with only one false data obtained in each case. This shows the reliability of our
models.

Figure 4.6: Hello

Figure 4.7: Food
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Chapter 5

Conclusion And Future Scope

5.1 Conclusion

To conclude, we can say that sign language recognition is a necessity for deaf and
mute people to communicate. According to WHO, there are around 5% of hearing
and speech impaired people around the world. Through this research, our main aim
was to find a way to remove the communication barrier between deaf-mutes and
normal people. To us, solving this issue seemed like a great opportunity to build
a real-time sign language model with the help of MediaPipe Holistic and Frame
Composition LSTM. Hence from this model, we have received an accuracy of 98.8%
and it stands out from the existing models because it recognizes the motion in real-
time whereas some only work with still or static hand gesture images or relies on
complex detection system hardware such as gloves or radar sensors.

5.2 Future Scope

In the future, we will be working on our current model and making it more efficient
by expanding the quantity of our dataset. Despite the increment in the amount of
data we also have a plan to implement Natural Language Processing ( NLP ) in our
dataset which will not only fix the grammatical issue as ASL has different grammar
than Basic “English”. Other than this, our model is not only restricted to ASL
it can be used to train and test any different sign language like CSL(Chinese Sign
Language), BdSL (Bangladesh Sign Language), and many others. As a result, this
diversity is only possible due to our implementation of MediaPipe Holistic and Frame
Composition LSTM. Our framework not only allows hand gesture detection but
amongst a wide range of applications it can also be used for Attention Span Tracking
in a Classroom or office, Fire Detection by tracking the motion of individuals or
multiple people, and lastly even detecting if an individual is doing YOGA poses
correctly. Also, we are trying to create an application that can be used on our
smartphones. Due to its real-time accuracy measurement, our model is already more
effective than most previous models. The system was created exclusively for research
purposes, although it may also be used for commercial purposes. Nevertheless,
helping those who are deaf or hard of hearing continues to be our first priority.
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