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Abstract

In the human body, cancer is a condition that causes cells to proliferate quickly and
uncontrolled across the whole body. It has the ability to arise in any of the billions
of cells that build up the human body. Human cells generally become divided and
turn into new cells as the requirement for human body. When cells get harmed
or turn aged, they perish, and young vesicle replace them. Cancer can take many
forms. Cancer is normally designated after the limb or tissues in which it arises. For
instance, kidney cancer starts in the kidney, blood cancer starts in the blood cells and
breast cancer starts in the human breasts. Cancer in breast is the maximal prevalent
and frequent disease in female population all over the world. The majority of women
identified with breast cancers are just above 50 in age, but breast cancer may strike
anybody at any age. In the developed world, in one out of every eight women is
diagnosed with breast cancer. However, early detection can help to prevent deaths
and save many lives. This paper focuses on prediction and prognosis of cancer
in breast using ML models where the paper provides accuracy of the ML deep
learning models in diagnostically identifying 569 patients where 212 malignant and
357 benign Fine Needle Aspirate ( FNAs) and its potential accuracy. Also, Recall
and the feature numbers in the database is obtained, which is depicted visually. First
of all, we have given an overview of ML and deep learning approaches including DT,
KNN and Linear SVC and ANN. We examine their BC implications. The Wisconsin
breast cancer database (WBCD) is a standard database for assessing results using
multiple techniques. This data set shows features such as tumor radius, concavity,
texture and fractal dimensions also defined the tumor as Benign or Malignant. After
implementing our selected models we find out the most efficient model with respect
to precision, recall, F1 score accuracy and confusion metric. We observed that ANN
obtains the height accuracy, which is 97.9%. We provided the necessary statistics
and graphs in our result part in this paper. We believe that our results may assist
lead to more accurate and guided screening in the future.

Keywords: Machine Learning; Linear SVC; DT; ANN; KNN Breast Cancer;
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Chapter 1

Introduction

1.1 ML in Breast Cancer

Nowadays, machine learning is being used massively in the field of research. Lots
of surveys and research are being conducted using machine learning approaches.
For instance, in agriculture sector, economic sector, industrial sector, medical sec-
tor, educational sector conducting research by machine learning technique. ML is
a very important sector of Artificial intelligence which engages in different kinds of
probabilistic, statistical and optimization technics that allow machines to “learn”
from previous instances and to identify difficult to perceive models from huge, ob-
streperous or complicated dataset [9]. ML is playing a significant role in medical
diagnoses. ML uses statistical techniques for enabling machines to enhance with
expertise. Machine sight is an undisputed component of pathological dispensation.
This includes presage of advancement and reaction, to gather knowledge from clinical
routine information and to dig up fatalistic sickness specimen through the diagno-
sis methodologies including Oxford Electromagnetic Acoustic imaging (Ox- EMA),
Hyper Spectral (HS), MRI, ultra sonogram, CT scan, microscopic images and his-
tology etc. However, we can prognoses and predict cancer using ML techniques. By
implementing ML techniques in different sorts of data sets (X-ray reports, images,
surveys, symptoms etc.) we can predict cancer in the human body. In accordance
with the worldwide cancer statistics: 2020 GLOBOCAN approximates of occurrence
and fatality globally for 36 types of Cancers have been found in 185 Countries.
Worldwide, an approximated 19.3 million latest cancer occurrences and nearly 10.0
million cancer demises happened in 2020. In accordance with the most recent sur-
vey of PubMed, statistics exceeding 1500 reports have been revealed on the basis
of ML and cancer. Added to that, most of them are about to perceive, categorize,
track out or characterize lump and other fatality using ML. Basically, those works
are about cancer identity and pathology. Very few papers have been revealed on
cancer prediction and prognosis. However, cancer prediction and prognosis is not
the same as cancer detection and diagnosis. Indeed, cancer prediction means the
identifying of a person or people of prophetic genetically interchange might favor
in prescribing the result of cancer treatment, comply for the allowance of patients
into distinguished groups for recherché therapeutic regulations. And prognosis is
basically the possibility that the distemper will be medicated effectively, and the
patient will get well. The most significant part of an individual is affected by cancer
are type and trace of the cancer, the period of the disorder, the organs where the
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cancer has expanded in the body, and the cancer’s grade (how dangerous the outlook
of the cancer cells in the microscope—a directing of the cancer how fast to enlarge
and expand). Another factors that play significant role in prognosis include the
biological and genetic features of the cancer affected cells (these features are occa-
sionally named as bio markers that can be ascertained by inelastic lab and imaging
exams), the affected person’s age and overall general health, and the area where the
affected person’s cancer reacts for treatment. However, in our research we will focus
on cancer prognosis and prediction and our target is to improve the accuracy of can-
cer susceptibility, sensitivity, cancer outcome prediction and prediction of survival
after having cancer-by using machine learning techniques. As we mentioned before,
researching in cancer is a very huge field and approximately 36 types of cancer have
been found all over the world. It is quite difficult to work on all types of cancers.
For the convenience of our research, we narrowed down the topic. Mainly in our
study we will work on breast cancer. Breast cancer is the second-biggest risk factor
for mortality for women worldwide, with over 8% of women developing the illness
over their lifespan [6]. As per a World Health Organization research, over 1 million
women will be newly diagnosed with breast cancer per year, with over half a million
women dying from the disease [6]. The frequency of breast cancer is expected to
rise in the future as the atmosphere continues to deteriorate. In the USA, there had
been roughly 182,460 newly diagnosed patients and 40,480 fatalities in 2008 [10].
Because the origins of breast cancer are uncertain, early identification is essential
for lowering the death rate. As soon as malignancies are discovered, the enhanced
treatment options are available. In shortly, breast cancer is the growth of cancerous
tissue in the breast. Symptoms of this disease are breast bulk, changes in breast
form and dimension, alterations in breast skin tone, breast pains, and gene changes,
among others. Therefore, early identification necessitates a precise and trustworthy
diagnostic that can discriminate between benign and malignant tumors. A success-
ful predictive algorithm ought to have a minimal rate of false positives (FP) and
false negatives (FN) [8]. Mammography was once the most reliable method for iden-
tifying and treating breast cancer. There are a lot of algorithms and techniques are
being used in this research field. For instance-RF, PCA, ANN, KNN, Linear SVC,
SVM, SSL, DT, YOLO etc. In our study we will focus on ANN, KNN, Linear SVC
and DT models and try to find the best outcomes.

1.2 Research Problem

The major obstacles in the breast cancer discovery as well as treatment procedure
are re-designing the examined channel, agreeing breast cancer growth flashes, devel-
oping preclinical structure, which precisely handles complicated cancers, aforetime
treatment, advanced forms of modeling and inflicting clinical examinations, and
amending delicacy which could be crucial for croakers as an extra and in advance
judgment. Notwithstanding, no ML mortality hazard bodement algorithm has been
validated or compared with much used prognostic hands in oncology. It is not clear
how various instruments erudition algorithms assimilate and if they can tastily clin-
icians to have timely colloquies about treatment and end-of- life preferences.
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1.3 Research Objectives

This study targets to develop a cancer prognosis and prediction method that will
determine if a person is with breast cancer or not by comparing factors. Such
as, medical history of a patient, major symptoms and test report including Lab
reports, Genetic tests, biopsies of tumor etc. All these works will be conducted
using Machine Learning approaches. In this study we have selected four techniques
of machine learning, they are ANN, KNN, Linear SVC and DT. Here is the main
objectives of our paper :
1. Our first objective is comparing the accuracy of ANN, KNN, Linear SVC and
DT in predicting breast cancer.
2. Then, we will observe which method is giving us a better outcome against our
dataset in this case.
3. After that, we will analyze everything and try to find out the efficient method to
predict breast cancer.
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Chapter 2

Literature Review

ML has been used in Cancer Prognosis for a long time and it became a very popu-
lar tool. By using many techniques like identifying relationships and patterns from
many datasets, the future of Cancer can be predicted. In this paper [26], we see
analyzing circulating miRNAs, which have been shown to be a potential class for
cancer diagnosis and detection. There are many related works [28], [24], [30], like
screening gene expression signatures are also one of the major works behind predic-
tion of cancer. According to a different study,[29] Clustering and regression are two
more common machine learning challenges that people face. In instances involv-
ing regression, a learning function is used to convert the data into a variable with
a real-value. Based on this approach, the value of a predictive variable may then
be calculated for each new sample. The objective of a common unsupervised task
known as clustering is to find categories or clusters of data items in order to classify
those data objects. Using this strategy, each new sample may be placed into one of
the previously established clusters based on the similarities in characteristics that
they all exhibit. Moreover, gene expression profiles, clinical factors, and histological
characteristics are also included in virtually all research as supplementary inputs to
the prognostic process. Decision Trees (DTs), Artificial Neural Networks (ANNs),
Bayesian Networks (BNs) and Support Vector Machines (SVMs) are among the
methodologies utilized in cancer research to construct predictive models, resulting
in efficient and optimum decision-making[27]. Machine learning algorithms have the
potential to enhance our understanding of cancer development, but they must first
be effectively validated before being put to use in clinical settings. From this paper
[17], they used J48 decision trees and also showed the performance analysis where
they create pruning trees, J48 employs an algorithm from Decision Tree. It’s possi-
ble that J48 is responsible for the growth of these trees. Malignant tumor is a term
that is used to categorize or classify a patient. Data entropy is a notion used in the
data mining technique. Each data feature is utilized. Divide the data into smaller
parts to come up with a decision. The error rates and accuracy of breast cancer
data with 699 tuples and attributes of 10 different types were investigated which
shows Correctly Classified Instances of 661 instances and Percentage is 94.5637%.
In this paper [22], they showed the accuracy and the test findings confirmed that the
FT classification with the greatest properly numbers instance which is 550 has the
highest high accuracy 97.7%. Also, it showed that FT is better compared to other
five algorithms. From this article [31], author used 699 samples and used decision
tree algorithms and accuracy is 99.55% given by 10- fold cross validation to measure
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the average error rate.
Latchoumiet al.[23] found that WPSO with SSVM for classification achieved 98.42%.
SVM can predict breast cancer better than Naive Bayes, according to Asri et al [13].
Osman et al.[11] used a two-step clustering technique with an effective probabilistic
vector support machine to analyze the WBCD with a 99.10 percent classification
accuracy. Naive Bayes (NB), Support Vector Machine (SVM), Decision Tree (C4.5)
and K-Nearest Neighbor (KNN) Machine Learning (ML) algorithms were compared
in terms of performance [19]. This study employed the Wisconsin Diagnosis of Breast
Cancer (WDBC) dataset [5]. The best result was 97.13 percent using the SVM
algorithm. Using decision tree classifier (CART), Christobel. Y and Sivaprakasam
got the result of accuracy is 69.23% in breast cancer datasets.
In this paper [25], author compared the accuracy using two algorithms, ANN and
logistic algorithm working with ensemble machine learning algorithms to get bet-
ter accuracy for diagnosing breast cancer. The author Qasem used MCWS (Marked
Controller Watershed) algorithm and got 95% accuracy [14].The experiment demon-
strated the usefulness of the SVM rejection model in lowering the FP rate when
compared to the results obtained without using the SVM rejection model. [21]
Shimizu reached 90% accuracy using Neural networks and Deep Learning. [12] Au-
thor Aruna obtained 68-79% accuracy using SVM and Nave Bayes with the UCI
database. Al-Hadidi, the author, was able to achieve an accuracy rate of 93.7% by
using the DWT tool for image filtering and the BPNN tool for processing. [20]. [18]
An accuracy of 84.2% was attained using Adaptive Resonance Theory with the UCI
database by Ahmad Junaid.
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Chapter 3

Workplan

As research data continues to get complex, having technology that can recognize
and predict the situation of cancer disease. Machine learning methods are capable
of detecting patterns and making predictions with the data that we took from various
people. In order to do so, we proposed a model which can detect any abnormality
and risk within the people. The below figure provides a simple work plan of the
model design. It will help to understand what we are actually planning to do and
what we have in our heads.

Figure 3.1: Flowchart of the Proposed Cancer Prognosis and Prediction Model

First of all, we will collect data of the patients and then start pre-processing the
data. According to our plan, next, we will divide the data into several groups. In the
end, we will decide if there is any risk of cancer. If there is risk, we will determine
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the actual stage of cancer for a specific person.

3.1 Dataset overview

For this research the methods of cancer prediction and prognosis which are SVC,
KNN, DT and ANN using machine learning techniques, we are using the Wisconsin
breast cancer diagnostic data set for predictive analysis. It is a numerical data set
where 32 attributes/column and 570 rows have been found, that means there are
570 individual’s data have been stored in this data set. The attributes of our dataset
are given in the below table.

Figure 3.2: Attributes of the Dataset

In this data set the Diagnosis attribute is a categorical data where we can find only
two features, they are M and B. Here M represents Malignant and B represents
Benegin. The rest of the attributes are numerical data. There are total 17 null
value in this data set. In radius mean column there are 9 values are missing, and 8
values are missing in the fractal dimension worst column. Our dataset is shown in
figure 3.3

Figure 3.3: Dataset

We have found out the correlation of each column in our data set. In figure 3.4, we
have shown all the correlation coefficient of each column in the correlation matrix.
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Figure 3.4: Correlation Matrix

3.1.1 DATA PREPROCESSING

We dropped the irrelevant column (feature) such as ‘id’. There are a total 17 null
values in this data set. In the radius mean column there are 9 values missing and
8 values are missing in the fractal dimension worst column. We dropped these null
values from our dataset. To construct our model algorithms, we selected “Diagnosis”
column as our target column where we find two object type unique values which are
“M” and “B”. For our convenience, we converted these object type values into
binary type values where “M” is represented by “0” and “B” is represented by “1”.
We observed that the number of “0” in our target column is 212 and the number of
“1” is 357. Figure 3.5 shows the frequency of our target column

Figure 3.5: Frequency of Cancer Diagnosis
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3.1.2 SPLIT DATA

We separated the columns into two categories to educate the model algorithms, they
are label and feature. The source columns of the dataset are named features, and
the result column we’re trying to predict is named label. The label in our dataset is
’diagnostic,’ while all the other columns are features. The entire dataset was then
separated into training (75%) and testing (25%) sets, with the classes distributed
evenly across the dataset.

9



Chapter 4

Methodology

For this research we are using methods of cancer prediction and prognosis which are
Linear SVC, Artificial Neural Network (ANN), Decision Tree (DT) and K-nearest
neighbors (kNN) using machine learning technique.

4.1 Linear SVC

The Support Vector Machine (SVM) was first introduced in 1995. Cancer diagnosis
and prognosis are increasingly relying on supervised machine learning classification
algorithms. In short, SVM’s purpose is to develop a model that assumes the key
parameters of the sample data given just the sample datasets features. Basically,
SVM looks at crucial samples from all classes, which are referred to as support vec-
tors, and then splits them as far as possible using these support vectors to construct
a linear function. After that, SVM is used to generate a mapping from an input
vector to a heavy space in order to choose the optimum hyper plane for classifying
the dataset. [7] They uses this linear classifier to maximize the marginal distance
between the selected hyper—plane and the closest data point. Different Kernel func-
tions may be used for the decision function. Custom kernels may be defined as well
as the common ones.Talking about kernel, there come SVC. They are essentially
various implementations of the same algorithm. The SVM module (e.g., SVC) is a
container over the libsvm library and supports several kernels, whereas LinearSVC
is built on liblinear and only accepts a linear kernel. Since these implementations are
different, in reality users will obtain various outcomes, the most notable ones being
that Lin- earSVC only supports a linear kernel, is quicker and can scale a really well.
SVC take slightly different sets of parameters and have distinct mathematical for-
mulations. LinearSVC, on the contrary, is another (quicker) deployment of Support
Vector Classification for the scenario of a linear kernel. Note that LinearSVC does
not take parameter kernel, since this is expected to be linear. It also lacks several of
the properties of SVC, such support. The purpose of a Linear SVC (Support Vector
Classifier) is to accommodate to such data users supply, providing a “best fit” of
support vectors that classifies, or characterizes, all data. From that, after receiving
the support vectors, one can then input some characteristics to the classifier and see
what the “predicted” category represents. In this paper, we will use Linear SVC.
From the figure 4.1, we can observe the graph view of these models, where 0 repre-
sents a loss and 1 represents a win. As a consequence, if the predictive final value is
lower than 0.5, the outcome is marked a loss; if it is greater than 0.5, the outcome

10



Figure 4.1: Linear SVC

is labeled a win.
The process that is follows by linear SVC is given below:
1.It finds lines or limits that categorise the training dataset.
2. It picks the line with the greatest distance from the closest data points.

The accuracy rate is 95.80% and it is similar with the Decision Tree Algorithm.
In addition, it has the highest precision score which is 98.84% compared to others.
But, it has the lowest recall score, which is 94.44%. F1 score is 96.60% and it is
close to Decision Tree’s F1 score.

4.2 Artificial Neural Network

The ANN (Artificial Neural Network) is a computer system designed to automati-
cally perform the following brain functions: B. Generating new information through
learning, generation, and discovery [4]. There are typically 3 layers: an input layer,
one or more hidden layers, and an outer layer [1]. Each layer contains a certain num-
ber of interconnected neurons or nodes. Each neuron connects with other neurons
through connection weights and communication links. Signals travel along the neu-
ron due to the weight of the connection. Each neuron receives a set of inputs from
other neurons in proportion to the weight of the connection and produces an output
signal that other neurons can produce. To create an ANN model, the network goes
through two processes, and they are testing and training. For training, the network
is trained to predict the output based on the input. We also test storing failures or
training data in the network for testing and use to predict the output. When the er-
ror under test reaches the desired tolerance, the network training process ends. The
most common and widely used algorithm is the Back-Propagation (BP) algorithm
[2]. BP is classified into two phases: forward propagation and back-propagation.
The BP learning algorithm uses a linear reduction algorithm. The BP algorithm
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is used to improve network performance by changing the weights along the ramp
to reduce overall error. When the mean squared error (MSE) stops decreasing and
starts to increase, training stops, indicating overtraining.

Figure 4.2: Flowchart showing the description of the ANN-FFBP algorithm

Pros:
1. Traditional programming information, for example, is kept throughout the net-
work instead of in a database.
2. Has the ability to work with imperfect knowledge.
3. Damage to one or more cells of the ANN does not interfere with output data
generation.
4. ANN makes decisions by studying events and commenting on similar events.

Cons:
1. ANN depends on the implementation of the equipment, as its architecture re-
quires a processor with parallel computing power.
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2. When ANN makes an investigation decision, it does not provide a clue as to why
or how.
3. There are no specific rules defining the structure of an ANN.
4. The mapping mechanism defined here has a direct impact on network perfor-
mance, which depends on the capabilities of the user.

The process for ANN algorithm is follows:

1. To begin the procedure, delegate randomized weights to all links.
2. Determine the activation rate of hidden nodes utilizing inputs and links (input >
hiddennodes).
3. Determine the rate of activation of exit buttons through using activation rates of
hidden buttons as well as exit links.
4. Determine the error rate at the exit node and re-calibrate all links between the
hidden and exit nodes.
5. Minimize the error at the hidden nodes by using the weights and errors discovered
at the exit node.
6. Realign the weights between the hidden nodes and the input nodes
7. Continue the cycle till the convergence conditions are met.
8. Label the activation rate of exit nodes using the last link weight.

The accuracy rate is 94.40% which is lower compared to other implemented al-
gorithms, however similar to KNN. The precision score is 93.62% and it’s the lowest
precision score among other implemented algorithms. Moreover, it has the highest
recall score, which is 97.78%. F1 score is 95.65% and it is slightly higher than KNN.

4.3 Decision Tree

Data mining using the Decision Tree Algorithm is a common practice in the field
of Machine Learning. DT uses a tree structure to arrange a number of laws. It is
amongst the most useful non-parametric supervised learning methods. To evaluate
a classifier’s performance, test data is drawn at random from training data after
the tree or principles have been established during the process of learning. After
accuracy is validated, unmarked data is classified using the tree or principles learned
during the learning phase A Decision Tree, like a tree, has a root node, a left sub-
tree, as well as a right subtree. A class label is expressed by a tree’s leaf nodes. The
conditions on the attributes are represented by the arcs from one node to the next
[3]. In the case of Breast Cancer diagnosis, a Decision Tree is an effective tool for
classification and prediction. ID3, C4.5, C5, J48, CART, CHAID, SLIQ, SPRINT,
ScalParc, and other Decision Tree methods are available to classify the data [15].
CART is an acronym developed by Leo Breiman to define Decision Tree algorithms
that may be used to address classification or regression predictive modeling prob-
lems. The technique Ross Quinlan used to generate Decision Trees, C4.5 (J48), was
previously described. Quinlan’s previous ID3 method was expanded upon in C4.5.
As a statistical classifier, C4.5 creates Decision Trees that may be used for catego-
rization. In 2008, Springer LNCS published the famous Top 10 Algorithms in Data
Mining, which put it at the top of the list.
A 10-fold cross validation is done on the test and training data in this publica-
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Figure 4.3: Performance Analysis using DT

tion [32]. Using WEKA (Java Toolkit for numerous data mining methods), the J48
method is applied to the dataset, and the data is categorized as “benign” or “ma-
lignant” based on the Decision Tree’s final result after preprocessing. Figure 4.4
depicts the research flow utilized to construct the model.

Figure 4.4: Breast Lump Detection Flow Diagram

The treatment choices available to a patient with a breast cancer diagnosis depend
on the stage of the illness and the doctor administering the therapy. For the optimal
treatment, a variety of aspects are considered, including the type of patient, their
age, and their overall health. Figure 4.5 is a flow diagram illustrating a few of the
alternatives available to a patient following a breast cancer diagnosis.
The process for the Decision-Tree algorithm is as follows:

1. Take the best characteristic of the given traits at the root of the tree
2. The training dataset should then be divided into subcategories.
3. To produce these splitting subsets, it needs to construct each subset with data
of the very same valuation for an input variable .
4. Repeat steps 1–3 upon every subset till the leaf component of every branch is
discovered.
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Figure 4.5: Flow Diagram for Patient Diagnosis

The accuracy rate is 95.80% which is the highest accuracy score among other ap-
plying algorithms. Precision score is 97.72% and it is quite close to the Linear SVC
precision score but higher than KNN and ANN. Recall score is 95.56% similar to
KNNs recall score. It has the highest F1 score, which is 96.62%.

4.4 K-Nearest Neighbors

KNN is a supervised machine learning technique for dealing with similarity. KNN
is an acronym that stands for K-Nearest Neighbors. It is certainly a classification
method that guesses a target variable’s class based on a predefined amount of near-
est neighbors. It will compute the distance between the instance to be classified
and each instance in the training dataset, and thereafter categorize the instance
through using the largest proportion of classes of the k-nearest instances. A super-
vised classification technique, such as k-Nearest Neighbor, needs training data, but
an unsupervised algorithm does not need that [16]. The equation of KNN:
The k-nearest neighbor classifier assigns a weight of 1/k to the k nearest neighbors
and a weight of 0 to all others. This is applicable to weighted closest neighbor
classifiers. That is, where the ith nearest neighbor is assigned a weight wni, with
i=1nwni=1. A similar finding holds for the strong consistency of weighted closest
neighbor classifiers.
Let Cnwnn symbolize the weighted closest classifier with weights wnii=1n. Subject
to regularity conditions on the class distributions the excess risk has the following
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asymptotic expansion RR(Cnwnn)- RR(Cbayes)=(B1sn2+B2tn2)1+o(1), For con-
straints B1 and B2 where sn2=i=1nwni2 and tn=n-2/di=1nwnii1+2/d-(i-1)1+2/d
The optimal weighting scheme wni*i=1n, that balances the two terms in the dis-
play above, is given as follows: set k*=Bn4d+d wni*= 1k*[1+d2-d2k2/di1+2/d-(i-
1)1+2/d] for i= 1,2, k* and wni*=0 for i=k*1+1,....n
With optimal weights, the main term in the asymptotic increase of the excess risk
is O(n-4d+4).

Figure 4.6: Flowchart of KNN model

The accuracy rate is 94.40% and it is similar to ANNs accuracy rate. Precision score
is 95.56% which is higher than ANN but lesser than Decision Tree and linear SVCs
precision score. Its recall score is 95.56% and it’s higher than linear SVC. Also, its
F1 score is also similar to its recall score.
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4.5 Reasons behind choosing KNN, DT, Linear

SVC and ANN

KNN, Decision Tree (DT), ANN and Linear SVC are 4 popular techniques. Firstly,
KNN predicts that objects that are identical are adjacent nearby. To put it another
way, elements that are identical are closely together. Actually, it focuses on pattern
recognition. In simple words, KNN incorporates the notion of resemblance (also
called as distance, proximity, and so on) with some fundamental mathematics, such
as determining the distance between graph nodes. Our second algorithm is Decision
Tree (DT). When employing a Decision Tree approach, there is no need to standard-
ize or normalize the data that has been collected. We are capable of dealing with
both continuous and categorical variables with the help of DT. The pre-processing
phases of a Decision Tree making model require less code and analytics, with the ex-
ception of usual data pre-processing stages. Then ANN (Artificial Neural Networks)
is chosen for its ability to work with incomplete knowledge. Despite the insufficient
information, the data can result in terms after ANN training. The relevancy of the
missing data determines the level of performance lost in this case. Another advan-
tage of ANN is having a distributed memory. In order for the network to learn, it
must first identify the instances and then train it according to the desired output
by providing it these examples. The network’s outcomes are highly correlated with
the examples used, and if the event cannot be shown to the network in all of its
dimensions, the network may provide a misleading reading. Lastly, Linear SVC’s
ultimate aim is to fit the data we provided as well as provide a “best suited” hy-
perplane which classifies or characterizes given data. Following that, one may input
some attributes to the classifier to evaluate whatever the “expected” class is after
obtaining the hyperplane. Moreover, it optimizes quadratic hinge loss rather than
just hinge loss, but it also marginalizes the extent of the bias. One interesting fact
is that the wider the number of data, the faster Linear SVC tends to intertwine.
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Chapter 5

Result & Discussion

The data was subjected to feature selection and extraction techniques in order to
reduce the scale of variables, resulting in minimal duplicates of the original dataset.
The datasets were trained using KNN, Linear SVC, DT, and ANN. The classifica-
tion of data is produced after all of these have been implemented using Python.
We determined the accuracy, F1 score, precision score, and recall score of the four
different approaches.

Figure 5.1: Representation of the confusion matrix

Precision: Precision is the percentage of relevant examples among the recovered
instances in pattern recognition and machine learning classification.Positive predic-
tive value is another name for it.For instance, the precision of our KNN model is
95.56% ,that means when it predicts that the patient has breast cancer it is correct
around 95.56% times. Precision in mathematics is defined as:

Precision =
TruePositive(TP )

TruePositive(TP ) + FalsePositive(FN) (5.1)
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Models Precision
KNN 95.56%

Linear SVC 98.83%
Decision Tree 97.72%

ANN 97.80%

Table 5.1: Precision of Four Models

The precision of our models are shown in below table 5.1 respectively:
Recall: In pattern recognition, classification, and information retrieval, recall is
just as important as precision. It is a performance indicator that evaluates the
percentage of successfully recognized positive cases.For instance, the recall of our
Linear SVC model is 94.44% ,that means it is correct around 94.44% times while
predicting the true positive value. It can be expressed mathematically as:

Recall =
TP

FN + TP (5.2)

The recall of our models are shown in table 5.2 respectively:

Models Recall
KNN 95.56%

Linear SVC 94.44%
Decision Tree 95.56%

ANN 98.89%

Table 5.2: Recall Score of Four Models

Accuracy: In machine learning, a variety of measures are used to analyze a model’s
predicted accuracy. The accuracy metric to use is determined by the machine learn-
ing problem. These indicators must be examined in order to determine whether our
model is operating properly.For instance, the precision of our ANN model is 97.9%
,it 97.9% correct in breast cancer prediction. It is determined by,

Accuracy =
TN + TP

TP + FN + TN + FP (5.3)

The accuracy of our models are shown in table 5.3 respectively:
F1: In machine learning, the F1-score is one of the most important evaluation
criteria. In the establishment of a single statistic, the harmonic mean of a classifier’s
precision and recall are used by the F1-score.

F1score =
2TP

2TP + FN + FP (5.4)

19



Models Accuracy
KNN 94.41%

Linear SVC 95.80%
Decision Tree 95.80%

ANN 97.90%

Table 5.3: Accuracy Score of Four Models

Models F1 Score
KNN 95.56%

Linear SVC 96.59%
Decision Tree 96.62%

ANN 98.34%

Table 5.4: F1 Score of Four Models

The F1 score of our models are shown in below table 5.4 respectively:
In order to provide a better view of how effectively our proposed classification model
works, the confusion matrix was also shown. The picture summarizes and displays
the number of correct and incorrect predictions made by our algorithms while de-
tecting authentic and false data.
In the confusion matrix of KNN algorithm we find out respectively that the number
of individuals have symptoms and they are cancer positive is 49, the number of
individuals do not have symptoms but they are cancer positive is 4, the number of
individuals have symptoms but they are not cancer positive is 4 and the number of
individuals neither have symptoms nor they are cancer positive is 86. Which are
shown in the figure 5.2.

Figure 5.2: Confusion Matrix of KNN

In the pie chart, we see their percentage figure 5.3.

20



Figure 5.3: Pie chart of KNN

In the confusion matrix of Linear SVC algorithm we find out respectively that the
number of individuals have symptoms and they are cancer positive is 52, the number
of individuals do not have symptoms but they are cancer positive is 1, the number
of individuals have symptoms but they are not cancer positive is 5 and the number
of individuals neither have symptoms nor they are cancer positive is 85. As depicted
by Figure 5.4

Figure 5.4: Confusion Matrix of SVC

In the pie chart, we see their percentage, figure 5.5.
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Figure 5.5: Pie chart of SVC

In the confusion matrix of Decision Tree algorithm we find out respectively that
the number of individuals have symptoms, and they are cancer positive is 51, the
number of individuals do not have symptoms, but they are cancer positive is 2, the
number of individuals have symptoms but they are not cancer positive is 4 and the
number of individuals neither have symptoms nor they are cancer positive is 86.
shown in the figure 5.6.

Figure 5.6: Confusion Matrix of DT

In the pie chart, we see their percentage, figure 5.7.
In the confusion matrix of ANN algorithm we find out respectively that the number
of individuals have symptoms, and they are cancer positive is 51, the number of
individuals do not have symptoms, but they are cancer positive is 2, the number of
individuals have symptoms, but they are not cancer positive is 1 and the number
of individuals neither have symptoms nor they are cancer positive is 89. Which are

22



Figure 5.7: Pie chart of DT

shown in the figure 5.8.

Figure 5.8: Confusion Matrix of ANN

In the pie chart we see their percentage, figure 5.9.
In the figure, 5.10 and 5.11 we are showing the model accuracy and model loss of
ANN.
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Figure 5.9: Pie chart of ANN

Figure 5.10: Model Accuracy of ANN
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Figure 5.11: Model loss of ANN

For the better understanding of our model we have found out the ROC curves and
the value of area under ROC curve which is called AUC. The AUC value of KNN, DT
and ANN are respectively 0.970440251572327, 0.95890853249475 and 0.994. This
graph shows the performance of our models at all classification terminations. In this
graph two parameters are being plotted, they are “True Positive Rate” and “False
Positive Rate”.True positive rate is being plotted in ”Y” axis and the False positive
rate in the ”X” axis.
True positive rate is denoted by,

TPR =
TP

TP + FP (5.5)

False positive rate is denoted by,

FPR =
FP

FP + TN (5.6)

The ROC curve of our models are shown in figure 5.12 to 5.14 respectively,

25



Figure 5.12: ROC curve of KNN

Figure 5.13: ROC curve of DT
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Figure 5.14: ROC curve of ANN

The results of the different classifier algorithms are compared. Table (5.5) shows
the performance metrics of our best result.

Figure 5.15: Accuracy Comparison

We observe the accuracy compassion of our models in the bar diagram in figure 5.15.

According to the results provided in the table 5.5, the Decision Tree and linear SVC
achieved the accuracy, with a score of 95.8%. In summary, Decision Tree outper-
forms Linear SVC in terms of accuracy and F1 score, while Linear SVC outperforms
Decision Tree in terms of precision. We can observe that KNN has the lowest ac-
curacy which is 94.41% respectively precision and F1 of KNN is also the lowest.
While ANN has the best accuracy among all the models which is 97.9%.In terms
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Models F1 (%) Precision (%) Recall (%) Accuracy (%)
KNN 95.56% 95.56% 95.56% 94.41%

Linear SVC 96.59% 98.83% 94.44% 95.80%
DT 96.62% 97.72% 95.56% 95.80%
ANN 98.34% 97.80% 98.89% 97.90%

Table 5.5: Performance Matrix

of precision Linear SVC outperforms rest of the three models. On the other hand
ANN outperforms all the models in terms of F1 and accuracy. So overall ANN is
the best fitted model according to our research.
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Chapter 6

Conclusion

We attempted to present the fundamentals of machine learning while highlighting
their application in breast cancer prediction and prognosis in this review. To be spe-
cific, we found some aptitude after various kinds of ML processes are being applied,
various kinds of educated data are being mobilized, the cases of breast cancers being
studied, types of endpoint prediction being made and overall performance of all of
these methods for prediction of breast cancer. Many recent research on breast can-
cer employed supervised machine learning approaches and classification algorithms
to construct prediction models that could accurately forecast the course of the dis-
ease. This is what we found after reviewing a number of these studies. Although
most studies are typically adequately designed and verified, more attention to ex-
perimental design and implementation appears to be required. Improvements in
experimental design and biological validation will undoubtedly improve the overall
quality, generality, and repeatability of many machine-based classifiers. We tried to
compare the outcomes of 4 different types of methods which has been used world-
wide. Additionally, another intention was to go through with a wider number of
parameters and analyze the outcomes. As breast cancer is a vast area of study, we
tried to focus on some very specific points. To sum up, we anticipate that if study
quality continues to improve, the use of machine learning classifiers will become
much more prevalent in many clinical and hospital settings. Here, it was aimed to
present the principles of ML while emphasizing their use in breast cancer prediction
and prognosis. We discovered significant patterns connected to the various types of
machine learning methods employed, the diversity of training data integrated, the
breast cancer cases analyzed, the sorts of Endpoint prediction done, and the overall
performance of all these breast cancer prediction approaches. We discovered that the
majority of studies aimed at developing predictive models using supervised machine
learning and classification algorithms to predict genuine illness outcomes used super-
vised machine learning methods and classification algorithms after sifting through
several breast cancer studies published in recent years. Although most investiga-
tions are sufficiently structured and controlled, additional attention to experimental
design and implementation appears to be required. Improvements in experimental
design and biological validation will undoubtedly increase the overall quality, gener-
ality, and repeatability of many machine-based classifiers. We attempted to compare
the outcomes of four distinct types of approaches employed all around the world.
Another goal is to take into account a wider number of parameters and examine the
outcomes. We attempted to focus on very specific areas because breast cancer re-
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search is such a broad field. In conclusion, we believe that as study quality improves,
the use of machine learning classifiers will become considerably more widespread in
various medical settings, including institutions.

6.1 Future Work

After all, we believe that our work is one small step towards making it great one
day.Also, we added four different algorithms in our research, which makes it different
from other research as other research added one or two machine learning algorithms.
Our future goal is to apply the four different ML algorithms Decision Tree, Artificial
Neural Network (ANN), KNN and Linear SVC to larger datasets and compare which
algorithm provides the best accuracy for breast cancer prediction.We have also plan
to work with deep learning and Neural network models where we will use the image
data set instead of numerical data set. Today, cancer in breast is becoming a major
intimidation to fermale population all over the world. If we can predict cancer
in breast through machine learning, it will be very helpful for medicine to start
treatment as early as possible.
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