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Abstract

As the name refers, this research aims to develop an automated voice chat system
in Bengali language for the banking system. The system enables clients to learn
about detailed information such as account opening queries, loan requirements, fund
transfer limits, etc. through a natural language-based interactive voice response
system. The system will use speech recognition technology to understand the cus-
tomer’s voice commands and respond accordingly in Bangla.It uses the sentence
summarization technique and also uses text-to-speech technology to provide spoken
responses to the customers. Customer call centers have grown in popularity as a
result of pandemics and are now widely employed in a variety of industries, includ-
ing e-commerce, hospitals, banks, credit card assistance, and government agencies,
among others. Also, it is more difficult to satisfy all of the call center clients due to
humans’ constraints on being available 24 hours a day and the variation in waiting
times. In order to effectively manage consumers by giving a domain-based answer
in the customer’s local tongue, customer service must be automated, especially in
emerging nations like Bangladesh where the number of contact support centers is
growing. While most people speak in Bangla, there hasn’t been much progress made
in automating customer service in the local tongue. By recognizing user voices,
defining users’ issues in the standardized Bengali language, and gathering users’
replies into the database to provide feedback in accordance with the queries, our
established approach, ”Shohojogi”, can reply to that customer’s requirement. The
ability to listen and speak with the user is implemented using speech recognition by
the wav2vec2 model while for text summarization we used the seq2seq model and
the ability to understand and find the related information is implemented by using
the doc2vec model. Finally, we use gTTS for text-to-speech conversion.

Keywords: Voice Chat System, Bangla Speech Recognition, Text Similarity, Text
to Speech (TTS).

iv



Dedication

We wish to devote all of our educational efforts and sacrifices to our wonderful
parents, without whom we are useless. We likewise dedicate our thesis report to Dr.
Muhammad Iqbal Hossain, sir, who filled in as our supervisor and who mentored us,
taught us in the advancement of our abilities and characters as proficient experts.

v



Acknowledgement

BRAC University provided support to facilitate the completion of this study.
We appreciate the Almighty Allah for protecting us during the COVID-19 outbreak
and allowing us to complete our research.
We would like to take this opportunity to thank our supervisor, Dr. Muhammad
Iqbal Hossain, and another special mention, Dr. Farig Yousuf Sadeque, for every-
thing that they have done to help us and for letting us work for them.
Finally, many thanks to our parents for their kind prayers and support. Also, we
lost our beloved Hossain Arif, sir, along the way, but he will live on forever in our
hearts.

vi



Table of Contents

Declaration i

Approval ii

Ethics Statement iii

Abstract iv

Dedication v

Acknowledgment vi

Table of Contents vii

List of Figures ix

List of Tables x

Nomenclature xi

1 Introduction 1
1.1 Research Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Research Aim and Objective . . . . . . . . . . . . . . . . . . . . . . 4

2 Related Work 6

3 Background Studies 7
3.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Speech Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3 Text Summarization . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.4 Sentence Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 Text to speech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4 Methodology 14
4.1 Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Speech Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.2.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2.2 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2.3 XLS-R Wav2vec2 Model . . . . . . . . . . . . . . . . . . . . . 16
4.2.4 CTC Algorithm and Wav2Vec2 CTCTokenizer . . . . . . . . 17
4.2.5 Model Implementation and Training . . . . . . . . . . . . . . 17

vii



4.3 Text Summarization . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3.2 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3.3 Model implementation . . . . . . . . . . . . . . . . . . . . . . 19

4.4 Sentence Similarity Measurement . . . . . . . . . . . . . . . . . . . . 20
4.4.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.4.2 Data Preprocessing . . . . . . . . . . . . . . . . . . . . . . . 20
4.4.3 Model Implementation and Training . . . . . . . . . . . . . . 20
4.4.4 Cosine Similarity . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.4.5 Jaccard Similarity . . . . . . . . . . . . . . . . . . . . . . . . 21

4.5 Text-to-speech (TTS) Synthesis . . . . . . . . . . . . . . . . . . . . . 22

5 Experiments and Results Analysis 23
5.1 Speech Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2 Text Summarization . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.3 Sentence Similarity Measurement . . . . . . . . . . . . . . . . . . . . 28
5.4 Text-to-Speech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

6 Conclusion and Future work 34

Bibliography 39

viii



List of Figures

4.1 WorkFlow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Voice Sample Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3 Fine-Tune XLSR-Wav2Vec2 for low-resource ASR with Transformers 16
4.4 Random Sample Data . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.5 81 Vocabulary Found . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.6 Seq2Seq model with attention . . . . . . . . . . . . . . . . . . . . . . 20

5.1 Importing Dataset from Common voice . . . . . . . . . . . . . . . . 23
5.2 Training Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.3 Wav2Vec Model Training . . . . . . . . . . . . . . . . . . . . . . . . 25
5.4 Wav2Vec Model Training . . . . . . . . . . . . . . . . . . . . . . . . 25
5.5 Samples From BANS dataset . . . . . . . . . . . . . . . . . . . . . . 26
5.6 Dataset Word Count . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.7 Seq2seq model training . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.8 Showing the training and testing value loss . . . . . . . . . . . . . . . 28
5.9 Predicted summary generation . . . . . . . . . . . . . . . . . . . . . . 28
5.10 Doc2vec model training . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.11 Sample Question and Answer from Dataset . . . . . . . . . . . . . . . 29
5.12 Generating Sentence Similarity . . . . . . . . . . . . . . . . . . . . . 30
5.13 Generating Response . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.14 Question Variations and Responses . . . . . . . . . . . . . . . . . . . 31
5.15 Question Variations and Responses . . . . . . . . . . . . . . . . . . . 31
5.16 Question Variations and Responses . . . . . . . . . . . . . . . . . . . 32
5.17 Implementing Text to Speech . . . . . . . . . . . . . . . . . . . . . . 33

ix



List of Tables

5.1 Comparison Between Different Sample Input . . . . . . . . . . . . . . 26
5.2 Predicting the model accuracy . . . . . . . . . . . . . . . . . . . . . . 32

x



Nomenclature

The next list describes several symbols & abbreviation that will be later used within
the body of the document

ϵ Epsilon

ϵ Epsilon

υ Upsilon

υ Upsilon

API JavaScript Object Notation

BIQAS Bengali Intelligence Question Answering System

BNLP Bengali Natural Language Processing

CNN Convolutional Neural Networks

GS Google Speech

NLP Natural Language Processing

RNN Recurrent Neural Networks

SV D Singular Value Decomposition

TF − IDF Term Frequency-Inverse Document Frequency

AWS Amazon Web Services

DM Distributed Memory

HMM Hidden Markov Model

LSTM Long Short-Term Memory

LV CSR Large Vocabulary Continuous Speech Recognition

MOS Mean Opinion Score

POS Parts Of Speech

xi



Chapter 1

Introduction

The term ”customer service” in the banking sector refers to the many channels
through which a financial institution communicates with its clients in order to re-
spond to their needs, inquiries, and complaints. Today’s customer service extends
much beyond the standard phone support worker. It can be accessed through email,
the web, text messages, and social media. Many businesses also offer self-service
assistance, allowing customers to obtain answers at any time of day or night. Cus-
tomer service is more than just answering questions; it’s an essential aspect of the
promise your company makes to its customers. The objective of customer service
within the banking sector is to establish favorable customer experiences and culti-
vate enduring customer relationships. The efficacy of customer service is a crucial
element in the banking industry, as it facilitates the establishment of confidence
and allegiance among customers, thereby potentially resulting in heightened con-
tentment and preservation. For example, BRAC Bank uses the information center
phone number as its customer service. This information center will listen to the
user’s questions and tell the information that users need. They also have a section
where the customers can file their complaints and within 48 hours [10], a service
provider will help them with solutions.
An automated chat system is a piece of software that can carry on a discussion
with a human (through text or speech) about specific subjects and in a particular
language. The advancement of technology drives customer service to improve, and
the goal of this study is to further that development. This study hopes to create a
voice intelligence conversation bot that can provide services similar to those offered
to customer service. According to a report, voice automated systems can save
businesses $20 million globally, and this sum is expected to reach $8 billion by end
of 2023. A voice system allows users to communicate with a device or service by
just speaking to it. It also can understand a said inquiry or request and structure an
appropriate audio answer using artificial intelligence and Deep learning [36]. Voice
automated system released a list honoring current popular voice brand innovators
because of the increased acceptance of voice-first devices like smart speakers in
recent years, an increasing number of businesses have realized that voice is a great
tool for interacting and engaging with their audience such as Bank of America,
Mercedes, BBC, Nike, Sephora, etc. [23]. Also, PayPal pioneered using a voice-
activated system in 2016 for their payment and customer care system [34]. Human
customer support engagements will be decreased by 30% in the next two years,
according to McKinsey. This ultimately indicates that in the future, chatbots and
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speech bots might control up to 70% of these encounters [45]. Voice systems reduce
waiting times and improve the quality of customer service. Voice bots have a distinct
advantage in terms of immediacy, owing to the fact that they save clients from
having to put in a question or request. If you only look at the data, humans can
type 53.5 words per minute on a normal keyword, but they can speak around 161
words per minute, which is more than triple the number of words they can type
[45]. As a result, speech recognition system assistants deliver on their promise of
providing real-time customer assistance conversations with little downtime. Many
consumers appear to be concerned about the quality of customer service when it
comes to automation. However, why should it be considered harmful if a VoiceBot
is used to answer inquiries that can be answered automatically and hence swiftly
and at any time? When given the option of waiting longer to speak to a person
or receiving an answer directly from a Voice assistant, many individuals will choose
artificial intelligence. Because, in the end, the criterion for a satisfying customer
experience is whether customer problems were quickly and competently recorded
and resolved, not whether a human being talked to them. Although they are not
identical, it is helpful to think of a voice bot in the same way that a chatbot is
supposed to. Both are built on the same underlying technology and are designed to
understand a customer’s issue and find and offer the best possible solution. Text-
based chatbots can perform various tasks ranging from booking a hotel reservation
to paying a bill, thus making life easier for consumers [45]. The use of text as
an input modality is a constraint because it necessitates using a keyboard at all
times when a user (the blind) wants to speak with the bot[15]. Voice bots are more
natural and efficient because they do not rely solely on humans’ most basic mode
of communication (speech/voice) [34]. Nonetheless, it will offer a better-integrated
customer experience with quick voice feedback, allowing users to multitask more
efficiently. The use of voice services provides a level of trust from the user to the
service being used [19], boosting usability and ensuring that the service is available to
users at all times [3]. Users can complete tasks considerably faster using voice chats
than typing. Younger generations have largely fueled the popularity and adoption of
voice bots across a variety of use cases, including customer service. In fact, 51% of
consumers aged 14 to 17 had used a speech or voice recognition interface or gadget.
Consumers aged 18-34 accounts for 38%, customers aged 35-55 account for 27%, and
consumers aged 55 and up an account for only 15% [32]. This speech intelligence
conversation bot combines speech recognition with the capacity to listen to human
input and convert it to text, as well as turn the output text back into voice [18]
[1], and make it intelligent by using a chatbot system that can learn to understand
the user’s question and provide the appropriate information [5]. If something is too
complex or needs a human touch, it’s passed to a live agent. The agent receives all
context and details to complete the call.
The target of our project is to design a Bangla automated voice chat system named
”Shohojogii” that can provide customers with a convenient and efficient way to per-
form banking tasks in Bangla, without the need for physical visits to a bank branch
or access to the internet banking. It will also help banks to reduce their operational
costs and improve customer satisfaction by providing a more personalized and re-
sponsive service. It is designed to handle basic banking activities, providing users
with relevant info and bank details in a seamless and efficient manner. Customers
can get information on various types of deposit accounts, different types of loans
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and their requirements, online and mobile banking services, credit cards, and other
pertinent details. The idea is to mimic what happens in the bank and build a per-
sonal connection between the customer and the system. After all, the corporation
believes that all of its digital projects should be able to communicate in the same
language and offer the same chances.

1.1 Research Problem

There is a growing need for a Bangla-language voice chatbot for banking in Bangladesh.
While many banks offer online banking services, most of them only provide support
in English, which is not the native language of many Bangladeshis. As a result, cus-
tomers who prefer to communicate in Bangla may face difficulties accessing banking
services and obtaining information about their accounts. Also, many people in
Bangladesh may not be able to read or write, which makes it even harder for them
to use banking services. Therefore, there is a need for a voice chatbot that can
assist customers in their native language, Bangla, and provide them with an easy
and efficient way to access banking services, make transactions, and get account
information.
The banking industry is one of the most competitive and constantly evolving sectors
in the world. With the rise of digital technology, banks have been forced to adapt
and innovate in order to stay ahead of the game. One area where this is particularly
important is in customer service. In recent years, many banks have turned to voice
command bots as a way to improve customer service.
Every day, a corporation can face a variety of customer service issues. Some are
simple to deal with, while others are more difficult. The first issue that clients face
is the length of time it takes to resolve their issues. Over 80% of consumers say they
expect an immediate response to customer service inquiries [6]. Recent studies have
shown that the average customer support request is a whopping 12 hours. While
the simple solution is to ”hire more agents,” this is not an option for small firms
and entrepreneurs in particular. Customers frequently become frustrated as a result
of wasting time repeating information, and when several agents are involved, this
means additional time spent waiting for incoming calls or chats to be answered. One
of the reasons behind the delay is that they are being switched between departments.
Therefore, VoiceBot is the easiest way to provide instant answers to customers.
Another problem worth mentioning is customers find it extremely aggravating to
be on the phone with a support staff who they believe isn’t properly qualified to
assist them or who lacks even basic expertise about a product or service [6]. When
customers contact a company, they want to acknowledge everything there is to know
about the products and services. A lack of skilled or inexperienced personnel might
completely derail a project. Such agents obstruct the delivery of a positive client
experience. Therefore, in this kind of situation voice bot is a perfect solution. Bots
can provide any kind of solution within a fraction of time with relevant knowledge
about the situation. In short, they are customized to act as a professional customer
service representative.
Another problem is a company requires extra people to interact with customers to
improve customer service efficiency. To handle the increasing number of customer
demands, the company will need to hire more personnel [6]. Employees are not
always properly trained to provide appropriate customer care. More people need
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more training and salary which will cost a big amount of money for any company.
In addition, the majority of consumers can have the same problem and require the
same type of solution. So if they use a speech recognition conversation bot, then all
this money for hiring and training people will be saved or companies can invest this
for developing other sectors of their business or even can expand it more and bots
can also provide solutions to those limited problems which are simple enough or the
most common ones.
Sometimes Customer care representatives offer favors that cannot be fulfilled [2].
They make a promise to a customer and then break it, or they can’t do anything
because of the policy. Some customer service representatives who make promises
may not follow through because they are interested in their work. They might make
a promise to get rid of a customer [2]. Bots do not make fake promises. We can
design a bot who is empathized with the customers however they always provide
genuine information and company policies.
Salespeople are humans, too, and they require relaxation. Off-hours and on holidays,
the customer care representatives are unavailable. In most circumstances, users can-
not obtain services at midnight or on public holidays, which might be inconvenient
for some customers. So the voice chat can be handy in this type of circumstance
because it is an automation service that provides service 24 hours a day.
Making sure that your employees are capable of providing excellent customer service
to physically challenging and ill clients have a significant impact. It is critical that
businesses give the best possible service to this segment of the population. Being
physically present or contracting with customer service in any other way will be
difficult for these individuals. As a result, voice chat will make people’s lives easier
or simpler. They may receive the information they need by simply utilizing the voice
command.Even so, dealing with these kinds of issues will get more difficult in the
following days.
Furthermore, corporations are heavily reliant on their customer service, but with
the help of modern technology, we are ready to overcome most of these problems.As
we all know, speech recognition voice chatbots can help us reduce the interaction
cost-the amount of the physical and mental work of these services. As a result,
implementing a voice chat system in the customer service sector can result in long-
term reform as well as alleviate the dependency on customer service representatives.

1.2 Research Aim and Objective

This research intends to enhance banking customer service by adopting voice com-
mand technology, which allows customers to conveniently obtain information. One
of the main reasons we use voice commands is because it allows us to multitask more
successfully by allowing us to use our gadgets without having to write or glance at
the screen.The following is a list of the research’s objectives: The aim and objectives
of the research for the Bangla voice chat system can be defined as follows:

• To develop a natural language processing-based Bangla voice chat system that
can understand and respond to user requests in the Bengali language.

• To evaluate the performance and usability of the Bangla voice assistance us-
ing a user-centered approach, with a focus on accuracy, response time, user
satisfaction, and task completion rate.
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• To contribute to the field of natural language processing and voice technology
by developing and evaluating a Bangla voice chat system, and by highlighting
the importance of developing technology that caters to the unique needs of
diverse language communities.

• To minimize the cost of a bank by replacing most service representatives with
a speech recognition voice chat system.

• To assist the customers 24/7 as a voice bot will always be accessible.

• To make physically challenged people’s life simpler as they just need to use
voice commands to get the information they require.
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Chapter 2

Related Work

In recent years, several studies have explored the use of natural language processing
techniques in automated customer service systems. One such technique is automatic
speech recognition, which involves converting spoken language into text format.
To achieve high accuracy in speech recognition, researchers have explored various
models and algorithms. One such model is XLSR-Wav2Vec2, which is a pre-trained
speech recognition model that has achieved state-of-the-art performance on various
benchmark datasets [30]. XLSR-Wav2Vec2 was trained on a diverse set of audio
data from languages around the world, including Babel, Multilingual LibriSpeech
(MLS), and Common Voice. By leveraging this pre-trained model, the Shohojogi
system is able to accurately transcribe spoken Bangla language.
In addition to speech recognition, researchers have also explored text-to-speech syn-
thesis techniques to improve the overall user experience. One such technique is
Google Text-to-Speech (gTTS), which is a free and open-source software library for
text-to-speech conversion [17]. By using gTTS, the Shohojogi system is able to con-
vert text responses into natural-sounding Bangla language, enhancing the overall
user experience.
Researchers have used several strategies, including Doc2Vec and Word2Vec, to mea-
sure sentence similarity. An addition to the Word2Vec model called Doc2Vec may
identify the semantic content of a sentence or a paragraph [13]. The Word2Vec
neural network-based model can represent words in a high-dimensional space and
capture their meaning and context. [11].
In addition to these models, researchers have explored various similarity metrics to
measure sentence similarity. One such metric is cosine similarity, which measures the
cosine of the angle between two vectors in high-dimensional space. Another metric
is Jaccard similarity, which measures the similarity between two sets of words [35].
By leveraging state-of-the-art models such as XLSR-Wav2Vec2 and gTTS, and tech-
niques such as Doc2Vec and Word2Vec with cosine similarity and Jaccard similarity
metrics, the Shohojogi system is able to provide accurate and relevant responses to
customer queries, enhancing the overall user experience.
Overall, the Shohojogi system contributes to the ongoing research on automated
customer service systems by demonstrating the effectiveness of natural language
processing and speech recognition techniques. By leveraging state-of-the-art models
and techniques, the system is able to provide accurate and relevant responses to
customer queries, improving the overall user experience.
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Chapter 3

Background Studies

3.1 Literature Review

In the developed architecture named “AIMS TALK”, the recognition of speakers
from an audio source is accomplished with the help of the MFCC feature extraction
method [9].All of these MFCC features are low-frequency aspects. Additionally,
Gaussian Mixture Model is used to build the feature-matching technique that is em-
bedded within the maximization process. (GMM). Customers’ voice inquiries can
be translated into text by an ASR model. Using a technique called Bangla Sen-
tence Summarizing, the system is able to condense lengthy sentences down to their
essential parts. Using an attention model, the Seq2Seq Bangla news summarization
method is applied to the customer feedback, which is then summarized. The training
loss can be reduced by a factor of 0.001 using the Seq2seq model, which corresponds
to a good outcome in the experimental test. By utilizing Sentence Transformer to
encode all of the sentences in the database and saving the encoded score in an array,
encoding takes time for every user each time. The sentences are fed into a pooling
layer, and then the BERT model is used to generate a score prediction vector. The
”gTTS” Python package is used to convert the text to speech[41].
The system, named “Adheetee”, accepts both text and voice commands as input.
But a user can also issue commands by inputting them in. Here, a Speech to Text
(STT) system is used to convert spoken commands into written ones. This is done by
utilizing Google’s STT API[25]. After that, pull relevant terms from the given text.
Because the orders are delivered in natural language, it must extract the keywords
from the command. This means that two users can provide the same command
in completely different ways, either verbally or in writing. It needs to analyze the
keywords to establish the nature of the command, such as whether it is a simple or
essential one. In response to a user’s request, the system checks its internal state
to see if it has the necessary data, or it makes an API call to retrieve the data
from elsewhere. Data is gathered from the system’s knowledge base and/or stored
in the user’s profile for further use. The Bangla text is translated by a machine
translation API into English text, and then the translated English text is used as
a parameter in the external API. Machine translation is handled using the Google
Translate API [29]. A JSON and text file collection with various types of data from
many domains and functionalities is included in the knowledge base, which also has
a SQLite database. The goal of this decentralized database is to facilitate both
access and change. An index JSON file stores commands, keywords, and flags for

7



whether the command is basic or core, whether the system can handle the request
or whether an external API call is required, whether the keyword(s) associated with
the command need to be translated into English and other relevant data [25].
The original goal of the Bangla automated voice chat system named “Alapi”, was
to have it converse in Bangla on a limited set of topics and answer limited sets of
queries. Python is the primary development language for the system. The user’s
voice is first recorded by the device’s microphone and then processed by the system.
It takes the audio input and translates it into text using Google’s speech recognition
API. A written response is produced when the text data is analyzed by an AI model.
Google’s Text-to-Speech API is then used to transform the text response into an
audio file. (gTTS). The system listens to the user’s voice through the device’s
microphone. In order to accomplish this, PyAudio is employed. In order to send the
voice data for speech recognition and speech-to-text conversion, PyAudio processes
it into a data file. The system employs the Google Speech (GS) API to identify
the language of the input voice data and to transform the voice data into a text
file. The training information is saved in a Json file with a predetermined structure.
The queries are tokenized into individual words using Natural Language Processing
(NLP) and then saved in a python list. Three fully connected (FC) layers, each with
multiple neurons and weighted interconnections, have been added to the model for
the purpose of model training. First, the system tokenizes the text form of input
data by extracting individual words in order to provide an appropriate answer for the
provided input. Then, it’s turned into an array and compared to the provided tags.
Once the tag with the highest matching percentage has been determined, output
consisting of a single randomly selected response under that tag is returned and then
converted to audio. The success or failure of question and answer set prediction is
tracked in a NON-SQL database developed with the help of the MongoDB database
management system [39].
The Bengali Intelligence Question Answering System (BIQAS), a system that uses
Bengali natural language processing to answer questions based on arithmetic and
statistics.(BNLP). The process can be broken down into three separate stages: gath-
ering relevant documents, processing raw data, and establishing a foundation for
answering user queries. For use in preliminary processing, relevant corpora are in-
cluded. Cosine similarity, Jaccard similarity, and the Naive Bayes method are all
recommended to help find the connection between the queries and their results.
Vectors are the focus of the Cosine Similarity metric. In this scenario, the TF-IDF
model is used to communicate both the papers and the questions to the vectors.
SVD techniques were employed to reduce execution time and space complexity [27].

3.2 Speech Recognition

Hidden Markov Model (HMM) is a statistical model that is commonly used in
speech recognition, handwriting recognition, and other pattern recognition tasks. In
speech recognition, the HMM is used to model the relationship between an acoustic
signal and the sequence of phonemes that make up a word or sentence. Moreover, the
HMM is used to determine the most likely sequence of hidden states that correspond
to a given speech signal[8]. However, Bangla has a complex script with a large
number of characters, which makes it difficult to transcribe speech signals into text
accurately.
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Gaussian Mixture Model (GMM) is a statistical model that is commonly used
in pattern recognition, including speech recognition. In speech recognition, GMMs
are used to model the relationship between the acoustic features of speech signals
and their corresponding phonemes. The GMM assumes that the acoustic features
of speech signals are generated by a mixture of several Gaussian distributions, each
representing a different phoneme [33].In the case of Bangla speech recognition, the
acoustic features of speech signals can have a very high dimensionality, which makes
it difficult to accurately model the relationship between these features and the cor-
responding phonemes using a GMM.
Kaldi is an open-source speech recognition toolkit widely used in research and indus-
try. Kaldi is designed to handle a variety of speech recognition tasks, including key-
word spotting, speaker diarization, and large vocabulary continuous speech recog-
nition (LVCSR). Kaldi uses advanced techniques from machine learning and signal
processing to achieve state-of-the-art performance in speech recognition [42].How-
ever, Kaldi relies heavily on the availability of large datasets and language resources,
such as lexicons and language models, which may not be readily available for Bangla.
DeepSpeech2 is a neural network-based speech recognition system that is designed
to handle large vocabulary continuous speech recognition (LVCSR) tasks[24].In
terms of accuracy for speech recognition in the Bangla language, DeepSpeech2 may
not be the perfect fit for training Bangla language due to several challenges. Fur-
thermore, there is a lack of large, high-quality transcribed Bangla speech datasets,
which can make it difficult to train DeepSpeech2 models effectively.
CMUSphinx is an open-source speech recognition toolkit that provides a suite of
tools and libraries for developing speech recognition systems. It is designed to be
highly configurable and can be used for various types of speech recognition tasks,
including isolated word recognition, keyword spotting, and large vocabulary contin-
uous speech recognition (LVCSR) [21]. However, implementing CMUSphinx can be
complex due to the need for specialized knowledge of signal processing, language
modeling, and speech recognition algorithms.
Wav2Vec2 is modern voice recognition technology uses self-supervised learning
approaches to increase the precision and effectiveness of speech recognition. [44].
Since Wav2Vec2 can be configured to work in a variety of languages and acoustic
settings and is incredibly accurate and effective, it is regarded as one of the greatest
speech recognition systems currently on the market. It also requires little specialist
expertise of signal processing or language modeling and is quite simple to implement.
XLS-R wav2vec2 is a state-of-the-art speech recognition model developed by Face-
book AI Research. It is an extension of the original wav2vec2 model, which uses a
self-supervised learning approach to learn speech representations directly from raw
audio data.The XLS-R wav2vec2 model is considered the best to implement and easy
to use due to its open-source codebase and the availability of pre-trained models in
various languages [43]. Additionally, it has achieved state-of-the-art results on sev-
eral benchmark datasets for speech recognition in low-resource languages, including
Bangla.This demonstrates the effectiveness of the model in handling the challenges
posed by Bangla speech recognition, such as a large number of phonemes and the
lack of high-quality training data.In terms of accuracy for speech recognition in the
Bangla language, Wav2Vec2, and XLSR Wav2Vec2 have shown promising results.
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3.3 Text Summarization

Extractive summarization is a popular text summation approach that involves se-
lecting the most important lines or phrases from the source text and combining them
to form a summary. Using this method, you will select the crucial phrases or sen-
tences from the original material and combine them to produce a summary. Methods
like TF-IDF, TextRank, or Latent Semantic Analysis can be used to achieve this.
(LSA) [16].Each sentence is given a score based on its importance or relevance to the
text as a whole. A number of variables, such as phrase frequency, sentence length,
placement within the sentence, or identified entities, may affect the score. After each
sentence has been scored, the sentences that received the highest marks are those
that will be featured in the summary. Depending on how long it is, the amount of
sentences that should be in the summary can either be predetermined or determined
as it goes. A summary is then produced by combining the selected sentences. The
important ideas or specifics from the original material should be communicated in
a comprehensible, logical summary.
By comprehending the context and meaning of the text and then creating new
sentences that encapsulate the key points of the text, the approach of abstractive
summarization creates a summary. This method creates new sentences that more
effectively and concisely communicate the text’s essential concepts, going beyond
simply taking the most significant passages from the original text. This technique
entails creating a summary that could include fresh words and phrases that aren’t
found in the original material. Techniques like deep learning-based models like
seq2seq and transformer-based models like BERT can be used for this. [37]. Ab-
stractive summarization in Bangla language has several advantages over extractive
summarization. First, it can capture the essence of the text more accurately and
concisely. Second, it can handle complex sentence structures and idiomatic expres-
sions. Third, it can generate summaries that are more readable and coherent than
extractive summaries.
The Natural Language Processing team created XL-Sum, an open-source extractive
summarization toolkit for the Bangla language (NLP). XL-main Sum’s goal is to
create a summary of a given input text by picking the key phrases from the original
text. Sentence scoring and sentence selection make up the two steps of the extractive
summarization method used by the toolkit [40].Based on the XLNet language model,
the xl-sum package is a Python library for text summarization. Although the pre-
trained model was developed using English text, the library can also be modified to
sum up information in Bangla. In conclusion, even though xl-sum is already trained
on English text, it can be customised for summarization on Bangla by fine-tuning
the model on Bangla text.
A cross-lingual summarization framework is implemented in the Python text sum-
marization library known as CrossSum. Using data from summarization models
developed on texts in other languages, this framework enables the summarization of
texts in one language.Pre-trained summarization models for several languages, in-
cluding English, French, and Spanish, are available in the CrossSum library. These
models are built on the transformer-based BERT architecture, which excels at tasks
requiring natural language processing [38].A number of tools are also included in the
package for pre- and post-processing the text data as well as for assessing the calibre
of the summaries produced by the models. Users are given the option to select the
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summarization method that best suits their needs from the library’s capabilities for
both extractive and abstractive summarization. Overall, based on cutting-edge sum-
marization models, CrossSum is a strong and adaptable framework for cross-lingual
text summarization. The summarization process can be tailored using a variety of
tools provided by the library, which can be used with a wide range of languages and
data sources.

3.4 Sentence Similarity

Vector-based sentence similarity is a popular technique in text mining and natural
language processing. Word embeddings are a popular technique for representing
sentences as vectors. They map each word in a sentence to a high-dimensional vector
space based on the context in which it appears. To create a vector representation
of the entire sentence, these vectors can then be averaged.
Another vector-based method is called latent semantic analysis (LSA), which fac-
tors a word frequency matrix of a set of sentences using singular value decomposi-
tion (SVD) to produce a lower-dimensional vector space representation. The cosine
similarity between two sentences’ respective vector representations in this lower-
dimensional space can then be calculated to determine how similar they are to one
another.
The method of calculating the cosine similarity between two sentences is frequently
employed. Using word embeddings like Word2Vec or doc2Vec, the sentences are first
transformed into vector representations in this method. These embeddings convert
each word in a sentence into a high-dimensional vector, which are then averaged to
produce a single vector representation for the entire sentence [7].The cosine of the
angle between two sentences’ vector representations is computed to determine how
similar two sentences are to one another. The two vectors’ dot product, divided by
the product of their magnitudes, can be used to achieve this. The cosine similarity
between the two sentences is the value that results.
Jaccard similarity is yet another approach that is frequently used to assess how
similar two sentences are. This method treats the sentences as collections of words,
and it determines how similar they are based on the size of the intersection and
union of these collections [28].The words in each sentence are first tokenized and
added to separate sets before calculating the Jaccard similarity between the two
sentences. The size of the intersection of these sets is then divided by the size of
their union to determine the Jaccard similarity.The Jaccard similarity metric is a
useful tool for determining sentence similarity.

3.5 Text to speech

eSpeak is an open-source, multi-lingual text-to-speech (TTS) synthesis engine that
can be used for speech synthesis on various platforms. It supports many languages,
including Bangla, and provides users with a set of customizable parameters for
speech output. Implementing eSpeak for Bangla language TTS can be challenging
due to the lack of standardized pronunciation rules and language resources. However,
eSpeak can still be used for Bangla TTS synthesis with moderate accuracy and
quality [20].To use eSpeak for Bangla TTS, a Bangla language voice file needs to
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be installed, which provides the engine with the phonetic and acoustic information
required for speech synthesis. The voice file for Bangla language is available on the
eSpeak website, and it can be easily installed.
Festival is a free and open-source text-to-speech (TTS) synthesis system that is
designed to support multiple languages, including Bangla [26].It is a highly cus-
tomizable system that allows users to control various aspects of speech synthesis
such as voice, intonation, and speed. To implement Festival for Bangla language
TTS synthesis, a Bangla language voice file needs to be installed, which provides the
system with the necessary phonetic and acoustic information.The Festival system
converts the text into phonetic units, and then uses the Bangla language voice file to
synthesize speech output. In a study by [26], the performance of Festival for Bangla
language TTS synthesis was evaluated, and the results showed that the system was
able to produce highly intelligible speech output with a mean opinion score (MOS)
of 3.64 out of 5.
Google Cloud Text-to-Speech is a cloud-based text-to-speech synthesis service that
provides high-quality, natural-sounding speech in multiple languages, including Bangla.
It is a powerful and flexible system that allows users to customize various aspects
of speech synthesis, such as voice, intonation, and speed.The Google Cloud Text-
to-Speech service produces high-quality, natural-sounding voices in a variety of lan-
guages, including Bangla. It is a cloud-based text-to-speech synthesis service. It’s
a very effective and adaptable technology that provides a wide range of options for
altering the tone, intonation, and rate of speech data. The gTTS (Google Text-
to-Speech) Python library and command-line utility leverage the Google Text-to-
Speech API to transcribe the written text into spoken language. Bangla is one of the
languages it supports. The user must supply the Bangla language text they wish to
synthesize into speech in order to use gTTS for Bangla language TTS synthesis. The
system then reads the text aloud using the Google Text-to-Speech API. Language,
speed, and pitch are only a few of the voice synthesis parameters that can be adjusted
by the user. There has not been a lot of research into how well gTTS performs for
Bangla language TTS synthesis. However, reasonable accuracy is anticipated given
that it is built on top of the same core Google Text-to-Speech API that has been
shown to generate very natural-sounding speech output for the Bengali language.
Since gTTS is a Python library, it can be readily incorporated into Python-based
programmes and scripts, which is one of its advantages. There is zero preparation
or cost associated with using it. In summary, gTTS is a straightforward and user-
friendly application for Bangla language TTS synthesis, leveraging the power of the
Google Text-to-Speech API to generate high-quality synthetic speech.
Amazon Polly is a cloud-based text-to-speech synthesis service offered by Amazon
Web Services (AWS) that provides high-quality, natural-sounding speech in multiple
languages, including Bangla. It is a highly flexible and customizable system that
allows users to control various aspects of speech synthesis such as voice, intonation,
and speed. To implement Amazon Polly for Bangla language TTS synthesis, the
user needs to provide the Bangla language text that they want to synthesize into
speech. The system then uses advanced neural network models to convert the text
into speech output that sounds natural and expressive. The user can choose from
a range of high-quality Bangla language voices, which can be customized to suit
different applications and preferences. In terms of accuracy for Bangla language
TTS synthesis, Amazon Polly has been found to produce highly natural-sounding
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speech output. In a study by [22], the performance of Amazon Polly for Bangla
language TTS synthesis was evaluated, and the results showed that the system
was able to produce highly natural-sounding speech output with an overall mean
opinion score (MOS) of 4.4 out of 5. One of the strengths of Amazon Polly is its
high accuracy and naturalness, which is achieved through advanced neural network
models and machine learning algorithms. Additionally, being a cloud-based service,
Amazon Polly is easily accessible to users and developers, and can be integrated into
various applications and platforms. In summary, Amazon Polly is a powerful and
accurate system for Bangla language TTS synthesis, which provides high-quality,
natural-sounding speech output and can be easily implemented through its cloud-
based API.
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Chapter 4

Methodology

4.1 Workflow

Based on our limited research, we believe that the workflow is the most important
aspect of a study. Figure 4.1 depicts the steps in our work cycle. This approach was
taken in order to achieve the desired results or to maximize performance. The entire
project has been divided into four sections: speech recognition, text summarization,
sentence similarity, and text-to-speech. We used the Wav2vec2 deep learning model
to recognize speech, the seq2seq model to summarize text, the doc2vec model to
detect sentence similarity, and finally the gTTS (Google Text-to-Speech) Python
library to turn text into speech using Google’s text-to-speech engine.

Figure 4.1: WorkFlow
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4.2 Speech Recognition

4.2.1 Dataset

The dataset we used for Bengali speech-to-text conversion has been taken from
Mozilla’s common voice platform, we can address it as Bengali Common Voice
Speech Dataset(Corpus v9.0). This dataset contains 400 hours of recorded Ben-
gali speech data in mp3 format from a total number of 19863 speakers. Moreover,
The dataset includes recordings from people of different ages, genders, and dialects,
as well as people with different levels of education and accents. This diversity is
important because it helps to ensure that the speech recognition system can han-
dle a wide range of input. We initially started with the OPENSLR-SLR53-Bengali
dataset, however, this dataset has only 196K utterances spoken by a total of 505
speakers only. Therefore, we use Bengali Common Voice Speech Dataset for training
in this part of our research.

4.2.2 Preprocessing

The train split of the Bengali Common Voice Speech Dataset includes 206,951 mp3
files with the matching Bengali transcriptions, as well as some meta-data like up-
votes, downvotes, gender, etc. We decided to train using only the subset with more
upvotes than downvotes because we discovered that 5536 (13%) out of 42941 voted
data was untrustworthy. First, a continuous log-mel spectrogram representation of
the raw audio data is created for this model by sampling it at a rate of 16 kHz.
Frequencies above a specific threshold are rendered logarithmically on a log-mel
spectrogram. (the corner frequency). The spectrogram that results is then stan-
dardized to have a zero mean and unit variance across all channels. In order to
improve the model’s resistance to fluctuations in speech patterns and background
noise, the audio data is also enhanced with random pitch shifting, temporal stretch-
ing, and background noise injection. To utilize in the creation and assessment of the
model, the preprocessed data is finally divided into training, validation, and testing
sets. We divided the dataset into two groups, with 90% of the dataset put aside for
the model’s training and 10% remaining for testing. The training dataset was again
divided into two groups, with 90% of the dataset being used to train the model and
10% being preserved for validation.
In addition to the above phases, our model also employs a CTC tokenizer for ad-
ditional data preprocessing. The CTC tokenizer is a form of sequence-to-sequence
model that converts audio signals into the textual transcriptions that correspond to
them. These transcriptions are then utilized as ground truth labels for the training
process. With the help of this tokenizer, the model can learn to recognize speech
patterns at the level of phonemes, or individual speech sounds, which can increase
the accuracy and robustness of its speech recognition capabilities. Furthermore,
feature extraction is yet another crucial stage in this model’s data preprocessing.
To extract high-level characteristics from the log-mel spectrogram representation of
the audio data, the model employs a convolutional neural network. With the help
of these features, which record details about the temporal and spectral properties
of the audio data, the model may learn to detect speech patterns at various scales,
from single phonemes to complete phrases and sentences. In order to create the
final textual transcriptions of the input audio signals, the extracted characteristics
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are then fed into a transformer-based encoder-decoder architecture.

Figure 4.2: Voice Sample Rate

4.2.3 XLS-R Wav2vec2 Model

Wav2Vec2 is a pre-trained model for Automatic Speech Recognition (ASR) that was
released in September 2020 by Alexei Baevski, Michael Auli, and Alex Conneau.
Soon after the better performance of Wav2Vec2 was shown on LibriSpeech, one of
the most popular ASR datasets, Facebook AI showed out XLSR, a multi-language
version of Wav2Vec2. XLSR stands for cross-lingual speech representations and
means that the model may learn speech representations that are useful in multiple
languages. The new version of XLSR, named XLS-R (referring to the ”XLM-R
for Speech”), was released by Arun Babu, Changhan Wang, Andros Tjandra, and
others in November 2021. For self-supervised pre-training, XLS-R used almost half a
million hours of audio data in 128 languages. It comes in sizes from 300 million to two
billion parameters.During self-supervised pre-training, XLS-R learns contextualized
speech representations by randomly masking feature vectors before sending them to
a transformer network. This is similar to how BERT’s masked language modeling
goal works. For fine-tuning, a single linear layer is placed on top of the already-
trained network to train the model on labeled data of audio downstream tasks like
speech recognition.

Figure 4.3: Fine-Tune XLSR-Wav2Vec2 for low-resource ASR with Transformers
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4.2.4 CTC Algorithm and Wav2Vec2 CTCTokenizer

The Connectionist Temporal Classification (CTC) algorithm is a neural network-
based approach used for sequence-to-sequence prediction tasks, like speech recogni-
tion. Alex Graves came up with the idea in 2006, and it has since become a popular
method in the area. Wav2vec2 is used with CTC to recognize speech by combining
a pre-trained Wav2vec2 model with a CTC decoder. The Wav2Vec2 CTCTokenizer
is a tokenizer that was made to work with wav2vec2 and a CTC decoder. Wav2Vec2
CTCTokenizer turns the pre-processed audio into a series of vectors. To create a
sequence of hidden representations, it feeds the vector sequence into the pre-trained
wav2vec2 model. It turns the audio input into a series of vectors that the wav2vec2
model can handle and adds a special ”blank” token that the CTC decoder uses
to show spaces between characters. The tokenizer also adds start-of-sequence and
end-of-sequence tokens to show where the input sequence begins and ends.

4.2.5 Model Implementation and Training

On the LibriSpeech test/test-other sets, wav2vec2 presently produces state-of-the-
art WER of 1.4% / 2.6%. As a result, it was an ideal option for Bengali ASR. As
a starting point for training, two methods were considered: a self-supervised pre-
trained model (facebook/wav2vec2-largexlsr-53) and an existing fine-tuned model
(arijitx/wav2vec2-xls-r-300m-bengali) convergent on another comparable dataset.
We observed that fine-tuning an already convergent model marginally reduces per-
formance on the target dataset after early testing. As a result, we decided that the
self-supervised pretrained model facebook/wav2vec2-large-xlsr-53 should be used as
the foundation for fine-tuning.

Figure 4.4: Random Sample Data

For training, we used the pytorch-based version of the Transformer model that was
made available by huggingface.co and is maintained by them. We improved the
pretrained facebook/wav2vec2-large-xlsr-53, which was trained on unlabeled multi-
lingual speech with the intention of receiving more training on labeled data in the
future. There were a total of 30 epochs of training, which added up to almost 50
hours of training using a single Nvidia A100 GPU on collab pro+. For 30 epochs of
training, the training run-time was about 23 hours. With a learning rate of 3e4, the
AdamW Optimizer was employed. After several early tests that either failed to con-
verge with larger hyperparameters or took a long time to show any real convergence
with lower rates, these values were chosen.

17



Figure 4.5: 81 Vocabulary Found

We employ validation metrics character error rate (CER) and preserve the latest
two model checkpoints for monitoring on the training process.

4.3 Text Summarization

This study uses some deep learning approaches to build a model for text summa-
rization. To solve text-related issues, RNN is used. Before using these strategies, we
used the BANS dataset from Kaggle. All preparation operations, including lexical
analysis, contraction addition, stop word deletion, whitespace creation, character
punctuation, lemmatization, and others, are carried out in order to produce clean
texts. Then, word embedding and vocabulary are counted using Word2 Vec. The
suggested models RNN Encoder-Decoder and Seq2Seq with an attention mechanism
are then employed. To highlight the main difference between the system’s outputs
and the own dataset, they are compared to results from another dataset.

4.3.1 Dataset

With more than 250 million speakers, Bengali is the ninth most widely spoken lan-
guage in the world. However, Bangla NLP has a serious lack of resources, especially
in text summarization. For the purpose of creating NLP models that can efficiently
summarize Bangla text, these datasets are very useful resources. Fortunately, the
number of datasets for summarizing Bangla text is growing. To help in the advance-
ment of this field of study, researchers and organizations have begun to produce and
disseminate Bangla text summary datasets. The BANS bengali dataset from Kaggle
[37], which includes 19k short articles and 19k short summaries for the evaluation
of the outputs, was used for our research.

4.3.2 Preprocessing

To enable the model to use clean articles, the dataset must first be created and then
cleaned and preprocessed.The initial step in data preprocessing is lexical analysis.
Before the syntax is broken down into a list of tokens, the changed source code from
language preprocessors expressed in sentences is taken first, with all whitespace and
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comments removed. There are word contractions in every language, including Ben-
gali, that the computer cannot read and comprehend.The entire meanings of the
contractions are thus added. Words are eliminated to remove unnecessary details.
Punctuation and other characters that could impede text summary processing are
also eliminated. The process of lemmatization is then employed to ascertain the
word’s etymology. The lemmatization method collects all of the word’s inflected
forms and reduces them to the word’s dictionary-based root form. Words are di-
vided into parts of speech (POS) by using the grammar rules. After completing all
preprocessing stages, the texts have been cleaned to remove any unnecessary whites-
pace, characters, stop words, punctuation, or other formatting from the articles and
summaries. Both pure texts and summaries are acceptable input sequences for the
Bengali automatic news summarizing model.

4.3.3 Model implementation

Count Vocabulary: Vocabulary Before applying word embedding, we must count
the vocabulary from the BANS Dataset. In this dataset, there are 16,284 different
words that are only found in articles. We use 2,712 words overall. We received a
total of 19,326 words and 1726 unique terms for summaries.
Word Embedding: Word embedding requires a Word2Vec file with a machine-
readable numeric value for each word. The ”bn w2v model,” a collection of pre-
trained Bengali word vector files, is used in this technique. The desired related
terms are produced by the model by using the vectors as inputs.
Models: Compared to most other deep learning techniques, LSTM is better for
text summarization. To create accurate and pertinent summaries of news stories,
the Seq2Seq learning with attention technique is also applied.
RNN Encoder-Decoder Architecture: RNN has become an effective seq2seq
prediction method. The key advantages of this approach are its capacity to train
a single end-to-end model particularly on source and target phrases, as well as its
control over variable-length input and output text sequences.The Seq2Seq learning
framework with an attention mechanism is used in this model.
Sequence to Sequence (Seq2Seq) learning with Attention: Even if the
lengths of the input and output may differ, the main objective of a Seq2Seq model is
to map a fixed-length input to a fixed-length output. A typical LSTM network can-
not map all of the words in the input sequence to the words in the output sequence.
The beginning and end of each sequence are marked by tokens that are included in
the sequence.The encoder is given the hidden state ht in:

ht = f (Whhht−1 +Whxxt)

Here, the input vector, xt, and the weights from the prior states are used to calculate
the hidden states. The hidden state ht is provided in Eq for the decoder.

ht = f
(
W hhht − 1

)
Using Eq., the output at time step t is computed.

yt = softmax (W sht)

This Seq2Seq Model is graphically depicted in Figure.
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Figure 4.6: Seq2Seq model with attention

4.4 Sentence Similarity Measurement

4.4.1 Dataset

For the section, we make our dataset manually. Questions are gathered from the
website and the Facebook page of The City Bank, a well-known bank in Bangladesh.
We generated a data collection containing 110 questions which are the most fre-
quently asked questions by customers. Moreover, we have also generated the most
relevant answer to the questions.

4.4.2 Data Preprocessing

In the preprocessing part, we first break down the sentences into individual tokens,
which are usually words in Bengali. This is done using a tokenizer, which identifies
the word boundaries in the text. Stop words are common words in a language that
do not carry much meaning. Therefore, we filter out these words from the sentences
to reduce noise in the data and improve the accuracy of the similarity calculations.
Then we use stemming, Bengali, like many other languages, has inflected forms of
words that can vary depending on tense, case, and other factors. Stemming involves
reducing each word to its base form, or stem, which can help to group together
words with similar meanings. After that, POS (Part-of-speech) tagging is employed.
This involves labeling each word in the sentence with its parts of speech, such as
noun, verb, adjective, or adverb. POS tagging can help to identify the relationships
between words and phrases in the sentence and improve the accuracy of the similarity
calculations. Overall, we designed the preprocessing part to clean and normalize the
text data, reduce noise and variability, and capture relevant linguistic information
that can be used to calculate sentence similarity.

4.4.3 Model Implementation and Training

For creating vector representations of sentences, we implement the Doc2Vec model.
The Doc2Vec model, which is based on neural networks, creates vector represen-
tations of sentences, paragraphs, and entire documents. It is a development of the
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well-known Word2Vec model, which creates vector representations of each individual
word.
The main idea behind Doc2Vec is to represent each document as a vector in a high-
dimensional space, with the goal of having vectors that are close to one another
in this space to represent documents with similar semantic meanings. Using the
word’s context and the document tag, a neural network is trained to predict the
context of each word in a document. Each document has a unique identification
called a ”document tag” that is used to distinguish between the contexts of various
documents. The distributed memory (DM) model and the distributed bag of words
(DBOW) model are two different variations of the Doc2vec algorithm. In this study,
the DBOW model was employed. In this variation, a word in the document is
predicted by the model using the document tag as input. The document tag vector
alone is used by the model to create a vector representation of the document.
Using the Doc2Vec implementation from the Gensim library, we trained the doc2vec
model on the preprocessed sentences. We set the hyperparameters for the model to
be 100 for the vector size and 10 for the number of epochs.
The model is trained to predict the context of each word in the dataset given its
context and document tag. The model is given the input data and the vocabu-
lary. During the training phase, words from the dataset’s documents are randomly
selected, and stochastic gradient descent is used to update the model’s weights.
After training, the model is run on the preprocessed sentences to produce vector
representations. The word vectors of the constituent words are averaged to create
the vector representation for each sentence.

4.4.4 Cosine Similarity

For measuring sentence similarity, there are numerous algorithms. To calculate
Bengali sentence similarity for our work, we primarily use cosine similarity. The
pre-trained Doc2Vec model is loaded and then used to create vector representations
of the input sentences. This is accomplished by passing the preprocessed sentences
to the Doc2Vec model’s infer vector() method, which will then return a vector rep-
resentation of each sentence. Finally, we used NumPy’s cosine similarity() function
to determine the cosine similarity between the vector representations of the two
sentences. A measure of similarity, the cosine similarity between two vectors, goes
from -1 (completely dissimilar) to 1. (identical). If both sentences have a value of
0, they are orthogonal. (i.e., have no similarity).

A⃗.B⃗ = ||A||||B|| cos θ

4.4.5 Jaccard Similarity

We also use the Jaccard similarity algorithm for the sentence similarity calculation,
but the output is quite low compared to cosine similarity. Therefore, we implemented
the cosine similarity algorithm for this research.
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4.5 Text-to-speech (TTS) Synthesis

For the final part of the process, the answer needs to be converted from raw text to
an audio version for the customer. For this work, we have used the gTTS library
(Google Text-to-Speech), which uses Google’s Text-to-Speech API to convert text
into audio files. Customer’s Desired Answer is working as the input text, which has
been passed to the gTTS library using the gTTS() function. The library sends a
request to Google’s Text-to-Speech API, specifying the Bengali language and the
input text to be converted to speech. Google’s Text-to-Speech API takes the request
and turns it into an MP3 file that sounds like the text that was given. The Bengali
language support in gTTS is achieved through the use of the Bengali language code
(bn) in the request to Google’s Text-to-Speech API. The Bengali language text is
passed in Unicode format to the gTTS() function for processing.
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Chapter 5

Experiments and Results Analysis

5.1 Speech Recognition

Here, we imported the Bengali Common voice dataset and spitted our dataset in
two one is for the train set where the test size is 10% of the main dataset and the
train set is 90%, then again we splitted the train set into train set and validation set
where train set has 81% data of the main dataset and validation set has 9% data.

Figure 5.1: Importing Dataset from Common voice

In this research, we used CER(Character Error Rate) metric for evaluation. Char-
acter Error Rate (CER) is a metric of the performance of an automatic speech
recognition (ASR) system. This value indicates the percentage of characters that
were incorrectly predicted. The lower the value, the better the performance of the
ASR system with a CharErrorRate of 0 being a perfect score.

CER calculation is based on the concept of Levenshtein distance, where we count
the minimum number of character-level operations required to transform the ground
truth text (aka reference text) into the OCR output.
It is represented with this formula:

CER =
S +D + I

N
In this instance, the group by length option is set to True, which means that in order
to increase training efficiency, the training data will be grouped by similar sequence
lengths. Each GPU will process 16 samples at a time during training because the per
device train batch size option is set to 16. The gradient accumulation steps option is
set to 2, which means that before updating the model parameters, gradients will be
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accumulated over 2 batches. The evaluation will be carried out every step n steps
during training if the evaluation strategy option is set to ”steps.” The total number
of training epochs is specified by the num train epochs option, which is set to 30. If
the gradient checkpointing option is set to True, recalculating forward activations
during backward pass enables memory-efficient training. When the fp16 option is set
to True, mixed precision training is possible and speeds up training. All three of the
save steps, eval-steps, and logging steps options are set to step n, which indicates how
frequently checkpoints are saved, evaluations are conducted, and training progress
is recorded. The initial learning rate for the optimizer is specified by the learning
rate option, which is set to 3e-4. The learning rate scheduler’s warmup steps are
specified by the warmup-steps option, which is set to 500. The maximum number of
checkpoints to save during training is specified by the save total limit option, which
is set to 2.

Figure 5.2: Training Parameters

After training the wav2vec2 model for almost 24h hours in collab pro+ with a single
Nvidia A100 GPU the CER was 0.06543, though it was not the lowest. The lowest
CER was 0.060310 at step 16400. The training loss was 0.104400 and validation loss
was 0.333588
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Figure 5.3: Wav2Vec Model Training

Figure 5.4: Wav2Vec Model Training
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Our aim was to train the data for 100 hours, but due to our limitations to high
performance GPU, we only train for upto 50hours with collab pro+. To make up
for it, we trained our data with 10,000, 15,000, and 25,000 sample inputs to show how
training loss, validation loss and CER improves, each time we increase the number
of sample inputs so that we can say, the more hour we train, the less training loss,
validation loss and CER we will get.

Sample Inputs Training Hour Training Loss Validation Loss CER
10000 20 1.750400 1.221247 0.821042
I5000 30 0.872906 0.62794 0.297436
25000 50 0.104400 0.333588 0.06543

Table 5.1: Comparison Between Different Sample Input

5.2 Text Summarization

Text summarization was generated at the very end of our research, therefore its im-
plementation and perfection are still in the training phase. We wanted to summarize
the generated text we got from speech to text conversion part so that it would be
easier and more efficient to calculate the sentence similarity. However, we barely
manage to generate some summaries for Bengali text articles, however, they are not
very accurate. So, we can say that this part of our research is still ongoing.

Figure 5.5: Samples From BANS dataset

This sample data is generated from BANS dataset that we used to implement Bangla
Text Summarization.
This graph shows how many words are there in each of the articles and summaries.
For articles, the highest number of words is 60, and for summaries, it’s between 5
to 10 words.
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Figure 5.6: Dataset Word Count

Our main goal was to train the whole seq2seq with 50 epochs but because validation
loss was not decreasing for the last two epochs, therefore, the training was showing
an early stop. We are in the figuring-out phase of this part of our research. After
12 epochs step loss was 3.3132 and the value loss was 2.9326.

Figure 5.7: Seq2seq model training

This graph is generated from the training, showing the training and testing value
loss.
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Figure 5.8: Showing the training and testing value loss

This is one of the predictions, which is nowhere near the original summary. We are
still working on this, hopefully, we can get our desired result soon.

Figure 5.9: Predicted summary generation

5.3 Sentence Similarity Measurement

For this section, we primarily employ the BNLP, a natural language processing
toolkit for the Bengali language. Implementing this tool helps us tokenize Bengali
text through three steps: embedding Bengali documents, Bengali POS tagging, and
Bangla text cleaning.We were able to use the doc2vec model for Bangla sentence
similarity measurement with the help of BNLP. The requisite modules are imported
in this code, and a BengaliDoc2vec class instance is initialized using the bnlp module.
Next, we specify the path to the text files we’ll use to train the Doc2Vec model and
the location where we’ll store the finished product.
The Doc2Vec model is then trained on the given text files using the train doc2vec()
method of the BengaliDoc2vec class. Along with some hyperparameters, such as
the vector size being set at 100, the minimum count being 2, and the number of
epochs being 10, we pass the path to the text files.After preprocessing the input text
files, the train doc2vec() method trains the Doc2Vec model and saves the trained
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model to the designated checkpoint path. After training is finished, we can use the
Doc2Vec model to determine how similar sentences in Bengali are.

Figure 5.10: Doc2vec model training

After training the doc2vec model on a pre-trained model called news article doc2vec/bangla
news article doc2vec.model from hugging face we imported our own dataset file. The
below image is the prove of that.

Figure 5.11: Sample Question and Answer from Dataset

With the aid of the cosine similarity algorithm, this is how we determined the
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sentence similarity between the condensed customer query and our own dataset.
The question similarity between each question in the dataset and the query is what
is output. Finding the question and answer that is most closely related to the query
takes about two to three minutes once all the outputs have been generated.

Figure 5.12: Generating Sentence Similarity

This is the generated response, which is the right response, to the query. It obtains
the maximum similarity output and generates the response in accordance with the
dataset’s question mapping.

Figure 5.13: Generating Response

Because the way questions are asked can differ from person to person, we tried
asking various questions and observing the outcomes. We wanted to ensure that
the system could provide the appropriate response because the question could be
posed in various ways in real life. There is always room for development, and the
system will get better over time as resources become available.The system typically
generates accurate output, which means it generates answers that are relevant to
the questions. Several examples of that are as follows:
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Figure 5.14: Question Variations and Responses

Figure 5.15: Question Variations and Responses
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Figure 5.16: Question Variations and Responses

To calculate the accuracy of our system, we randomly choose 10 questions and make
at least 3 kinds of variations of that question and observe the responses. We found
out - for some questions, the system works really well and generates the proper
response. However, for some, it could not generate the correct response. We take
notes on the responses and put them into the table below. As per our test, the
calculated accuracy of our system is 70.001%. We believe the accuracy may go up
if the number of variation questions is more.

Correct Response/Total Variation Accuracy Percentage
2/3 66.67
3/3 100
3/3 100
2/3 66.67
2/3 66.67
1/3 33.33
0/3 0.00
2/3 66.67
3/3 100
3/3 100

Table 5.2: Predicting the model accuracy

5.4 Text-to-Speech

As for the speech-to-text conversion part, we use the gTTS python library. This
library works quite decent with the Bengali language. It saves our time to implement
other TTS’s like espeak or Festival.

32



Figure 5.17: Implementing Text to Speech
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Chapter 6

Conclusion and Future work

The beginning of an automated voice chat system for banking in Bangla, known as
Shohojogi, has the potential to fundamentally alter the way banking services are
delivered in Bangladesh. Shohojogi can improve the customer experience, expand
financial inclusion, and save operational costs for banks by giving customers a user-
friendly and accessible system. Shohojogi has the capacity to comprehend client
requests and answer with prompt and precise responses. Furthermore, the technol-
ogy may be simply incorporated into the current financial infrastructure, allowing
institutions to provide 24/7 client service without the need for additional person-
nel. Shohojogi’s success depends heavily on ongoing development and improvement,
particularly in terms of increasing the precision and effectiveness of its algorithms.
Furthermore, banks and developers should both place a high focus on protecting the
security and privacy of consumer data. Overall, Shohojogi is an attractive approach
to the problems facing the Bangladeshi banking industry. It has the potential to
revolutionize the way users access and utilize banking services by making them more
effective, convenient, and inclusive with future development and deployment.

Automated voice chat systems in Bangla language have become increasingly popular
in recent years, particularly in the banking sector. These systems enable customers
to interact with the bank in their native language, which can improve their overall
experience. However, despite their benefits, there are several limitations to auto-
mated voice chat systems in Bangla language for the banking system. The voice
chat system may have a restricted vocabulary, so limiting the user experience. For
instance, clients may not be able to communicate with the system using particular
financial terminology or technical jargon. Voice recognition accuracy due to the
intricacy and diversity of Bangla pronunciation, speech recognition accuracy might
be problematic. It may be necessary to educate the system on a wider range of
accents and dialects to improve its accuracy. Automatic voice chat systems may
have trouble understanding the context of a customer’s question, which can lead to
misunderstandings and dissatisfaction. To solve this, it may be necessary to train
the system in a broader variety of conversational settings and employ more complex
natural language processing algorithms. The technology may have limited multi-
modal interaction capabilities, limiting the customer experience. To explain their
questions, customers may wish to submit screenshots or documents with the system.
Automated voice chat services may have an impersonal or robotic tone, resulting
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in a less engaging customer experience. To solve this, the system can be created
with a more engaging personality or more emotional intelligence approaches can be
used. When comprehending and interpreting the Bangla language, automated voice
chat systems may have accuracy concerns. This might lead to misinterpretation and
misconceptions among clients. The automated system may encounter technical dif-
ficulties, such as inadequate connectivity or malfunctioning, which may negatively
impact the user experience. But so far, there is still considerable room for develop-
ment, especially in the Bengali language. Several possible areas of future research
exist for enhancing the functionality and capacities of automated voice chat systems
in the Bangla language for the banking system. Adding more multimodal inter-
action features, such as image and document sharing, can enhance the consumer
experience. The addition of more sophisticated machine learning techniques and
larger training datasets can improve the accuracy of speech recognition. To improve
context understanding, incorporating more complex natural language processing
algorithms can be advantageous. Adding more tailored experiences based on user
behavior and past interactions might result in a more engaging customer experience.
Creating algorithms and models that can enhance the accuracy of automated voice
chat systems’ understanding and interpretation of Bangla language.Additionally,
there are a number of restrictions to text summarization in Bangla, such as a lack
of resources, complex grammar, a restricted vocabulary, and cultural context.Now
the system is only partially automated. In the future, we will aim to build a system
that is fully automated so that customers have a smooth experience. It took some
time for a response to be generated. We will try to generate real time responses
in the future. Text-to-speech technology advancements allow for the creation of
increasingly natural-sounding automated Bangla voices. Adding extra features and
capabilities, such as the ability to handle complex transactions and requests, or pro-
viding personalized suggestions based on the customer’s banking history. Include
feedback mechanisms within the system so that clients can submit feedback on the
system’s accuracy and efficacy. This feedback can be utilized to enhance the sys-
tem further. By overcoming these limitations and pursuing these areas of future
research, automated Bangla voice chat systems for the banking system can deliver
a more engaging and successful customer experience, which will eventually benefit
both customers and banks.
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