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Abstract
E-commerce websites and social media platforms have become integral parts of peo-
ple’s social lives. Through posts, comments, and reviews on social media and online
shopping websites, people can share their ideas. Understanding people’s opinions
and evaluating input requires the ability to classify sentiment. A variety of deep
learning methods have been employed over time to categorize sentiment. Bang-lish,
which consists of Bengali words printed in English letters, has gotten very little
notice nonetheless. In addition, the majority of Bengali-speaking individuals utilize
Bang-lish to post evaluations on e-commerce platforms. Understanding customers’
ideas are crucial for sellers who want to improve their goods. Bang-lish, however, is
challenging to understand and evaluate since it lacks a set grammar. Convolutional
neural networks (CNN) and gated recurrent units (GRU), two types of deep learning,
are combined in this study’s proposed hybrid framework. Additionally, during the
data preprocessing stage, we created a spell check algorithm for the most frequently
used words and eliminated Bang-lish stop-words. In binary sentiment classification,
our suggested model achieved 89% accuracy, 88% precision, 89% recall, and an 89%
F1 score.

Keywords: Sentiment classification; Spell Corrector; Hybrid Model; Convolutional
Neural Network; Gated Recurrent Unit.
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Chapter 1

Introduction

1.1 Thoughts Behind Prediction Model
Information technology is expanding quickly, and social media is undergoing a dis-
ruptive transformation. Incredibly popular websites where people can post text,
photos, or videos to express their thoughts or feelings include Facebook, YouTube,
Twitter, and Instagram. As the influence of the internet grows expeditiously, social
media and other online-based marketing have become the norm. More specifically,
the dynamic information can be found as messages in discussion forums, reviews,
or comments. In that context, studying the thoughts of the common people toward
various entities and commodities makes for improved contextual advertising, recom-
mendation systems, and market trend analysis [1].
Sentiment classification refers to a natural language processing application that tries
to understand the emotions of texts. To comprehend the sentiment of any text, re-
searchers use a variety of deep learning and machine learning algorithms. Although
it is rare, sentiment analysis of Bang-lish (Bengali words transcribed with English
letters) material has become essential. Most Bengali-speaking people use Bang-lish
in their daily writing on social media or reviews on e-commerce websites. Moreover,
business organizations need to understand the reviews to improve their product
quality.
Very few machine learning algorithms are considered to perform better for sentiment
analysis than others. Naïve Bayes [2] is one of them. The Naïve Bayes algorithm can
be improved by combining unigram and bigram features, along with limitations in
the accuracy gap between positive and negative reviews. Recurrent neural networks
can be used to create a multilingual sentiment analysis model, translating reviews
into other languages and then utilizing the model to assess the sentiments. However,
the vast majority of these resources cannot be fully applied to other fields, jobs, or
languages. Sentiment analysis is one such procedure that necessitates extra work
when translating data between languages [3].
For instance, the accuracy of sentiment analysis algorithms relies on the test dataset;
for example, Naive Bayes outperforms K-NN when applied to movie reviews. On the
other hand, for hotel reviews, both of them perform similarly [1]. Additionally, based
on Deep Learning, a DNN model for forecasting the fineness of digital goods was
developed in a study [4]. The collected dataset was compiled from popular online
marketplaces in Bangladesh. Nowadays, deep learning models are used for senti-
ment classification to achieve higher accuracy than machine learning models. Some
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researchers also introduced a unique attention-based CNN model for Bang-lish senti-
ment analysis [5]. Moreover, others suggested LSTM-CNN-SVM on English text [6].

Though portraying Bengali with English letters to interact online is becoming more
and more common among the public, this research focuses on sentiment analysis
of Bang-lish text using Convolution Neural Network (CNN) and Gated Recurrent
Unit (GRU). Naturally, Bengali is naturally a quite complex language to learn,
but it is even harder to grasp when it comes to typing. As a result, people often
opt to type their opinions using Bang-lish. Apart from that, there is little to no
study on Bang-lish texts. Also, proper data pre-processing is vital for getting bet-
ter accuracy in sentiment classification. We developed a dataset-specific misspelled
word handling algorithm. While CNN can extract essential features from text data,
the recurrent neural network (RNN) interprets temporal or sequential information.
However, RNN has a vanishing gradient issue, which prevents it from analyzing
lengthy sentences. The GRU solves the vanishing gradient problem by using two
gates. For this research, we have combined CNN and GRU to estimate the senti-
ment of Bang-lish text.

1.2 Problem Statement
Sentiment classification has been the subject of a wide variety of studies. However,
there hasn’t been much study of Bengali literature that uses English alphabetic
characters. Bengali is an immensely difficult language. Typing in Bengali might be
difficult for many people. So, people write in Bang-lish. People use this Bang-lish
form of text in informal communication, such as commenting on social media posts,
messaging a friend, and writing reviews of products they have bought. There are no
fixed rules or grammar for writing in Bang-lish. There is no incorrect spelling in this
form of writing. For example, ে াডা িট ২ িদেনই ন হেয় েগেসcan be written as product
ti 2 dine nosto hoye gese or product ti 2 dene nosto hoi gece. Moreover, people use
shorter forms of words to express their opinions. Again, people use many trendy
and weird words and phrases that have no specific meaning, for example, xoss, 100,
jotiil, purai matha nosto, tnx etc. Libraries like nltk, spacy do not support this
form of language. These make data pre-processing very hard. On online platforms,
Bangladeshi people usually give reviews in 3 different ways-
1. Pure English (This product is very good.)
2. Pure Bengali (এই পণয্ খুব ভাল)
3. Bang-lish(ei product ti khub valo).

Many sentiment analysis models were developed for analyzing the sentiment of the
reviews using deep and machine learning models, which give higher accuracy, but
very few have been developed for Bang-lish text. Due to this problem, many sellers
cannot receive overall feedback on their products.

Among those few works on Bang-lish sentiment analysis, this paper [10] used a
unique attention-based CNN model combined with RNN for Bang-lish sentiment
analysis. They got 87% accuracy on binary sentiment analysis, which needs to
be improved. Finally, not being an actual language, Bang-lish texts are highly
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unstructured. Again, no processing tools are available for this kind of language.
The hybrid CNN-GRU model is never used on this type of data.

1.3 Research Objectives
To fill up this research gap, we apply proper data preprocessing techniques to prepare
our dataset for feeding into the deep learning model. Without proper cleaning and
processing of the data, the deep learning model might not perform well, which will
eventually lead us to misinterpret the sentiment. Every language is different and has
its own unique characteristics, but Bang-lish is not an actual language. Therefore,
everybody has their own way of writing words in Bang-lish. In our preprocessing
part, we handle the misspelled words for our dataset. Moreover, we prepared a
Bang-lish stop-word list and removed the stop-words from our dataset.

Our major contribution:

• A CNN-GRU hybrid model that predicts the sentiment of Bengali words and
sentences written in English letters

• Misspelled word handling algorithm for Bang-lish text

Engineers will be able to create tools for analyzing sentiment regardless of the lan-
guage’s structure, such as highly unstructured Bang-lish, according to the results
of our research. Our study concentrated on online product reviews, but this may
open up new possibilities for an investigation into the detection of fake news, the
diagnosis of cyberbullying, the recognition of emotive states, and other topics from
unstructured Bang-lish text.
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Chapter 2

Literature Review

2.1 Sentiment Analysis
A strategy for determining a text or piece of literature’s positivity, negativity, or
neutrality is sentiment analysis. The effectiveness of statement analysis techniques,
which can range from straightforward linear models to more complex deep neural
models, has been the subject of numerous studies. Inductor models have recently
been praised as the most complex approach for a variety of languages(English, Ara-
bic, French, German, Turkish, etc.) and have shown great potential in sentiment
analysis. In other words, sentiment analysis extracts sentiments related to the po-
larity of positive or negative for selected parts of a piece of writing rather than
classifying the entire page positively or negatively [7]. It would have included tools
for market research, risk management, and competitive analysis.

2.2 Convolutional Neural Network(CNN)
Convolutional neural network methods with multiple layers can be utilized to com-
prehend the characteristics of data hierarchies. Over the past few years, CNN has
greatly advanced both the architecture and implementation of processing natural
language (NLP) [8]. Neural networks are used to recognize patterns. These pat-
terns are vector-encoded numerical representations of actual data, such as pictures,
sounds, texts, or time series. Convolutional neural networks are neural networks
that employ convolutional layers to evaluate local features. For the extraction of
featured tasks, CNN is effective.

2.3 Gated Recurrent Unit(GRU)
The term ”rectified linear units” refers to another popular variant of recurrent neural
networks (GRUs). The GRU has a number of parameters because it lacks an output
gate, but it is nearly identical to an LSTM with a forget gate. GRU and LSTM
were found to perform similarly on a few tasks, such as polyphonic musical modeling,
building voice signal models, and processing natural language. GRU has been proven
to perform better on some smaller, less frequent datasets.
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2.4 Previous Research
This paper [5] introduced a unique attention-based CNN model for assessing the
sentiment of Bang-lish text and analyzing the performances of its variation, as well
as the least aspects of NLP, making it platform-agnostic. The input layer of their
proposed model is followed by hidden layers, convolutional layers, and max-pooling
layers. These layers feed the attention layer of the proposed model. A contact and
output layer comes after the RNN layer. They used ReLU as their model’s activa-
tion function and a convolution filter with a size of 3. They also used 256 hidden
nodes to create the CNN layer. The output size of their RNN layer is 100, while the
mini-batch size is 50. They used the optimizer using the Adam algorithm to modify
the model’s parameters during training. A binary-labeled dataset and a multiclass-
labeled dataset were used to divide the experimental data into two sections. All
the characters were initially changed to lowercase during the data pre-processing.
Then, they transformed the shorter words into complete words. Moreover, some of
the most widely used and important words in their dataset were all spelled the same
way. In comparison to multiclass classification, their model performed better with
binary classification.

One of the most common daily necessities these days is internet marketing. The
biggest problem is that consumers cannot choose a high-quality product by read-
ing every online product review. Product reviews can help an e-commerce portal
provide better services, but they take a lot of time and effort. The authors wanted
to use Bangla, which is spoken by 228 million people worldwide, in their study [4].
However, Bengali users of online platforms appear to be more at ease using Phonetic
Bangla and occasionally English. Because of this, they combined the English, Pho-
netics Bangla, and Bangla texts to produce a special dataset and removed things
like stop words, punctuation, and irrelevant characters. The feature vectors were
then extracted using the quick text model that had already been trained for the
Bangla language. The training, verification, and test datasets for sentiment anal-
ysis contained 4085 (or 80 %), 715 (14 %), and 307 (or 6 %) cases. The training,
validation, and test datasets for the Product Review Classification, on the other
hand, contain 3574 (=70 %), 460 (=9 %), and 1073 (=21 %) occurrences, respec-
tively. In their proposed model, there are hidden layers between neuronal layers.
Additionally, they have chosen to activate Tanh, SoftMax, and Sigmoid and used
the optimization model using the Adam algorithm, which has a 0.001 learning rate.
The testing performance found for sentiment analysis is 0.84 and 0.69 for optimiza-
tion algorithms.

Some people utilize shortened phrases to avoid having to type entire words. Any
word or phrase that is used in a shortcut may be distorted. It has been noted that
the sentence’s original spelling can occasionally be overlooked when using a short-
cut. Bengali message-writing capabilities are not available on all mobile phones or
laptops; these features must be installed individually. Fast Type, a sophisticated
word prediction system, shines despite the usual drawbacks of conventional meth-
ods. CNNs’ approach has successfully translated all Banglish and Shortcut words
into English. This method seems to be the best as it doesn’t require any feature
extraction, according to this paper [9]. They first attempted to identify several word
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representations before utilizing computer vision to translate shortcuts and Banglish
words into the original word. To suggest the following word in a sentence is a hybrid
model for word prediction issues. So they gathered 71 texting abbreviations for the
AI project. They utilized 7–10 distinct photos to test the model after training with
10–15 different word representations. They primarily used convolutional neural net-
works in this case, labeling the shortcuts (CNNs) with the words from the folder
name. They claimed that their suggested technique can only provide an accuracy
of 65-70 % while processing time is very lengthy due to the possibility of numerous
shortcut words being used in the main word. It will stop linguistic distortion for
everyone. In addition, the technique is useful for those who enjoy communicating
with abbreviations. Apart from that, the approach is useful for those who prefer to
converse with abbreviations rather than full words. However, they mentioned that
they will attempt to expand this dataset in the future and also include BEM with
ScWd (shortcut word).

As users express their ideas, opinions, and sentiments on a variety of themes, mi-
croblogging websites are becoming excellent sources for posting massive amounts of
customer content. The purpose of this paper is to discover the feelings or viewpoints
expressed in Bangla microblog entries [10]. The majority of studies on categorizing
the emotions expressed in microblog posts are conducted in English, while work in
the Bangla language is primarily focused on news and blogs. For machine learn-
ing, they employed the maximum entropy (MaxEnt) and support vector machine
(SVM). The tweets in this article’s dataset were all retrieved using the Twitter API
v1.1 polling method. Tokenization, normalization, and Part of Speech Tagging were
the three steps they used to do preprocessing. Using NLTK POS-Tagger, English
tokens are tagged, whereas the Bangla Pos-Tagger Package handles POS Tagging for
Bangla. Additionally, they bootstrapped the classifier using a dataset of 100 unla-
beled tweets while preserving a 50:50 split between positive and negative tweets. Due
to the duration of each tweet, Twitter users prefer to use emoticons more frequently
than words (n-grams) to convey their feelings. Together, unigrams and stemming
improve classifier accuracy by 1 % to 2 %. Although stemming shrinks the feature
space, data sparsity is a problem. MaxEnt provides somewhat better accuracy than
SVM for a few characteristics. In conclusion, they use a semi-supervised bootstrap-
ping method to tackle the task of extracting sentiment from Bangla blog postings
[9]. They want to tackle the issue in the future and see if adding a neutral class
makes it possible to obtain even more precise findings. As they used unigrams with
emoticons as features in their SVM algorithm, they were able to reach a pleasing
accuracy of 93 %. From the findings, they draw the conclusion that the features
of emoticons are significant in the training of classifiers for the binary classification
problem.

Since the advent of the internet, it has become more and more common to convey
thoughts on social networking sites in a number of languages. Users often combine
terms from several languages to express themselves since they feel more at ease
speaking in their regionalized language. The approach put forth in this study [11] is
adaptable and reliable enough to accommodate additional identification languages
as well as unusual foreign or superfluous words. Authors have made an effort to
create a method for extracting sentiments from sentences that combines coded En-
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glish with some Indian languages (Tamil, Telugu, Hindi, and Bengali). Processing
of natural language methods for Indic languages is currently being developed. Using
code-mixed words in English and four additional Indian languages, the authors of
this research suggested a unique technique for identifying sentiments. The procedure
has been separated into sentiment mining approaches and language identification
due to its intricacy. After the text has been initially tokenized, the tokens are first
categorized by a few classifiers that have been pre-trained with various n-grams. The
tokenized and categorized words are then changed back to how they were original.
The sentiment behind the term is then examined by the GetSentiment function.
They assert that the proposed technique is flexible and robust enough to handle
new identifying languages as well as unusual foreign languages.

A word embedding technique based on DNN was recommended in the paper to get
around the problems with shallow representation [12]. For text classification, the
authors have developed a hybrid model using BIGRU and CNN. This study primar-
ily focused on RNN, attention mechanisms, and CNN to determine how well the
suggested model worked. The model approach to the word embedding method rep-
resents a sentence in the given text. Through the use of BIGRU and the attention
mechanism, the model enhanced the contextual semantics. Deep feature acquisition
was followed by classification using the CNN model and SoftMax classifier. A train
set and a test set are created from the dataset using a 9:1 ratio. For word vec-
tor training, they used the Word2Vec method, the ReLU function as the activation
function, and a 0.001 learning rate. The research got a higher F1 value than a sin-
gle CNN model, which will help in the future in-depth analysis of classification work.

The authors of this study [13] focused on the problems of fine-grained sentiment
classification and multi-class text analysis, and they offered the hybrid bidirectional
recurrent convolutional neural network attention-based model as a potential solu-
tion. Bidirectional long short-term memory, CNN with the attention method, and
word2vec have all been utilized for text classification. Their hybrid method selects
the useful local properties from the sequences generated by the Bi-LSTM in order
to take into account both the context of the phrases and their long-term dependen-
cies on one another. Authors have developed the bilinear attention function, which
combines a variety of convolution filters to capture the local semantic characteristics
of n-grams at various granularities. There are six layers in the architecture of an
attention-based bidirectional recurrent convolutional neural network. In an earlier
study, near 96 % accuracy in the Convolutional Neural Network (CNN) model was
attained in an earlier study. The accuracy of the hybrid CNN-RNN model is sim-
ilarly close to 95 %. However, the accuracy of the Hybrid Bidirectional Recurrent
Convolutional Neural Network Attention-Based Model has exceeded all previously
published results, coming in at close to 97 %.

In a study, authors utilized a variety of datasets, including tweets, reviews, and
other online content [6]. The study focuses on providing an assessment of broad ap-
plication models rather than solving an issue in a specific domain. In this study, the
three models: CNN, LSTM, and SVM were combined and assessed. A hybrid CNN-
LSTM model and a hybrid LSTM-CNN model were tested, and both models were
coupled with the replacements of the classifier. The classifier is an SVM model. It
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is clear from the result comparison section that the recommended combined LSTM-
CNN model consistently generates outcomes with the highest accuracy. While other
studies show an average accuracy of almost 84, the Cornell movie evaluations have
an accuracy rate of 87 %. The accuracy rate for IMDb data is 93.4 %. The accuracy
rate for book or music reviews is 91.1 %.

The authors of the study compared a hybrid deep learning strategy with a few con-
ventional approaches [14]. A fastText word embedding package is included in the
deep learning model. Reviews and blog entries have been used to gather the data
for this investigation. FAIR Lab uses a Constant Bag Of Words to introduce this
little text. The writers of the article created a unique script in Python to clean the
data. The suggested approach first determines the data’s language, then converts
it to English before shortening it into positive or negative. After the evolution, it
is clear from the comparison section that this model’s accuracy level is higher than
that of LSVM, fastText, or SAB-LSTM, which is close to 90 %.

The research [15] was carried out using several methods for extracting characteristics
from textual data as well as text classification and classifying procedures. By assess-
ing the sentiment of comments from Bangla newspapers, they employed a hybrid
strategy with a pre-trained deep learning classifier and achieved 89.89 % accuracy.
They integrated the optimizer function “Adam” and apply word embedding “Glove”
in their hybrid model. Their dataset contains 13802 data which is primarily col-
lected from the platform Kaggle. Their data mainly contains Bengali news text with
2951 Negative, 2280 Very Negative, 3198 Very Positive, 3928 Positive, 1445 Neu-
tral, and 2951 Very Negative data. Due to the fact that there were many sorts of
data, such as disorganized, missing data, incorrectly labeled, grammatically wrong,
etc., they applied to preprocess techniques in the model to clean datasets. They
first remove the punctuation, then cease word removal, then convert the numerical
values to words, then integrate the data, and last tokenize the raw data to make the
dataset well-formed. A bidirectional LSTM (also known as a BiLSTM) is a sequen-
tial processing technique that uses two LSTMs, one of which moves forward and the
other backward. Even though CNN is great for long articles, it is still challenging
to distinguish between its components. Following the embedding layer, a 32-filter
convolution layer, a kernel shape of 3, two bidirectional layers with 0.5 dropout val-
ues each, and an ”relu” activation feature were added. The steps in the procedure
must fill in the ”categorical cross entropy” error function around one another. The
layer dropout for the ”Adam” optimizer’s use of this model was 0.5. This model
was trained using 512 batch sizes and 80 epochs. This model could be as long as
1000. This model also includes the FastText Model and also parameter setting to
maximize the performance of this model. They want to use several hybrid models
as well as neural network-based models in the future, including ANN, LSTM, RNN,
and BERT for improving the model.

The study [16] was done with the procedures of convolutional neural networks with
several layers and bidirectional gated recurrent units made into a hybrid neural net-
work model. They looked at an LSTM variant called the GRU (Gate Recurrent
Unit), which is naturally better at handling time series jobs and can quickly capture
the characteristics of text context information. In this study, word2vec is used to
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train huge Chinese news corpora. To represent text characteristics, Out of a siz-
able amount of text data, word vectors of Chinese words were chosen. Word2vec
has automated compressed semantic data into mathematical vectors in comparison
to conventional feature extraction machine learning approaches. They enhance the
CNN + GRU classification model using the word vector text 141 representation
technique by including more convolution layers, including the Attention Mechanism
in the GRU layer, and horizontally combining the two parallel models. Because of
MLCNN’s local feature learning capabilities, BiGRU’s dependence on the length,
and the possibility of the Attention Mechanism to collect crucial information, we
designed the MLCNN and BiGRU-ATT model employing these three components.
According to the study of experimental findings, the hybrid network model per-
formed well in the job of classifying news texts. They may then take what they’ve
learned about applying text classification techniques to the blockchain. Using NLP
technology, research is being done to expand blockchain research and improve text
categorization by basing it on the characteristics of blockchain data.

In this research study [17], Researchers used a neural network model for the catego-
rization of news content. They used a hybrid neural network consisting of MLCNN
and BiGRU-ATT with attention mechanisms. GRU has an inherent advantage when
computing time series jobs since it is well suited to capturing the features of text
context data. To achieve encouraging results, they applied word segmentation and
the Word2vec model as preprocessing and feature extraction. There are three com-
ponents to the hybrid model. For the first section, They split the entire model into
two parts. These generated text vector feature representations and created feature
representations. The hybrid model was then used to obtain text vector feature rep-
resentation. Finally, They used a fully connected layer and a softmax classifier to
achieve the desired results. The experiment’s data set was quite small and hence
might have diverged from reality. There will be many data sets collected for ex-
perimentation in the next work, bringing research closer to its real applicability.
Research is ongoing on the use of deep learning techniques and other ways to sim-
plify and boost the accuracy of text categorization while at the same time reducing
complexity.

Bidirectional Encoder Representations from Transformers, or BERT, was introduced
in this study [18]. It is a deep learning model built on transformers. The pre-trained
BERT model can be improved to produce cutting-edge models for a variety of NLP
applications with just one additional output layer. The BERTBASE has 12 en-
coders and 12 bidirectional self-attention heads, while the BERTLARGE has 24
encoders and 16 bidirectional self-attention heads. They used the pre-training and
fine-tuning processes in their methodology. BERT is already trained on a sizable
corpus of unlabeled text, such as the Book Corpus and Wikipedia’s 2,500 million
words (800 million words). Two unsupervised tasks, such as Next Sentence Predic-
tion and Mask LM, were employed in the pre-training (NSP). They connected the
task-specific inputs and outputs to BERT during the fine-tuning and adjusted ev-
ery parameter end-to-end. On eleven natural language processing tasks, this model
achieves new state-of-the-art results, such as increasing the GLUE score to 80.5%
(7.7 % absolute improvement), MultiNLI accuracy to 86.7 % (4.6 % ), SQuAD v1.1
question answering Test F1 to 93.2 % (1.5 % absolute improvement) , and SQuAD
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v2.0 Test F1 to 83.1 % absolute improvement. They demonstrated the value of pre-
training in both directions for language representations. Once more, the researchers
showed that the need for numerous highly developed task-specific architectures can
be reduced by using pre-trained representations. This effort aims to enable a single
pre-trained model to successfully perform a number of NLP tasks.

The development of a sequence and transduction model is covered in the work [19],
specifically a transformer created just using the attention process and avoiding re-
currence and convolutions. Although pre-trained for a brief period, the study asserts
that task construction with attention seems to lift that boundary and accomplish
greater performance than before. The design consists of a six-layer encoder with
two additional sublayers on each layer and a six-layer decoder with three more sub-
layers. The sub-layers employ both a straightforward attention mechanism and a
multi-head self-attention mechanism. Each layer of those encoders and decoders
also has a feed-forward network that is connected. The findings of the decoder were
transformed into anticipated next-token probabilities once more by adding the learnt
linear transformation and SoftMax function. The huge transformer model surpasses
the competition on the WMT 2014 English to German-translation problem, earning
a new BLEU score of 28.4. In conclusion, the Transformer, which was based solely
on attention, substituted multi-headed self-attention for the repetitive layers. The
model may be trained much more quickly and perform better than architectures
based on recurrent or convolutional layers for translation tasks.

The paper [20] describes BanglaBert, a Transformer-based NLU model specifically
for the Bangla language, along with introducing a term called “Embedding Bar-
rier,” which refers to the difficulty of the difference among languages in terms of
their vocabulary, writing structure, and even the script while implementing a model
with any particular language. To start developing any language model, a collec-
tion of vast amounts of excellent text data is required. Here, for the BanglaBert, a
dataset of about 18.6GB of pre-processed data was used, and it was pre-trained with
the assistance of ELECTRA. Furthermore, fine-tuned using five downstream works
as well as keeping check with two other multilingual models (mBERT and XLM-
RoBERTa). The study also demonstrates that languages with embedded barriers
perform less accurately than their sister languages, which share a lot of resources.
On that notion, the research was done in a couple of languages, such as English,
Bangla, Hindi, Nepali, and Swahili. English and Swahili shared the same script,
whereas Bangla, Hindi, and Nepali shared similar scripts. Even so, the embedding
barrier for Bangla was greater than all the other languages mentioned.

To evaluate various BERT fine-tuning techniques on a text classification task and
to provide a general BERT fine-tuning solution, extensive experiments were carried
out in this literature [21]. Three steps comprise their suggested fine-tuning pro-
cess: the first step is to further pre-train BERT using inside training data, also
known as in-domain data. The second alternative, if there are multiple related tasks
available, is to optionally fine-tune BERT with multi-task learning. BERT must be
adjusted for the intended task as the final step. Additionally, they examined fine-
tuning strategies for BERT on target tasks and cutting-edge discoveries for a range
of NLP activities, highlighting the great potential of the fine-tuning strategy. In

10



this study, the BERT text categorization fine-tuning method was further explored.
Their datasets cover three text classification tasks that are performed: sentiment
analysis, question classification, and topic classification. The batch size for the ad-
ditional BERT pre-training was 32, the maximum sequence length was 128, the
learning rate was 5e-5, the train steps were 100,000, and the warm-up steps were
10,000. The batch size for fine-tuning was 24. They looked into various fine-tuning
techniques in the first experiment. For the long text problem in the fine-tuning
procedure, they once more applied the truncation method, which empirically picks
the first 128 and the last 382 tokens of long texts. Additionally, they tested few-
Shot learning, multitask fine-tuning, and additional pre-training. They presented
five findings after the experiments. First off, text classification benefits more from
the top layer of BERT. Second, BERT can solve the catastrophic forgetting problem
with a proper layer-wise decreasing learning rate. Thirdly, additional pre-training
within-task and within-domain can considerably improve its accuracy. Fourth, ad-
ditional pre-training is better than earlier multi-task fine-tuning. The end result
implies that BERT can enhance the work for small-size data.
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Chapter 3

Formation & Deployment of
Primary Dataset

3.1 Web Scrapping
The term ”web scraping” refers to any technique used to gather information from
the Global Internet. This information can be used for numerous purposes, such as
collecting product reviews for analysis or market research. By using web scraping,
users can quickly and easily get product reviews, pricing information, and other
data from websites. Web scraping can save time and effort for researchers who need
to collect data from large websites. The most common language used to code web
scrapers is Python, since it has several libraries designed specifically for web scrap-
ing.
As we need to collect a large product review dataset, it is a very time consuming
process to collect it from website to website. As a result, we make a web scraper
for collecting reviews. Our web scraper can collect reviews from the daraz website.
In our python code for web scraping, when we run our code a request is sent to the
url that we have selected. Then the server sends the data and allows us to read the
HTML page as a response to the request. Then our code parses the HTML page
first and then finds all the related data and then extracts them. We can divide this
task into 6 stages.
1. URL creation
2. Inspection of HTML page
3. In search of reviews to be collected
4. Coding phase
5. Deployment of code and collecting reviews
6. Data saving in a .CSV file

We used these following python libraries to implement our web scraping.
1. The Selenium library is utilized for testing websites. It has the capability of
automating the browser operations.
2. BeautifulSoup is a package for the Python programming language that may be
used to parse HTML texts and generate parse trees. These parse trees are beneficial
while attempting to retrieve the data.
3. Requests is use for sending request
In our code, we can change our product category easily. There is a variable named
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‘searchKey’. If we change the variable, the product category will be changed. For
example, if we set “sunglass” here all the sunglasses appear and our code will extract
the reviews from those products. So, we can easily get different types of product
reviews. It helped us to train our model more accurately. Also, we can select page
numbers.

Figure 3.1: our scraper is collecting reviews

After collecting the required data we get the scraped data as a .CSV file.

Figure 3.2: Data saved as CSV file

In this picture we can see a product’s review on the daraz website. After running
our web scraping code, it extracts all the reviews. Then it stores all the reviews in
an excel file.

Figure 3.3: Result of the webscaper

It is our result.csv file. Here we can see that the scraper collects all the reviews and
stores them in this results.csv file. One interesting thing is that the daraz website
restricted our IP address for sending so many requests in a short period of time. To
solve this issue, we used VPN to change our ip address. Then it worked perfectly.
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3.2 Data Collection
A crucial component in the research methodology is the data-gathering procedure.
The standardized process of collecting observational data or metrics is known as
data collection. For our research purpose, we collected quantitative data, which is
expressed in words and analyzed through categorizations and interpretations. We’ve
used second-party data, referring to information shared by other organizations with
their customer base, to build up our proposed model. We scraped customer reviews
from the e-commerce website Daraz. The manual extraction of web data is fre-
quently a laborious and time-consuming process. Web data extraction refers to a
technique for obtaining information and data from websites using bots. Web scrap-
ing, contrasted to screen scraping, which only duplicates pixels, demonstrates on
screen, extracts implicit HTML code, and, with it, records contained in a database.
After that, the scraper can recreate the contents of the whole webpage somewhere
else. For our research work, we have used online web scraper tools to extract rele-
vant information. We’ve chosen product reviews from an e-commerce site, and using
some selectors, the valuable information is pulled down.
Our extracted customer reviews had four different types. They are-

• Pure Bengali - াণ েমাটামুিট । অেতা ভালনা ।

• Pure English- The product is perfect in this price segment

• Bengali and English mixed -আলহামদুিল াহ েবশ ভােলাই, Everybody can buy this

• Bang-lish - product khub e valo lagse amar

As our research objective is to work with Bang-lish data, we excluded the first three
types from our dataset and kept only the Bang-lish reviews.
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Figure 3.4: Snapshot of our dataset

Figure 3.5: Word Cloud of our dataset
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3.3 Data Labeling
Data labeling is considered the most valuable step because it helps AI and machine
learning algorithms build an accurate understanding of environments and condi-
tions. The process of applying labels to actual data in order to assign context or
interpretation to the information is known as data labeling. As we collect reviews
from users as data, we need to add labels and prepare the dataset for sentiment
analysis. The training dataset is then utilized to train ML models to predict, under-
stand, or accumulate speech. Sometimes ML models lack confidence due to highly
valued datasets, so humans need to add labels manually. This is what we did for
our research work. Due to the high amount of data, built-in AI models can’t give
proper accuracy, so we opt for manual labeling. We have labeled positive reviews as
1(one) and kept 0(zero) for negative comments. After that, the labeled dataset was
sent through the model to give improved feedback. Our dataset has 5000 Bang-lish
reviews, of which 2500 are positive reviews and 2500 are negative reviews.

Figure 3.6: Visual Representation of the data variations

3.4 Data Pre-Processing
Real-world data usually includes noise, inconsistent data, emotions, punctuation,
and may be in an inoperable layout that can’t be utilized directly for predictive
models. Data preprocessing is a major prerequisite for cleaning the data and prepar-
ing it for a classification model, which enhances the accuracy and performance of
the trained model.
Human languages have different meanings but machines can’t understand words.
Hence words need to be converted into numbers. The performance of a model
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depends on the process of data preprocessing and how well the dataset has been
trained. For our dataset, we performed six stages in pre-processing our collected
data.

3.4.1 Remove emojis
While writing in an informal way, people use emojis. As a first step, all emojis are
removed from the dataset as it has no special meaning.

3.4.2 Remove punctuation marks
For better results, punctuation marks must be removed from words. There are 32
primary pieces of punctuation that should be acknowledged, which are ’!”’()*+,-
./:;<=>?@[]‘| ’. To substitute any punctuation in words with an empty set, we
can use the string module in conjunction with a regular expression. Replacing any
alphanumeric factor, we have eliminated all punctuation marks from our word list.

3.4.3 Tokenization
The method of splitting up a paragraph into small components such as phrases
or words is known as tokenization. Each component is then treated as a separate
token. Tokenization’s basic aspect is to endeavor to comprehend the significance of
the text by evaluating the individual units or tokens that comprise the paragraph.
We have preprocessed the sentences into words. For example, for our dataset, there
is one sentence ‘product motamuti valo’. After tokenization, the outcome should be
‘product’, ‘motamuti’,‘valo’, ‘shundor’.

3.4.4 Lower casing
After tokenizing our review sentences, we converted all the characters in the words
into lowercase. When capitalized, terms like ”valo” and ”Valo,” which have the
same meaning, are modeled in the vector space model as two distinct terms. As
a consequence, the dimensions increase. Therefore, in our dataset, we kept all our
words in lowercase to provide uniformity in words.

3.4.5 Stop word removal
Stop words are frequently used in documents. These types of words don’t signify
anything and sometimes result in the deep learning model underfitting or overfitting
while training. For example, some of the Bang-lish stop words are e, er, ki, theke,
etc. We prepared a stop word list of 480 Bang-lish stop words. We used the Bengali
stop word list from a GitHub repository [22] and converted the Bengali words into
Bang-lish form. For example, Bengali word বরং translated into borong in Bang-lish.
Besides, we added some words which are considered stop words in Bang-lish text.
In Bang-lish form, people write single-letter words because of typos or for using
suffixes. For example, পণয্িট can be written as ponno t. This t is also functioning as
a stop word. We also added some of these words to our stop word list.
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Figure 3.7: Data Pre-Processing

3.4.6 Misspelled word handling
As Bang-lish is not a real language, it doesn’t have any proper rules to write words
and sentences. For example, the Bang-lish word valo can be written as valo, bhalo,
vhalo. For some of our dataset’s most frequently occurring terms, we must spell
them consistently. In order to manually determine the uniform form of these terms,
we produced a list of the most commonly used and significant words in our dataset.
After that, we developed an algorithm that would be able to find the misspellings
of those frequent words and correct them. In the algorithm, we used the phonetics-
based algorithm, Double Metaphone, and Levenshtein distance.

• Levenshtein Distance: Levenshtein distance basically is a technique to find
out the contrast among vocables. More specifically, it is the count of one al-
phabetical character alteration between two terms at a time. The alterations
can include adding, deleting, or substituting characters. This distance is oc-
casionally known as edit distance as well.
Mathematically, two randomly given strings a, b would have the Levenshtein
distance, Lev(a,b), where |a| and |b| is the length of the string.

lev(a,b) =



|a| if |b| = 0,

|b| if |a| = 0,

lev(tail(a),tail(b)) if a[0]= b[0],
otherwise,

1+min


lev(tail(a), b)
lev(tail(b), a)
lev(tail(a),tail(b))

We used the python library fuzzywuzzy which implements Levenshtein dis-
tance between two words.

• To put simply, Metaphone essentially is a phonological algorithm that out-
performs Soundex in aspects of matching phrases that sound similar by incor-
porating data about variances and discrepancies in both pronunciations along
with spelling in order to generate more precise encoding.

• Double Metaphone would be the title of a subsequent edition of the genuine
algorithm. This technique takes into account the spelling quirks of several
additional languages, as compared to the previous technique, which exclusively
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applies to English. Therefore, we sought to incorporate this method to amend
the Bang-lish misspelled terms.

The python library fuzzy is used in our algorithm for implementing double Meta-
phone.
The pseudocode of our algorithm is given below:

import fuzzy
from fuzzywuzzy import fuzz
set updated_corpus to []
dphone ← fuzzy.DMetaphone(4)
mw ← pd.read_csv (’most_frequent_words.csv’)
mw ← mw[”Words”].tolist()
for all i in range corpus: do

cor ← i.split()
for all j in range mw: do

set d_1 to dphone(j)
for all k in range(len(cor): do

set d_2 to dphone(cor[k])
if j is not equal to cor[k]
and fuzz.tokenratio(d_1[0], d_2[0]) is greater than 74
and fuzz.token_sort_ratio(j,cor[k])is greater than 74 then

set cor[k] to j
end if

end for
end for
set g to ” ”.join(cor)
do updated_corpus.append(g)

end for
Our algorithm has detected and corrected 3721 misspelled words in our dataset.
Table 3.1 provides several specifics with examples:

Misspelled Word Correct Word
jinis jinish

sundor shundor
nosto noshto
onk onek

dalivary delivery
sae same
vlo valo
asol ashol
cilo chilo
balo valo
aktu ektu

Table 3.1: Example of Handling Misspelled Words
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3.4.7 One hot encoding
Categorical variables are transformed via one-hot encoding into a format that may
be used as input by machine learning algorithms. Many machine learning projects
require this pre-processing phase, which is crucial. Transforming content from a
categorical form to a numerical representation is the aim of one-hot encoding. The
ordinal encoding of the category variables is followed by the representation of each
integer value as a binary vector with all the other values of the vector being zero
except for the location of the integers, which is labeled with a 1. To put it another
way, this is a technique used to transform a category feature with string labeling
into K nominal attributes such that the result of one of the K (one-of-K) charac-
teristics is 1 and the value of the remainder (K-1) features is 0. Since the features
produced as a result of these approaches are dummy features that don’t reflect any
real-world features, it is also known as dummy encoding. Instead, they were devel-
oped to use fake numerical characteristics to encode the various values of category
features. Consider a dataset that has details about several fruit varieties. With
one-hot encoding, each variety of fruit would have its own column, with a value of
1 signifying that the rows include information about that product and a value of 0
signifying that it doesn’t.

Python’s Pandas package could be used to achieve one-hot encoding. Data can
be one-hot encoded using the ”get dummies” function offered by the Pandas pack-
age. There are further methods available, such as using the OneHotEncoder class
in the sklearn.preprocessing package for one-hot encoding. Dummy data is another
name for one-hot encoded data. Because dummy data does not require specific pro-
cessing of categorical variables, it makes machine learning models easier to utilize.

In order for machine learning libraries to use the values to train a model, the cate-
gorical features must be transformed or converted into numerical features using the
one-hot encoding approach. It is advised to explicitly transform these category data
into numerical features even though many machine learning libraries do it internally
(dummy features).

The following are some drawbacks of one-hot encoding:

One-hot encoding performs well for smaller cardinality. One-hot encoding, for in-
stance, will result in a matrix with the values [1,0,0,0,0,0] for Sunday if we want to
express categorical variables like week (7 days) in this way. The feature must be
converted to one-hot encoding for greater cardinality cases, such as expressing mil-
lions of customer ids, because doing so results in a sparse matrix that is unsuitable
for many machine learning techniques. One-hot encoding also regards the categori-
cal data as independent, which is a drawback. If there is a link between categorical
values, one-hot encoding cannot capture that relationship.

OneHotEncoder may be used to do one-hot encoding for a single-category feature.
The transformation of a categorical feature with two values, like gender, is shown
in the next code sample. The gender value is translated into two feature columns
when OneHotEncoder is used with an empty constructor function. One of the fake
features is dropped when OneHotEncoder is constructed with drop=’first’. This is
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so that all 0 values in the remaining features indicate the dummy feature that was
eliminated. Multi-collinearity, a problem for some approaches, is avoided with this
technique (for instance, methods that needs matrix inversion).

We converted our corpus into one hot representation. We set the max-length to
131, and the padding value set to ”pre”. Some examples of our converted text data
into one hot representation are given below:

valo service pacchi → [ 0, 0, 0, ..., 2297, 966, 1211]
oshadharon valo maaner jinish → [ 0, 0, 0, ..., 4210, 6252, 1584]

shundor na → [ 0, 0, 0,..., 1051, 6920, 1584]
quality mutamuti dam → [ 0, 0, 0, ..., 8164, 10598, 7033]

altu bayadop osobvo nillojjo → [ 0, 0, 0, ..., 8963, 11792, 12763]
bag er man baje → [ 0, 0, 0, ..., 0, 10845, 3099]

Table 3.2: One Hot Encoding

In-depth discussions of the data pre-processing, models, our algorithm for handling
misspelled words, and the suggested model’s structure are provided in this section.
Figure illustrates the overall workflow of our work.
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Figure 3.8: Workflow of our dataset
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Chapter 4

Analysis of Sentiment
Classification Models

4.1 Sentiment Analysis Models
4.1.1 Neural Networks (NN)
Neural Networks form the base of deep learning (DL), a subfield of Machine learn-
ing (ML) where the algorithms are inspired by the structure of the human brain.
Neural networks basically works by training with data and recognizing the patterns
and then predicts the outputs of a new set of data.

Figure 4.1: The basic structure of a Neural Network

An input layer, an output layer, and a number of hidden layers make up the fun-
damental building blocks of a neural network. The hidden layers carry out the
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necessary calculations needed to achieve the output after the input layer receives
the inputs and the output layer predicts the outcome. The primary processing com-
ponents of the network, or neurons, are present in each layer. Each of the channels
that connect these neurons from one layer to another is given a weight, which is a
numerical value. The inputs are then multiplied by the associated weights, and the
sum is subsequently supplied as input to the hidden layer. Now, in that layer, every
single one of those neurons is once again connected to a numerical value known as
the bias. Now, the activation function, a threshold function, is applied to this total.
A specific neuron’s activation status is determined by the activation function. In this
way, the neurons transmit the info all the way to the output layer. This method
of transmission is known as forward propagation. The neuron with the greatest
value is finally selected as the projected value in the output layer. However, since
these are merely probabilities, there will inevitably be mistakes. This is where the
training phase enters the picture. The errors are compared to the real outputs, and
the information is then sent back to the network. The weights and bias are then
modified in accordance with this. The weights are refined until they are as accurate
as feasible through an iterative cycle of forward and back propagation. Hours, days,
or even months could pass throughout this procedure [23].

4.1.2 Neural Language Model (NLM)
Neural language models (NLM) are, in essence, natural language processing (NLP)
operations that are accomplished by applying neural networks (NN). Neural lan-
guage models have an advantage over n-grams due to the fact that NLM is more
generalized when it comes to similar settings and can handle longer records. This
gives NLM a competitive advantage. In addition, although both NLM and n-gram
models are trained with identical datasets, NLM delivers a greater level of predicted
accuracy. As a result, contemporary NLP increasingly relies on neural language
models in order to improve performance. However, it uses numerical representations
of words as input and outputs potential future words via probability distribution,
albeit the working process is not wholly different from n-gram models. The dis-
tinction resides in the input formats; neural language model utilizes different word
embedding approaches (e.g., pre-trained word2vec embeddings) whereas employing
the n-gram itself. Hence, NLM is better at generalizing unseen data as they have a
good grasp on the semantics behind the text [24].

4.1.3 Convoulutional Neural Network (CNN)
A convolutional neural network, more commonly known as a CNN, is essentially
an artificial neural network that has been carefully trained to recognize or detect
patterns. As a result of this pattern detection, CNNs are extremely useful tools
for conducting picture analysis. The use of convolutional layers, which are CNNs’
equivalent of hidden layers, is what sets CNNs apart from other types of neural
networks. Convolutional neural networks (CNNs) may, and frequently do, include
additional layers that aren’t part of the convolutional process, but the convolutional
layers make up its core. A convolutional layer is one that first receives data, then
modifies that data in some way, and finally sends the modified data to the layer
that comes after it. Input channels and output channels are the terms that are used
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to refer to the inputs and outputs of convolutional layers, respectively.

Figure 4.2: The common layer of a Convolutional Neural Network

A convolution operation is the name given to the change that takes place when
working with a convolutional layer. In any event, this is how those who work in the
field of deep learning refer to it. Convolutional layers are responsible for performing
an operation known in mathematics as cross-correlations. This operation is a type
of convolution. Convolutional neural networks are a technique that can be used
to recognize patterns in photographs. It is necessary for us to specify the number
of filters that should be present in each convolutional layer. These filters do an
accurate job of discovering the patterns.

4.1.4 Recurrent Neural Network (RNN)
Time series data and artificial neural networks with time series data are known as
Recurrent Neural Networks (RNN). These deep learning algorithms are built into
popular programs like Siri, Voice Search, and Google Translate. They are often used
for order or time issues such as: B. Speech translation, natural language processing
(nlp), speech recognition, image annotation. Recurrent neural networks (RNNs),
like feedforward and convolutional neural networks (CNNs), use training data for
learning. They are notable for their ”remembering” which allows data from previous
inputs to be used to influence current inputs and outputs. The output of iterative
neural networks depends on the previous part of the sequence, unlike typical deep
neural networks, which assume that the inputs and outputs are independent of each
other. Unidirectional recurrent neural networks are effective in determining the
output of a given sequence, but cannot take future events into account in their pre-
dictions.

Recurrent networks are characterized by sharing parameters between all layers. It-
erative neural networks share a single weight parameter across all network layers,
in contrast to feedforward networks, which assign individual weights to each node.
Nevertheless, these weights are modified by backpropagation and gradient descent
processes to support reinforcement learning.
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Recurrent neural networks use the backpropagation through time (BPTT) tech-
nique to compute gradients. This technique is designed to be used with sequence
data, so it differs slightly from regular backpropagation. Like traditional backprop-
agation, where the model is trained by computing the error from the input layer to
the output layer, BPTT works on the same basic concept. With the help of these
calculations, the parameters of the model can be changed and tuned appropriately.
In contrast to traditional methods, BPTT adds an error at each time step. In con-
trast, feedforward networks do not require error summation because the parameters
are not shared by all layers.

Exploding gradients and vanishing gradients are two problems RNNs commonly
encounter in this procedure. The magnitude of the gradient, which represents the
gradient of the loss function along the error curve, characterizes these problems. If
the gradient is too small, it continues to get smaller, updating the weight param-
eter until it becomes negligible, or 0 if the gradient is too small. After that, the
algorithm stops learning. Gradient explosion, which occurs when the gradient is
too large, creates an unstable model. In this scenario, the model weights eventu-
ally become inexpressible (NaN) due to overgrowth. One way he deals with these
problems is to reduce the number of hidden layers in neural networks to remove the
complexity of RNN models.

Figure 4.3: Pathflow of RNN

Iterative neural networks don’t actually have this limitation, but the diagram above
shows it that way. Input data are mapped to output in a feedforward network..
Instead, multiple types of RNNs are used for different use cases, such as music
creation, sentiment classification, machine translation, etc., and their input and
output lengths can vary.
The diagram above depicts a recurrent neural network in this way, but in reality it
is not restricted like a feedforward network, which maps inputs to outputs. Instead,
multiple types of RNNs are deployed for different use cases. B. Music production,
sentiment classification, machine translation, and their inputs and outputs vary in
length.
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Figure 4.4: Different type of RNN

As explained on the Neural Networks tutorial page, a neuron’s activation function
determines whether the neuron is turned on. In most cases, nonlinear functions
transform the output of a particular neuron into a number between 0 and 1 or -1
and 1.

Figure 4.5: Common activation function of RNN

4.1.5 Long Short-Term Memory (LSTM)
A common type of RNN (recurrent neural network) for learning sequential data
prediction problems is the LSTM (long short-term memory) network. Like other
neural networks, LSTMs contain several layers that support pattern recognition
and learning to improve performance. The basic function of LSTM can be seen as
keeping the data you need and discarding the data that is needed but not useful
for future predictions. There are many different types of LSTM networks, but they
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can be broadly categorized into three groups. Bi-LSTM, Bi-LSTM, LSTM forward
pass, LSTM reverse pass.
As the names imply, the forward pass and backward pass LSTM are unidirectional
LSTM, processing information in just one direction, either on the front side or on
the backside, as opposed to bidirectional LSTM, which processes information on
both sides to sustain it. Each of the LSTM kinds listed above operates according
to a fundamental framework. Of a fundamental LSTM model architecture, several
parts may be found.

Figure 4.6: Architecture of LSTM

One of the most notable characteristics of LSTMs is their capacity to recall and
recognize incoming information and discard that which is unnecessary for the net-
work to learn data and generate predictions. This LSTM property is caused by this
gate. It helps determine whether data can pass through the layers of the network.
Information from the previous layer and information from the presentation layer are
two different forms of input expected from the network.

The Forget gate circuit, where h and x are information, is depicted in the above
picture. When this data is processed using the sigmoid function, any information
with a propensity to zero is removed from the network.

By altering the cell state, the input gate assists in determining the significance of the
information. Whereas the forget gate aids in the removal of data from the network,
the input gate determines the significance of the data and aids the forget function
in the removal of the data that is not significant, allowing subsequent layers to learn
the data that is crucial for creating predictions. The sigmoid and tanh functions
process the input, with the former determining the information’s weight and the
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latter lowering the network’s bias.

Information about weight gain passes through the cell state calculated by this layer.
The input gate and forget gate outputs are multiplied by the cell state. Information
that can be lost is amplified by values very close to zero. Input and output values
are added here to the cell status to update the cell status with network related in-
formation.

The last gate of the circuit helps determine the subsequent hidden state of the
network through which the data is transmitted via the sigmoid function. The cell
updated from the cell state is sent through the tanh function and multiplied by the
initial state sigmoid function. Facilitates the transmission of information in a con-
fidential manner. The hidden state can now choose which information to transfer
thanks to the final stage of the circuit.

When executing standard text modeling, the majority of the preprocessing and
modeling tasks concentrate on producing data in a sequential manner. Examples of
similar tasks include POS tagging, stopword deletion, and text sequencing. These
techniques aim to simplify the understanding of data by a model in accordance with
the established pattern. The outcomes are possible.

Applying LSTM networks in this situation may offer a unique advantage. We ex-
plained how LSTM includes a feature that allows it to memorize the order of the
data earlier in the essay. The dataset always contains a lot of unnecessary informa-
tion, which may be removed by the LSTM in order to shorten computation times
and lower costs. This feature is another one that this program possesses. The LSTM
is a great tool for text categorization and other text-based tasks mainly because of
the capability of eliminating irrelevant information and memorizing the order of the
information.

The very first layer of the modeling process is the embedding layer, which employs
a certain length vector, and the second layer is the LSTM layer, which contains
neurons that will serve as the model’s memory unit. Following LSTM, the dense
layer—an output layer with sigmoid function—helps in supplying the labels. There
are some modifications we can make to the model or the data that will assist improve
the accuracy of our work. With sequential data, such as time series data and audio
data, LSTM is a frequently utilized network. We may use LSTM to do a variety of
tasks in the time series analysis field.

4.1.6 Gated Recurrent Unit (GRU)
Gated Recurrent Unit is a modification of the RNN hidden layer that makes it much
better for long range connections and helps a lot when it comes to vanishing gradient
troubles. Gated Recurrent Unit also helps a lot when it comes to solving problems
with vanishing gradients. When it comes to issues with fading gradients, Gated
Recurrent Unit is also of great assistance and helps a great deal. The following is a
more in-depth description of the operational mechanism of the GRU: Calculate the
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parameterized current input and previously hidden state vectors for each gate by
conducting element-wise multiplication (Hadamard Product) between the relevant
vector and the associated weights for each gate. This will yield the parameterized
current input and state vectors. The parameterized current input and state vectors
are what you get as a result of this step.

Figure 4.7: Components of Gated Recurrent Unit (GRU)

Apply the proper activation function for each gate by working your way through
the parameterized vectors element by element. Further down below, you will see
a list of gates, along with the activation function that should be utilized for each
individual gate [25].

4.2 Proposed Model
4.2.1 Embedding Layer
Before feeding into the deep learning model, the dataset must be converted into num-
bers from textual form. Each word is transformed into a fixed-length, predetermined-
size vector by the embedding layer.

4.2.2 CNN Layers
Convolution Layer

The convolution layer performs the convolution procedure on the input provided by
the embedding layer. Our proposed hybrid model has two convolution layers.

zl = h(l−1) ∗W l (4.1)

The final component of the convolutional layer that increases the output’s nonlin-
earity is an activation function and we utilized ReLu (Rectified Linear Unit) as
activation function in the convolution layers.

ReLU(zi) = max(0, zi) (4.2)
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Max-Pooling Layer

Our suggested model includes a max-pooling layer after each convolution layer.
Convolution layer outputs are subjected to the max-pooling process after each con-
volution layer.

hl
xy = maxi=0,..,sj=0,..sh

(l−1)
(x+i)(y+j) (4.3)

4.2.3 Drop out Layer
Drop out is a technique where during training, neurons chosen at random are not
used. The dropout layer does the dropout task. We added a dropout layer after the
CNN layers.

4.2.4 Gated Recurrent Unit (GRU) Layer
In order to interpret the lengthy text, our suggested model includes a GRU layer,
a form of RNN that resolves the vanishing gradient problem. The dropout layer’s
output was passed to the GRU layer.

4.2.5 Flatten Layer
The flatten layer converts a multidimensional array into a one-dimensional flattened
array. We used a flatten layer upon the outputs of the GRU layer.

4.2.6 Output Layer
The output layer will perform the sentiment classification task by utilizing sigmoid
as the activation function and binary cross entropy as the loss function.

Sigmoid function

As we are predicting probability and output of sigmoid function exists in between
0 to 1. Equation of Sigmoid Function:

σ(zi) =
1

1 + e−zi
(4.4)

Binary Cross Entropy

In binary classification, only two true values of y are feasible: 0 or 1. To evaluate
loss among real and expected values, it is necessary to compare the actual value (0
or 1). Equation of Binary Cross Entropy:

Loss =
1

n

N∑
i=1

−(yi ∗ log pi) + (1− yi) ∗ log(1− pi) (4.5)
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Figure 4.8: The basic architecture of the suggested model

4.2.7 Hyper-parameters
The model hyper-parameters proposed are as follows:

Embedding vector size:

The number of dimensions in the vector space into which the word is embedded is
the size of the embedding vector. Additionally, several dimensions are tangentially
connected to other, separate ”concepts” that a word may be classified into. The
precise number of embedding dimensions often has little impact on job performance.
The number of dimensions may have an impact on training time. Choosing a power
of two is a frequent heuristic for cutting training time. When moving data, powers
of 2 will boost cache use, hence minimizing bottlenecks. Depending on which order
of magnitude is selected. Our embedding vector size is 60.
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Kernel size:

The phrase ”step size” describes how far the filter slides, whereas the term ”kernel
size” describes the size of the filter that revolves around the feature map. In this
case, maintaining a kernel size of 3x3 or 5x5 is common. The feature recovery would
be local and fine-grained, without knowledge of the neighboring pixels. Therefore,
1 x 1 is taken off the list of possible optimal filter sizes. The kernel size for the
convolution layers was set to 3 and 24 respectively.

Filter size:

The filter size in a CNN may be thought of as the n-gram size in natural language
processing. A group of n-pieces from a particular text sample make up an n-gram.
The application may specify that these components be words, letters, or pairings.
The N-grams are often gathered from a corpus of text or voice. In the convolution
layers, the filter size was set to 64 and 126 respectively.

Padding:

Convolutional neural networks (CNNs) benefit from padding, which is defined as
the number of pixels added to an image before it is processed by the CNN kernel.
If the padding in a CNN is zero, for instance, all excess pixels will be assigned the
number 0. For our model, we kept our padding the same.

Max-pooling:

The maximum pooling method, sometimes referred to as ”max pooling,” establishes
the highest or maximum value in each block of each feature map. The outputs are
feature maps that have been pooled or down-sampled to highlight the feature that is
most prevalent in the area. The pooling size is 2 in both of the max-pooling layers.

Activation function:

When designing a neural network, one of the decisions that must be made is the
activation function to utilize in the network’s hidden and output layers.To make a
decision whether or not it will activate a neuron, the activation function makes a
weighted sum and adds a bias to it. The activation function was developed to give
a neuron’s output non-linearity. ReLU was used as the activation function in both
of the convolution layers.

Dropout:

To some extent, the dropout layer is considered as a mask, allowing all other neu-
rons to continue functioning while reducing the input to the layer below. Dropout
improves a machine learning model’s performance because it reduces overfitting by
making the network simpler. The neural networks’ neurons are taken out during
training. The dropout rate of 0.2 was used in the dropout layer.
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Units:

A gated recurrent unit (GRU) is a portion of a specific kind of recurrent neural net-
work that is created to make use of connections generated across a number of nodes
to perform memory- and clustering-related machine learning tasks, such as speech
recognition. Gated recurrent units aid in modifying neural network input weights in
order to solve the vanishing gradient problem, which is a common issue with recur-
rent neural networks. The term ”minimal gated unit” refers to a condensed version
of the complete gated unit that uses gating performed using the prior concealed
state and the bias in different combinations. The units size was set to 20 in the
GRU layer.
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Chapter 5

Result Analysis and Evaluation

We have covered the assessment of the trained model’s efficiency in this chapter. We
have established some key criteria for our trained model’s evaluation: accuracy, F1
score, precision, and recall. To visualize the results of classification, we employed
confusion matrix. The side-by-side analysis of the seven model versions has also
been covered.

5.1 Result Assessment
5.1.1 Confusion Matrix
The confusion matrix summarizes the prediction result with the count values of cor-
rect and incorrect predictions. It is the breakdown that gets over the drawback of
relying solely on categorization accuracy. True Positive (TP ), True Negative (TN),
False Positive (FP ), and False Negative (FN) are the four metrics in the confusion
matrix.

Figure 5.1: Metric of Confusion Matrix

We have obtained True Positive = 426, True Negative = 464, False Positive = 50,
and False Negative = 60 in our confusion matrix shown in figure 5.2. As True
Positive, True Negative values are high, which means our model is able to correctly
classify datas, that’s the reason our model gives higher accuracy.
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Figure 5.2: Confusion Matrix

5.1.2 Recall
The accuracy of a classifier is quantified by its recall, which is a measure of its
comprehensiveness. When recall is high, there are fewer false negatives, and when
recall is low, there are more false negatives. Increasing recall can sometimes lead to
less precision because it gets harder to be accurate as the data point grows.

recall = TP

TP + FN

(5.1)

In our Banglish text classification, our model has obtained 89% ability to classify
text.

5.1.3 Precision
Precision is determined by the proportion of the amount of samples correctly labeled
as positive to the entire sample labeled as positive (either correctly or incorrectly).
Precision is a measure of how well the model can tell if a sample is positive or not.
Greater precision means fewer false positives, while less precision results in more of
these erroneous readings.

precision =
TP

TP + FP

(5.2)

From the table 5.1, it can be said that our model has gained 88% precision in terms
of Banglish text classification.
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5.1.4 F1 Score
The F1 Score represents the measurement of the optimal compromise between the
classification model’s precision and its ability to correctly identify occurrences of
value. Our model achieved 89% F1 Score in terms of classify Banglish text.

F1 Score = 2× precision× recall

precision+ recall
(5.3)

5.1.5 Accuracy
Accuracy leads to the measurement of the proper classification of positive and neg-
ative occurrences. Our model gained 89% accuracy ability to classify Banglish text.

Accuarcy =
TP + TN

TP + TN + FP + FN

× 100 (5.4)

The following graph illustrates the test and train accuracy of our model.

Figure 5.3: Accuracy plot

Parameter Value
Accuracy 89%
Precision 88%
Recall 89%
F1 score 89%

Table 5.1: Performance summary of proposed model
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Figure 5.4: accuracy plot of LSTM(left) and CNN(right)

Figure 5.5: accuracy plot of RNN(left) and GRU(right)

Figure 5.6: accuracy plot of BiDirectional LSTM(left) and BiDirectional GRU(right)

Figure 5.7: accuracy plot of CNN - LSTM

38



5.2 Performance Comparison
The experiment includes testing eight different variants of the model. We found
that handling corrections for misspelled words during data pre-processing signifi-
cantly improved the performance of the prediction model.

Performance (in Percentage)
Algorithm Accuracy (Before ap-

plying word corrector
algorithm)(%)

Accuracy (After ap-
plying word corrector
algorithm)(%)

LSTM 84 85
CNN 85.5 86
RNN 84.5 85.5
GRU 85.7 86
Bidirectional LSTM 83.7 85
Bidirectional GRU 83.8 85
CNN-LSTM 87.15 87.5
CNN-GRU 88 89

Table 5.2: Performance Comparison of Algorithms

By applying a word correction algorithm to our binary data set, the previously de-
veloped CNN-LSTM model [5] for Bang-lish sentiment classification improved its
accuracy to 87.5%, while our proposed model improved upon that to 89%.
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Chapter 6

Conclusion

Our work’s constraints and potential outcomes will be discussed here as a wrap-
up to the study. The potential areas of improvement for our research will also be
discussed.

6.1 Final remarks
To provide a brief summary, we developed a hybrid model for the classification
of sentiments based on Banglish text. The CNN and GRU standalone models per-
formed worse than our recommended model, which had better results. We improved
the model’s overall performance by fixing the misspellings of some of the most cru-
cial and often occurring terms in our dataset. We believe there is a substantial
amount of opportunities and challenges in studying Bang-lish text. We are positive
that our findings will pave the way for future studies of Bang-lish and other related
languages like Hinglish (Hindi words written in English letters).

6.2 Limitations
During the course of research, one must anticipate coming into a number of con-
straints associated with the procedure. The following is a list of the study’s limita-
tions.

6.2.1 Access
This is an important illustration of the constraints that were placed on the research
for the dissertation. During the process of writing the dissertation, we have encoun-
tered roadblocks in gaining access to materials that are significant to our research,
such as papers, persons, or other resources.

6.2.2 Prior research
Insufficient prior study on the subject of the dissertation is another potential barrier
that must be overcome. Some research projects will have a portion titled ”literature
review,” which will require reading through previously published material. On the
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other hand, there are also instances in which you can discover that very little work
has been done in the past in a specific field related to your research. Due to the
fact that Bang-lish is not a conventional language, there have been relatively few
research conducted on it. This is also the situation in our case. However, Banglish
is being used by the vast majority of the public across all kinds of social media and
online shopping platforms.

6.2.3 Sample Size
The term ”sample size” refers to the amount of pieces of information that are in-
corporated into a research project; these details are meant to be representative of
a specific group of materials. In quantitative research, sample size might be a lim-
itation since the statistical results can be less precise if the sample size is small. If
the sample size is too large, however, the statistical results will be more accurate.
Because we had to handle the sample by hand throughout the investigation, the
number of study subjects was restricted. A total of approximately 8000 samples
were collected; however, only approximately 5000 were included in the dataset; the
other samples were discarded.

6.2.4 Data aggregation
There are many different approaches to data collection that can be taken for study.
As a consequence of this, every strategy for data collection will have certain inherent
restrictions. The process of collecting the data was difficult because the data cleaning
had to be done manually, and there were a lot of components that weren’t necessary
that we had to get rid of before we could create our final dataset. In addition, it
was rather difficult to create a balance between favorable and negative assessments
of the product.

6.2.5 Time restraint
It is possible that the amount of time available could be considered a limitation in
some circumstances, however this is very dependent on the type of research being
conducted. For us, it was necessary to finish the study within a specified amount of
time. In spite of this, we were able to successfully complete the study and make the
most of the time we had available.

6.3 Future Works
As was said in the prior chapter, the results that our suggested hybrid deep learning
model achieved in this criterion were superior to those that were attained by any
other state-of-the-art model. This model, however, has the potential to be utilized
in a wide variety of other fields after the necessary adjustments have been made. A
portion of that being that -
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6.3.1 Dataset enhancement
as was indicated earlier, it’s probable that the data we have is not sufficient enough
to get the best results possible. As a result, the first step that has to be taken is
to increase the number of samples in the dataset. In addition, the accuracy and
precision of the model may improve as the dataset that it is based on grows greater.

6.3.2 Multi-class Sentiment Analysis
In this investigation of a limited scope, the primary emphasis was placed on the
categorization of the text-based sentiments as either positive or negative (Either
positive or negative). In the future, when we have access to a sufficient amount
of data, we will be able to take it up a notch by classifying sentiments into other
categories, expanding beyond the two primary types of emotional expression.

6.3.3 Support for Multiple Languages
Although the focus of our work was solely on Bengali words written using En-
glish syntax, this research can be applied to any language with a similar gram-
matical structure, including Hindi and Japanese (in the forms Hinglish and Japan-
glish/Romaji). Our research can serve as a foundation for future research like this.
In addition to this, if studies have previously been conducted, then they will be able
to contrast their models with ours.

6.3.4 Deploying a Bang-lish ChatBot
Finally, the idea for the future would be to install a chatbot that is capable of
communicating in Bang-lish, and we are hoping that this will enable us to take
advantage of many new chances. At the moment, each and every chatbot is run on
the raw form of its own language. As a result, the customer’s experience with this
chatbot may feel more individualized and tailored to their specific requirements.
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