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Abstract
We apply machine learning, specially deep neural network approaches, to train
a new model that can perform an effective classification of ferromagnetic, anti-
ferromagnetic, skyrmion, anti-skyrmion and spin spiral configurations via supervised
learning and also observe how the pre trained models like VGG16, VGG19, ResNet,
Inception behave while solving this problem, draw a pattern from it and suggest
path for further improving the model. The problem relies in categorization of Mag-
netic Configurations amongst many from input samples of simulation data in order
to retrieve classified outcome from several different magnetic configurations. The
data for the input sample derives from simulations of physical properties of various
magnetic configurations. First CNN is used to classify between the images. Image
classifications are mostly carried out using neural networks where data is placed in a
graphical structure. In addition, the SVM method is applied twice, once with PCA
and once without PCA. The proposed model in this research paper can success-
fully classify amongst magnetic configurations in real time with data obtained from
spin-polarized scanning tunneling and Lorentz transmission electron microscopy. In
our approach, we used a single deep neural network architecture is classify all five
types of magnetic structures. All in all, this is a holistic approach for solving the
classification problem of magnetic configuration and taking a step into optimizing
the model.

Keywords: Deep Neural Network; Magnetic structure; Image classification; Ma-
chine learning; Res-Net.
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Chapter 1

Introduction

1.1 Motivation
In the discipline of condensed matter physics, machine learning is utilized to conduct
comprehensive and cost effective research and analysis. Frequently, such algorithms
are used in fields where data classification on large scale data sets is required, and
results are evaluated without human intervention. When it comes to figure out how
to solve molecular structures, materials and their interfaces play a vital part in the
area of physics, chemistry, and material science. However, application of machine
learning in material science is still in its budding stage. Therefore, categorizing
various phases and transitional stages of matter is always a key issue in the study
of condensed matter physics. But then again, if we manage to successfully apply
machine learning (Specially deep learning) techniques to figure out magnetic con-
figuration structure of materials without using arduous and expensive techniques
like LTEM, cost of research and speed of discovery of new characteristics of mate-
rials would be reduced heavily. This algorithm can efficiently identify the magnetic
structures without any tiresome microscopy technique. Even if we couldn’t reach
that level, if we can reduce the possibility of characteristics through this technique,
which would also be of great help towards research in material science and related
fields. All in all, such an attempt would grant us a chance to be pioneers of a field
of knowledge which is still in its infant stage.

1.2 Problem Statement
Nowadays, computer algorithms can gain an understanding of data and forecast the
outcome using machine learning. Almost all of the time, such techniques are used in
domains where data categorization must be conducted on large scale data sets and
results must be evaluated in the absence of human assistance. Classifying different
phases and intermediate stages of matter is always an important subject in the field
of condensed matter physics. The task of identifying between several phases and
configurations is extremely difficult using conventional methods. Consequently, this
field requires machine learning to aid in the classification of many- body stages of
classical and quantum models. In order to classify, principal task remains of distin-
guishing between various magnetic structures whether it can be distinction of phase
or configuration of the magnetic structure. Several properties must be considered
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into while identifying a magnetic structure. Hence to create a data set of various
properties that fundamentally affect discovering discernment among ferromagnetic,
anti-ferromagnetic, skyrmion, anti-skyrmion and spin spiral configurations.

1.3 Objective
Deep learning, when applied to data science, can offer better and more effective
processing models. Its ability to learn unsupervised data continuous improvement
in accuracy and outcomes.Deep Neural network is highly scalable due to its ability
to process massive amounts of data and perform a lot of computations in a cost- and
time-effective manner. As a result, we chose to use supervised learning to use Deep
Neural Network methods to effectively classify ferromagnetic, anti-ferromagnetic,
skyrmion, anti-skyrmion, and spin spiral topologies. The data for the input sample
comes from simulations of physical characteristics of various magnetic configura-
tions. Our primary objective is to propose an optimized DNN model that will
perform better than pre-trained models. We aim to build this architecture in a cost-
effective manner and also faster in speed. After that, we will analyze the results of
our proposed model with those pre-trained models.

1.4 Literature Review
Machine learning techniques were used to discern between skyrmion, paramagnetic,
ferromagnetic and spin spiral phases by Iakovlev, Sotnikov and Mazurenko (2018)
[13]. They also discerned transitional states in two-dimensional materials at differ-
ent temperature and in the presence of various magnetic fields.
For making a quantitative analysis, they took two distinct ways. Of the said two,
first one is neural network with a single-hidden layer. For the second way, they used
minimum distance approach.
Unfortunately, they couldn’t show an exact difference between skyrmion and spin
spiral phases using the first approach. They achieved a non-co-linear configuration
coming from the Monte Carlo simulation by using a feed-forward network on mag-
netic skyrmion and spin spiral states. k-NN and nearest centroid classifier were used
for the minimum distance method.
Big skyrmion, high temperature spin spirals, ferromagnetic, spin spiral, skyrmion
and paramagnetic phases were in the training data set. Complex and mixed ferromagnetic-
skyrmion and skyrmion-spiral configurations were the outcome of successful quan-
titative classification which is unprecedented work in this field of research. Even
though k-NN achieved very low accuracy in most of the cases, it achieved 100 per-
cent accuracy for ferromagnetic and paramagnetic phases. Many layers of convolu-
tion neural network associated with several layers of neural network were used by
them. They mainly researched on feeding in a lattice model made of Heisenberg,
DM interaction and Zeeman term.
Their model could successfully predict both the mechanical quantities of the input
configuration such as chirality, magnetization of the structure as well as physical
quantities such as temperature and magnetic field at which images were generated.
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In addition to that, they train their network using three different configurations
consisting of x, xy and xyz components of magnetization and yet got no differences
among the accuracy of the three types of training and testing data sets.
On the image classification field Karen Simonyan and Andrew Zisserman (2015)
proposed pretrained model for generic image classification [10]. Then later Kaiming
He and Xiangyu Zhang and Shaoqing Ren and Jian Sun (2015) further optimized on
the approach [8]. Lastly, Christian Szegedy and Vincent Vanhoucke and Sergey Ioffe
and Jonathon Shlens and Zbigniew Wojna they rethought the architecture approch
in their article [11]. But all of their works is on generic image recognition problem
and computer vision, not specifically tailored for our problem.

1.5 Thesis outline
Chapter 1: Introduction.

Chapter 2: Fundamentals of Magnetism

Chapter 3: Brief description of main workflow and its components.

Chapter 4: Discussion of result and findings on proposed model.

Chapter 5: Discussion of result and findings on pre-trained models.

Chapter 6: Conclusion on our research and future expectations.
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Chapter 2

Fundamentals of Magnetism

2.1 Magnetism
Magnetism has facilitated the development of numerous new inventions. It con-
tributes significantly to the advancement of technological devices such as data stor-
age, among other things. Furthermore, the world is now producing massive amounts
of data on a daily basis. We must keep up with the rapidly increasing amount of data
while also managing it by storing and processing it in smaller storage devices[40].
As a result, hard drives are extremely vital in the field of computer science. We
also need to understand magnetism to gain a better grasp of what happens inside
hard disks. Therefore, hard drives rely on magnetism to store data in a layer of
magnetic material beneath the surface of the platter of a conventional hard disk.
Small magnetic domains are formed in the magnetic layer, allowing information to
be stored in this substance. Magnetic domains are regions of the material that have
the same direction as the magnetic moment. The generation of magnetic moments
in ferromagnetic materials and magnetism are both derived from electron spin [30].

2.2 Magnetic Configurations

2.2.1 Topological and Non-topological structures
Topological structures, also known as topologically-protected structures, are struc-
tures that are related with topological invariants, meaning that they do not change
when exposed to external physical circumstances like external magnetic fields, high
pressure, or temperature. Antiskyrmions and skyrmions are examples of such struc-
tures. Non-topological or non-topologically-protected structures, on the other hand,
are those that are susceptible to external physical changes. Ferromagnetic, anti-
ferromagnetic, and spin spiral configurations are examples of such structures.
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2.2.2 Ferromagnetic Properties
A ferromagnet is a solid substance that exhibits immediate magnetization even when
it is not exposed to a magnetic field [7]. These materials have very high magnetic
properties, despite the fact that all materials are magnetic to some extent. Magnetic
domains are formed when atomic dipoles are consistently aligned in ferromagnetic
materials that do not exceed their Curie temperature, resulting in a non-zero mag-
netic field. According to the Ising model, ferromagnetism is caused by an interaction
between the spins of certain electrons present in the atoms of the forming crystal
[1]. Ferromagnets have resulted into the discovery of compasses, electromagnets and
generators that are a quintessential part of today’s world [6].

2.2.3 Anti-Ferromagnetic Properties
Anti-ferromagnetism is a type of magnetism in which nearby particles align them-
selves in opposite ways to counterbalance the overall magnetism. When the tem-
perature falls below a crucial level, known as the Neel temperature, this alignment
occurs instantly [7].

2.2.4 Skyrmions
Skyrmions have received a lot of attention in recent years, and numerous stud-
ies have been conducted on the issue [29]. Ferromagnetic materials have been the
primary material used in the construction of storage devices, however due to size
constraints, no more developments can be made. As we construct magnetic hard
disks, for example, nanoscale ferromagnetic particles retain all of the data, but their
magnetic states degrade when they are shrunk below a certain size. This results
in data loss. Magnetic skyrmions can be used to tackle this problem [1]. They are
basically considered as knots in a magnetization distribution with major topological
properties [14].
In chiral magnets, the Dzyaloshinskii–Moriya interaction stabilizes the skyrmion,
while in thin film magnets, the dipolar interaction stabilizes the skyrmion [12]
.Skyrmions are said to uphold topological protection because erasing a skyrmion
would require global amendment of the system [38].They maintain great stability
when utilized in the construction of skyrmion-based storage systems due to their
topological protection features. [40], [14]. The spins in skyrmions are organized in
such a way that the spins at the edges are in the opposite direction to spins in the
centre [28].
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2.2.5 Antiskyrmion
Antiskyrmions are microscopic structures having topological protection, similar to
skyrmions. The topological charge of an antiskyrmion, on the other hand, is the
total opposite of that of a skyrmion. Antiskyrmions also have more advantages
than skyrmions because of their better stability due to dipolar interactions [22]. In
chiral magnets, antiskyrmions are unstable and disappear swiftly, whereas in dipolar
magnets, they are metastable and survive [12].

2.2.6 Spin-Spiral Phases
Another sort of magnetic configuration is a spin spiral, in which the magnetic mo-
ment of an atom is spun by a predetermined angle from one unit cell to the next
in a given direction. The rotation axis can be described as a global z-axis when the
spin-orbiting coupling is absent. After that, the magnetization direction we get is -

ên,µ =

 cos (q · (Rn + τ µ) + αµ) sin θµ

sin (q · (Rn + τ µ) + αµ) sin θµ

cos θµ


where Rn is the lattice vector which basically directs from origin to unit cell n, � µ
is the basis vector of atom µ in unit cell, q is the spin-spiral vector, � µ is the angle
between magnetic moment of atom, µ and rotation axis. � µ is a phase shift that is
dependent on atoms [30], [4].
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Chapter 3

Proposed Methodology

3.1 Design of main workflow

Figure 3.1: Main workflow diagram
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Figure 3.1 shows the overall work plan that has been executed throughout the re-
search period. We selected five Magnetic configurations to detect-ferromagnetic,
anti-ferromagnetic, skyrmion, antiskyrmion and spin spiral. To begin with, data
sets were created because they were unavailable on repositories. Data sets are pre-
processed once they are generated.The data sets will next be subjected to a classifier.
We saved images, loaded data and proposed our own faster, cheaper, optimised sin-
gle DNN model architecture. We implemented CNN layer by layer. Until we get
satisfactory performance in both accuracy and loss, we reiterated the architecture.
Finally, we apply the dataset on some pre-trained models, observe their character-
istics and prepare a comparison among them.

3.2 Our Approach
Since the problem we wanted to solve at the core was an image classification prob-
lem, we had to generate images. In other words, we needed to generate images of
different magnetic configurations with enough small variations in each one of them
so that we can detect a slightly changed or deformed phase. We needed mathe-
matical formulations of all the magnetic configurations. We had to translate them
into code and use plotting to generate our data set. After that, we prepared our
dataset for DNN and implemented it layer by layer. PCA and SVM algorithm are
used as classifiers and generate result that is expected. Until we get satisfactory
result in both accuracy and loss we would reiterate the deep neural network model
architecture.
After observing a satisfactory performance„ so that we can have a proper direction
for comparison with our proposed model. Lastly, we made a comparison between
the proposed models and determined some areas for further improvement and opti-
mization.

3.3 Dataset Generation
In the subject of condensed-matter physics, machine learning is being more widely
employed, and its influence is being felt in practical applications [27], [15]. Because it
translates into the transferability and universality of the output model, the validity
of the machine learning technique is totally reliant on the data and how it was
collected.
The availability (or lack thereof) of data sets is one of the problems of employing
machine learning in this sector. Because of the uniqueness of our method, we were
unable to locate a data set that met our requirements. We couldn’t collect data
from physical observations ourselves because we didn’t have access to an LTEM or
equivalent microscope equipment.
The problem was addressed by simulating native data using magnetic configurations’
quantum properties. This approach has been utilized in the literature previously
and is far superior in many circumstances, becuase- [21],[33]

1) numerous ’exotic’ magnetic phases or excitation of matter like skyrmions are
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harder to generate physically in materials,
2) it is challenging to manipulate these phases at room temperature [23] and
3) we might not able to create as many variations in them physically because of this
challenge.

Figure 3.2: Dataset generation workflow

Figure 3.3: Using different gamma and m = (-1, 1) we generated different configu-
rations
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Figure 3.2 shows the method through which the data collection was compiled. To get
a fundamental concept, all of the structural formulas for the magnetic configurations
of interest were initially gathered. These equations were then used to construct vec-
tors. Variations and deformities have been introduced to the equations by altering
a few variables. Following that, the vectors were plotted. To give more diversity to
the pictures, the azimuth and elevation angles were also varied. Finally, the photos
we generated were saved.

3.4 Approach of Image Generation
All of the magnetic configurations’ mathematical formulations were previously known
to us. To create our data collection, we had to translate them into code and utilize
charting. All variables had to be initialized initially, according to the basic code
structure. Then we made a loop that iterated over all of our lattice’s x, y, and
z locations. Then for each position we would calculate the x, y, z and sx, sy and
sz values using formulations of each different magnetic configuration [16]. We may
raise or reduce the number of individual simulated spins by adjusting the number
of spins in each direction of the rectangle. The paragraphs that follow detail how
various configurations were created.

3.4.1 Skyrmion and Anti Skyrmion
Skyrmion and anti-skyrmion are similar in the sense that only their voracity or ’m’
changes mass. For every position in the lattice, we had to calculate the value of Φ
in equation [7] :
ϕ (φ) = mφ+ γ
We would get this value with m =+1, m= -1 and different γ values. What is
important here is the ’m’ value, when we keep the ’m’ value +1 we get skyrmions
and when we keep the ’m’ as -1 we get anti-skyrmions as demonstrated in Fig 4.3
[30]. The helicity value was chosen as 0, π, -π/2 and π/2 for different variations.
Lastly, we would give � as input which would the positional argument of x, y which
would be turned into a single value θ 3-π<θ<π and, for some r > 0
[22]
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Figure 3.4: Images shows (a) skyrmion with m=+1, =0 and (b) anti skyrmion with
m=-1, �=0. The color bar represents the direction of the spins. At the top we have
a top view and at the bottom we have a cross-sectional view of the lattice.

We had to introduce some deformities in the magnetic configurations in order to ob-
tain a representative data set of real magnetic interactions. We did it in a straight-
forward manner by multiplying each vector component by a number between 0 and
1. This would generate a deformed image by giving each individual spin a different
random value. This added to the dataset’s robustness and universality.

3.4.2 Spin Spiral
Spin spiral is a type of magnetic configuration where the magnetization keeps ro-
tating throughout the surface by a constant angle.[3] From equation,
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Figure 3.5: Images shows a spin-spiral. The color bar represents the direction of the
spins. At the top we have a top view and at the bottom we have a cross-sectional
view of the lattice

The numeric values of three components of the directional vector may be obtained.
The direction of the vector with respect to the x and y axes is indicated by the θµ

value. We utilized a 45° as the value of θµ in our produced pictures. The value
of q(Rn + τµ) is essentially the first spin’s beginning angle. Throughout the spins,
we increase the value of αµ to get the ”swirling” form. This is the angle at which
the spins rotate at all times. We utilized different numbers for both of them while
creating our data collection so that we could get multiple variants. Fig 3.5 shows the
end result. To produce random deformities, we multiply each vector component by
a random value from (0, 1), similar to how deformities in skyrmions were formed. [7]

3.4.3 Ferromagnetic and Anti-ferromagnetic
Magnets having evenly distributed atomic dipoles are known as ferro magnets. For
ferromagnetic setups, the procedure is simple. The directions of all the vectors
would be the same. By altering the direction of the vector, we were able to add
some variety, but the basic rule remained the same: all vectors would have the same
direction. In antiferromagnetic pictures, however, the value of the sz changes from
+1 to -1 depending on the surrounding spin. [16]. Deformities in the range of were
introduced in the same way as in prior setups (0,1). This change in direction was
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reflected in the code, which was written in a straightforward manner. The results
are in Fig 3.6 [6]

Figure 3.6: Images shows (a) Anti-ferromagnet and (b) Ferromagnet. The color bar
represents the direction of the spins. At the top we have a top view and at the
bottom we have a cross-sectional view of the lattice.

3.4.4 Plotting vectors
Finding a computer language and library that could plot vectors that looked like a
real scan was one of the hurdles in creating the data collection. We tried a few other
programming languages and discovered that python and a library named ”mayavi”
were the best fit for our needs. We had to plot once we got all of the data for all of
the vector components. The mayavi ”quiver3d” method was given with the param-
eters u, v, w, which were vector components in various axes, and x, y, z positional
arguments, which were the locations of each individual vector in the lattice. [30]
Another point worth mentioning is the hue of the various spins. This is significant
because the color of the spin aids in determining the direction of each spin. We have
to utilize a color by scalar technique to do this, where the spins are colored based
on their ’w’ vector component [30].

3.4.5 Saving Images
All that remained was for us to save the images. We used a simple loop for this.
To preserve the arrangement from different angles, the loop iterated through several
azimuth and elevation values. This shift in perspective, combined with the pre-
viously described deformations, resulted in a fairly robust data set. We organized
all of the photos into subdirectories for each category using the ”savefig” feature [16].

3.4.6 Loading data
To begin, an array for photos and another for labels are established, with images
and labels put in the appropriate arrays. The images are scaled to 255 x 255 and
designated as Gray-scale when they are loaded into the image array.
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3.5 Prepare Data for DNN
As data are in image files, it is not readable for Deep Neural Network (DNN). To
make it analyzable for DNN, it is needed to be converted into suitable array format
for a particular type of neural network. For example, CNN have to be given a 4d
array as input TDS_CNN_input. Using OpenCV library of python we could
easily convert the images into desired array format with pixel values.

3.6 Applying Classifier
We opted CNN along with PCA as our classifiers, at first with SVM and subsequently
without SVM. The following is a quick overview of SVM, PCA and CNN -

3.6.1 CNN
A convolutional neural network (CNN) or (ConvNet) is most commonly used in deep
learning to evaluate visual pictures. Since the amazing findings were released on the
object identification challenge known as the ImageNet Large Scale Visual Recog-
nition Competition (ILSVRC) in 2012, the convolutional neural network (CNN), a
family of artificial neural networks, has become a dominating approach in computer
vision problems. [18], [9].
CNN uses numerous building blocks like as convolution layers, pooling layers, and
fully connected layers to learn spatial hierarchies of data automatically and adap-
tively through backpropagation [26].When it comes to tasks like image identification,
CNN contains at least one convolution layer, which is meant to minimize computa-
tional complexity. [38]

Figure 3.7: Images shows a a neural network containing multiple convolutional layers
[25]

Input Layer
In the input layer, there is an image. The computer converts the image into a matrix,
which is an array of pixels, depending on its size and kind. In a grayscale picture,
there is only one pixel. An RGB image, on the other hand, has three color planes
and three pixels as a result. Color spaces, such as HSV, CMYK, and others, are
also available in a range of sizes [19]. As a result, a Convolutional layer is necessary
to decrease the matrix size and generate a generic form with key properties that is
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easier to process. This may also be used to build a network that isn’t restricted to
a particular picture kind and can be expanded to a larger data collection.

Convolutional layer
The Convolutional layer is the first layer through which the matrix passes. The fea-
ture detector is a smaller matrix or filter that travels over the input matrix starting
from the top left. [19] The filter’s job is to multiply its value by the pixel values in
the picture. These multiplications are then added together to get a single number.
If the stride is 1, the filter will keep repeating this by moving 1 unit to the right
each time. A smaller matrix known as a feature map is obtained when the filter
goes over all locations. The feature map obtained as a result of the dot product of
an input matrix and a 3x3 filter is shown in Figure. [23]
The input matrix will be in a dimension of W1 × H1 × D1 where W1 is the width,
H1 is the height and D1 is the depth of the matrix. After convolution the output
produced would be W2H2D2 where[20]:

W2 = (W1F + 2P )/S + 1 (3.1)
H2 = (W1F + 2P )/S + 1 (3.2)
D2 = K (3.3)

where K is the number of filters, F is the size of filter, S is the stride size and P is
the amount of zero padding.
We lose a lot of characteristics with this method, but we don’t lose the crucial ones;
instead, we preserve the ones that will be needed in future layers. The feature
maps we acquire from these methods contain essential features that are required for
the convolutional neural network to detect and categorize various sorts of pictures
(CNN). [20]

Non-Linearity
This layer is added after every Convolutional operation. The objective of this layer is
to add an activation function that would bring non-linearity in the images. There are
several activations functions such as sigmoid, tanh, ReLU,Leaky ReLU, Parametric
ReLU and softmax.[17]. Without non-linearity, the network can not model the class.
label efficiently.

Pooling Layer
A pooling layer is the following layer. The pooling layer performs a max-pooling
operation. Pooling is used to extract the most important characteristics while re-
moving the majority of the undesirable ones. As a consequence, you’ll have a smaller
feature map that’s easier to work with. This is the same as randomly selecting acti-
vation based on a multinomial distribution at the time of training. Max Pool, Sum
Pool, and Average Pool are three different forms of pooling. [17]. As a result, the
layer accepts feature maps created by the convolution layer as input and outputs a
pooled feature map.
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3.6.2 SVM
The goal of the support vector machine (SVM) method is to categorize between
points by finding a decision boundary in an N-dimensional space (where N is the
number of features).

Figure 3.8: Figure showing an optimal hyperplane [20]

A hyperplane is used to establish a decision boundary between the two classes. The
hyperplane is used to divide the classes. The hyperplane’s dimension is determined
by the number of features. If there are two input features, for example, hyperplane
is a simple line. If the number of input features is 3, the hyperplane becomes a
two-dimensional plane. The hyperplane becomes more complicated as the number
of features grows. There are numerous potential hyperplanes, but SVM tries to
identify an optimum hyperplane with the greatest margin distance between the
hyperplane and data points on both sides. The optimal hyperplane is drawn in
the second grid on figure 3.8.Support vectors are data points that are closer to the
hyperplane and have an effect on the hyperplane’s location. In the second grid on
figure 3.8, the filled circle and squares are the support vectors [20].
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3.6.3 PCA
When it comes to very large data sets, Principle Component Analysis (PCA) is a
method that is used to reduce dimensionality [24]. This is accomplished by con-
verting to a new collection of uncorrelated variables known as principal components
(PCs), which are arranged so that the first few maintain the majority of the vari-
ance contained in all of the original variables [5]. PCA is used to display the data
and speed up the machine learning algorithm. [2] It is accomplished by reducing a
variable set to a smaller one that contains the most information from the large data
collection. [39].

3.7 Implementation of Proposed DNN Model
From previous research in this field [30], we have seen use of neural network and
a approach of one vs all to classify all the image with separate models. To take it
another step further. We needed to implement a single model which is capable of
classifying all the image classes. In the following sections the implementation of the
model is described.

3.7.1 Architectural decisions
We started with 2 convolutional layers with each 64 nodes followed by a max pooling
layer. After that, there are 2 fully connected layers which each has 128 nodes. We
started with such simple configuration so that we could understand the problems and
places to optimize faster and easier as it becomes increasingly complex to understand
models with higher complexity. We decided on keeping the learning rate constant at
5∗10−5 to observe how the DNN would behave. Lastly, we chose to do 30 epochs to
see trend of behavior and also to not take too less epochs and hitting local minima
or maxima and not take too much and cause over-fitting.

3.7.2 Revision
After multiple revisions, we decided on 3 convolutional layer, first layer having 32
nodes, second layer having 64 nodes, 3rd layer having 128 nodes. Pool size is 3x3
in each layer. Each layer has stride of 2. Each convolution layer has a maxpooling
layer after them. Each maxpooling layer has pool size of 2. After all the convolution
layers a flatten layer is used to make the input flattened out. All the layers use ReLU
as activation function. After that there are 5 fully connected layers in (64, 64, 128,
256, 512) node configuration. All of the layers use ReLU as activation function.
Lastly, there is the output layer with 5 modes as there is 5 classes of image in this
problem. Softmax function is used as the activation function for this layer. Batch
normalization is used after every layer to avoid over fitting. Bias is also eliminated
to further improving the performance.
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Figure 3.9: Figure showing a graph representation of the proposed final DNN model
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Chapter 4

Proposed Model Result Analysis

4.1 Primary Model result
Primary result was good at initial glance. The model hit very high training accuracy
very early, around 10 to 15 epoch. Then the validation accuracy score came in too
low for the test data set, which is a very obvious sign for over-fitting. Thus, it called
for extensive re-iteration and optimization of the model architecture.

4.2 Final Model Result

Figure 4.1: Figure showing comparative training accuracy of the first model(top
line) vs the final model(bottom line)
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Figure 4.2: Figure showing comparative training loss of the first model(bottom line)
vs the final model(top line)

Figure 4.3: Figure showing comparative validation accuracy of the first model(top
line) vs the final model(bottom line)
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Figure 4.4: Figure showing comparative validation loss of the first model(bottom
line) vs the final model(top line)

As we can see in the figures below the final proposed model at first glance doesn’t
perform as well as the first proposed model. But looking at validation, it becomes
obvious that first model was over fitted and last model is far more optimized and
accurate.
Our proposed model has 88.53% train accuracy and 24.14% train loss. And it has
85.68% validation accuracy and 27.65% validation loss. It took 14 seconds per
epoch. Which makes the total time for 30 epoch just over 15 minutes. And the cost
of running the model was also low memory-wise as it ran on only 8GB of VRAM of
GPU and hardware-wise as the hardware used for running the model was NVIDIA
GEforce 2060, an entry level GPU with capabilities of running neural network mod-
els. Which is very satisfactory for our goal.
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Figure 4.5: Figure showing train vs validation performance of the final model
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Chapter 5

Pre-trained Model Result Analysis

5.1 Pre-Trained Model Implementation
Pre-trained models are available for downloading with pre-trained weights as they
are generic and supposed to work on all types of image processing task [9]. In
this paper, we have implemented some pre-trained models on our dataset. They
are- VGG16, VGG19, Resnet50, Resnet101, ResNet152, Inception and Inception-
ResNet. But for that reason, we need to add and edit the output layer suited for
our need. As we are classifying five different types of images, we added five nodes
and we used Softmax as the activation function for the output layer as it is a multi-
class classification problem [18].

5.2 VGG16
VGG16 is a very deep convolutional neural network architecture, designed for clas-
sification, localisation and large scale image recognition. VGG16 also called Oxford-
Net as the model was proposed by Simonyan and Zisserman (2015) and developed
by Oxford University. This pretrained version of network can perform in ImageNet
which is a dataset of over 14 million images and can classify them into 1000 object
categories.[37] The main attributes are- convolutional layers, Max pooling layers,
activation layers etc.[37] The’16’in VGG-16 refers to 16 layers which have 138 mil-
lion parameters in total with 5 blocks and each block with a max pooling layer.
Among them 9248 parameters are trainable. It always use same padding, convolu-
tional kernels are of size 3x3 filter, stride 1 and Maxpool kernels are of size 2x2 filter,
Stride 2. ReLU is used as an activation function in VGG-16.The default input size is
224x224. Because of its huge parameters, the architecture is comparatively slow.[37]

The formula of calculating image size of layer is: (Image size + 2 * Paddaing - Filter
size) / Stride

VGG16 is a comparatively slower architecture because of its very large number of
parameters which is certainly difficult to handle. Despite that, VGG16 is one of the
most preferred CNN architectures in the recent past. The algorithm has achieved
astounding accuracy, almost 92.7 percent in terms of image recognition. It has a
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very uniform architecture and simple implementation. It allows us to execute trans-
fer learning by importing a pre-trained model into PyTorch. After that, remove or
add an extra fully connected layer at the end, depending on required instructions.[37]

5.2.1 Result of VGG16
We applied VGG16 and observed the characteristics of the model on the dataset.
The result is shown by the figure below:

Figure 5.1: Figure showing accuracy on VGG16 model
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Figure 5.2: Figure showing loss on VGG16 model

5.3 VGG19
VGG19 is a deep convolutional neural network, a variant of VGG model. The
concept of VGG19 is as same as VGG16 excepts the depth of the layers. VGG19
architecture consists of 19 layers including 16 Convolution layers, 3 Fully connected
layers, 5 Max Pool layers and 1 SoftMax layer. VGG19 is slightly better in per-
formance compared to VGG16, however it requires more memory. The model is
trained on more than a million images from the ImageNet database. its pretrained
network can identify images into 1000 different object categories. With that, the
network has achieved high accuracy in rich feature representations for large scale
image recognition.[36]

5.3.1 Architecture
In VGG-19, all convolution layers use(3,3) filters, and the number of filters increases
by 2n (such as: 64, 128, 256, 512). Stride length is 1 pixel and padding filter 1 pixel
on each side in all Convolution layers. There are a total five sets of convolution lay-
ers. Two of them have 64 filters, next set has 2 conv layers with 128 filters, further
next set has 4 conv layers with 256 filters, and next 2 sets have 4 conv layers each,
with 512 filters. There are max pooling layers in between each set of conv layers.
Max pooling layers use (2x2) filters, stride 2 pixels. The FLOP count of VGG19 is
19.6 billion.

This network was designed a fixed size (224 * 224) RGB image as input, indicating
that the matrix was of shape (224,224,3). The only preprocessing was to subtract
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the mean RGB value from each pixel, which was computed throughout the entire
training set.

The output of the last pooling layer is flattened and supplied to a 4096-neuron fully
connected layer. The output is supplied into a 4096-neuron fully connected layer,
which in turn feeds into a 1000-neuron fully connected layer. ReLU is activated on
all of these layers. At the last, a soft max layer utilizes cross entropy loss.

Only the convolution layers and the Fully Connected layers have trainable weights.
The max pool layer is used to reduce the size of the input image, and soft max
makes the final decision.
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5.3.2 Result of VGG19
After applying VGG19, we observe the performance of the model on given dataset.
The result is shown below:

Figure 5.3: Figure showing accuracy on VGG19 model

Figure 5.4: Figure showing loss on VGG19 model

Here, VGG19 is performing better than VGG16 and also more stable.
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5.4 ResNet
We have applied ResNet50, ResNet101, ResNet152 on our dataset.

5.4.1 ResNet50
ResNet50 is a version of ResNet model. It is an architecture that introduced a model-
framework that made it achievable to train very Deep Neural Networks containing
over thousand fold layers while delivering better accuracy. The first application of
it was using image recognition problem but in the published paper it is suggested
that it can also be applied to other problems excluding computer vision to reach
higher accuracy.[32]

Architecture

It has 48 Convolutional layers, 1 MaxPool and 1 Average Pool layer. In it, there are
3.8x109 floating point operations. It takes in 224x224 size photos in the input layer.
There are 5 convolution layers. First layer is a convolution layer. It has filter size of
7x7. This layer consists of 64 nodes. It has stride of 2. Second layer is a convolution
layer. It consists of 4 sub layer. First sub layer is a max pooling layer of 3x3 filters
and stride of 2. Next three sub layers each contains three layers. Each set of these
three layers are [(1x1, 64), (3x3, 64), (1x1, 256)] in design where [(filter size, node
count)]. Third layer is a convolution layer. It consists of 4 sub layer. These four
sub layers each contains three layers. Each set of these three layers are [(1x1, 128),
(3x3, 128), (1x1, 512)] in design. Fourth layer is a convolution layer. It consists of 6
sub layer. These four sub layers each contains three layers. Each set of these three
layers are [(1x1, 256), (3x3, 256), (1x1, 1024)] in design. Fifth layer is a convolution
layer. It consists of 6 sub layer. These four sub layers each contains three layers.
Each set of these three layers are [(1x1, 512), (3x3, 512), (1x1, 2048)] in design. All
the layers has ReLu as activation function. After convolution layers there is fully
connected layer of average pool with node count of 1000. And lastly there is output
layer which has same amount of node as the number image classes.

5.4.2 ResNet101
It is another variant of ResNet. The difference with ResNet50 is very minute, only
in the length of 4th convolutional layer to be precise. In it, the fourth convolutional
layer consist of 23 sub layers while each sub layer constructed of [(1x1, 256), (3x3,
256), (1x1, 1024)] in design. [34]

5.4.3 Resnet152
It is another variant of ResNet. The difference with ResNet50 and ResNet101 is
very minute, only in the length of 4th convolutional layer to be precise. In it, the
fourth convolutional layer consist of 36 sub layers while each sub layer constructed
of [(1x1, 256), (3x3, 256), (1x1, 1024)] in design.
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5.4.4 Result of ResNet
The result we got from running this model on our dataset is given below.

ResNet50

At first, we applied ResNet50 and observed the following characteristics:

Figure 5.5: Figure showing result on ResNet50 model
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ResNet101

The characteristics we found after applying ResNet101 on the dataset , is given
below:

Figure 5.6: Figure showing result on ResNet101 model
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ResNet152

When applied Resnet152, we found the following characteristics of our model on
given dataset:

Figure 5.7: Figure showing Result on ResNet152 model

Among them the best performing model is Resnet50. Further investigation is nec-
essary.

5.5 Inception
Inception module is an image model block that provides more efficient computation
and deeper networks in a CNN. it allows us to use multiple types of filter size, in-
stead of being restricted to a single filter size, in a single image block, which we
then concatenate and pass onto the next layer[35]. The problems in VGGNet are
deploying these deep architecture models is highly expensive. When the model is
bigger and the training data is small, very deep networks are susceptible to overfit-
ting. Passing gradient updates through the entire network was also difficult[35].

5.5.1 Architecture
The design of initial Inception Module is commonly known as GoogLeNet, or Incep-
tion v1. Additional variations to the inception module have been designed, reducing
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issues such as the vanishing gradient problem.

Inception Net v1 is basically a 27 layers deep CNN. Inception Layer is a combina-
tion of all those layers (inception layer, 1×1 Convolutional layer, 3×3 Convolutional
layer, 5×5 Convolutional layer) with their output filter banks concatenated into a
single output vector forming the input of the next stage Then, the resulting outputs
are concatenated and sent to the next layer. By organizing the CNN so that all of
its convolutions are performed at the same level, the network gets wider rather than
deeper. Along with the above-mentioned layers, there are two major add-ons in the
original inception layer:
1. 1×1 Convolutional layer before applying another layer
2. A parallel Max Pooling layer, that provides another option to the inception layer
[31]

5.5.2 Result on Inception
The result we got from running this model on our dataset is given below.

Figure 5.8: Figure showing Result on Inception model

Inception perform slightly less than ResNet50. It is observed that, for such problem,
ResNet style approach is more suited.
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5.6 Inception-ResNet-v2
Inception-ResNet-v2 is a 164 layers deep CNN module. The network is trained on
over million images from ImageNet dataset and the module has acquired high ac-
curacy on identifying images into 1000 classes. The module is popular for its rich
feature image representations. The network has an image input size of 299-by-299.

5.6.1 Benefits
Inception Net shows relatively lower error rate. It performs better in terms of speed
and accuracy compared with the VGGNet.

It drastically reduces computational cost by introducing a 1x1 convolution. To add
an extra 1x1 convolution before the 3x3 and 5x5 layers and after the max pooling
layers. By doing so, the number of input channels is limited and 1x1 convolutions
are far cheaper than 5x5 convolutions.

1×1 convolution can help to reduce model size which can also somehow help to
reduce the over fitting problem.

In the previous model, layer of the network would probably focus on the overall
image to identify the different objects present there. To focus on individual parts
of an image, it allows the internal layers to pick and choose which filter size will be
relevant to learn the required information. So even if the size of the particular part
in the image is different, the layer works accordingly to recognize that.
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5.6.2 Result on Inception-ResNet
The result we got from running this model on our dataset is given below.

Figure 5.9: Figure showing Result on Inception-ResNet model

5.7 Comparison Between All Pre-trained Models
Here in this problem we can see that the best train accuracy is shown by ResNet152.
But it does not necessarily show the best validation accuracy. The best validation
accuracy is shown by ResNet50. So from here we can come to the conclusion that a
deeper neural network or more layers don’t always give better accuracy.
Again, in case of training loss, ResNet152 has the lowest loss. but validation loss is
lowest observed in ResNet50. So, in this case we also see the same phenomenon of
less layer architecture performing better.
Overall, ResNet50 architecture performs best in this problem. With its 3.8 ∗ 109

floating points operations per second and depth seems to be best suitable among all
the tested architectures.
That being said, further investigation on other models are necessary to find the best
suitable approach and architecture for this problem.
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Model Train Loss Train Accuracy Validation Loss Validation Accuracy
VGG16 0.0825 0.9619 0.1598 0.9237
VGG19 0.2815 0.9051 0.3511 0.8571
INCEPTION 0.0802 0.9621 0.1140 0.9397
INCEPTION-RESNET-V2 0.0893 0.9586 0.1277 0.9329
RESNET50 0.0606 0.9721 0.0945 0.9520
RESNET101 0.0633 0.9706 0.0956 0.9517
RESNET152 0.0553 0.9750 0.1020 0.9483

Table 5.1: All pre trained model comparison

5.8 Comparison Between Proposed model and Pre-
trained Models

When we look at the result of proposed model and pre-trained model, it is very
obvious that our proposed model falls short in terms theoretical performance on
accuracy and loss by a little margin. Yet it would be unjust towards the proposed
model to dismiss it without evaluating it further.

Our proposed model has 88.53% train accuracy and 24.14% train loss. And it has
85.68% validation accuracy and 27.65% validation loss. It took 14 seconds per epoch.
The previous research on solving this problem was an approach which used neural
network rather than a deep network and used and one vs. all classification approach
and used multiple models for multiple classes to classify images. In contrast to that
we used a deep neural network architecture and one single class to classify multiple
classes, Which is a big success as a next step in this field.

Furthermore, there are some points which our model has an edge over pre-trained
models.

Firstly, Our proposed model is very lightweight in terms of nodes and deepness of
layers, which in return makes it complete prediction task much further than any
pre-trained model. to complete 30 Epochs, pre trained models take over 10 hours
while the proposed model take less than half an hour.

Secondly, it was not feasible for us to check the behavior of the model for higher
epochs (i.e. 300, 200, 100 epochs) due to memory limitation of the hardware. It
would have been a very interesting information for further optimization if we could
know how the model behaves at higher epochs.

Lastly, if we could simulate a larger and more diverse data set and run our proposed
model on that data set, then training and optimizing the model would have been
more effective. Also,the model has high possibility to achieve that goal with stronger
hardware.
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Chapter 6

Conclusion and Future Works

6.1 Concluding Remarks
We can claim that, we have fulfilled our main objectives. That is to accurately clas-
sify all the classes using a single model and not using a model for every other classes
individually, run the model faster, cheaper and in more cost-effective manner. This
approach has successfully classified the configurations with high accuracy. All the
algorithms, number of epochs, learning rates, optimiser have been used after trial
and error method to come up with the best accuracy levels. Thus, we managed
to complete all the core objectives by implementing our proposed single optimized
model.

6.2 Future Direction
Machine learning has been helping us in numerous field in our daily life for quite a
while. From YouTube video recommendation to google’s self driving car project, all
of it has been possible due to machine learning. With the eve of deep learning, more
complex task which was not possible even with machine learning has now become
possible.

As it can be seen here, magnetic structure configuration detection with deep network
is very feasible field to invest into. With a custom made architecture for this prob-
lem, the hardware cost would also be very low and commercial application would
be feasible due to cost effectiveness. We need to further research on different and
diverse data, test on real life data, reiterate certain aspect of the architecture so that
it can further perform in a cost effective manner. We plan on going a step forward
by including not just magnetic but all sorts of matter that is present, This could
contribute to automatically identifying an unknown piece of object found. Such
classification can greatly help researchers and scientists to learn more about matter.

We really hope our effort would be able to help researcher around the word further
explore the topic enrich the knowledge of mankind in material science one step
further.
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