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Abstract

This work tries to detect skin cancer and classify its type using datasets con-
taining labeled images and classes, using pre-trained CNN models and merged
pre-trained CNN models. Skin cancer is an abnormal growth of skin cells that
most usually occurs on sun-exposed skin, although it can also develop in areas
of your skin that are not normally exposed to sunlight. Skin cancer is a kind
of malignant melanoma, which is a type of cancer. Melanoma, basal cell car-
cinoma, and squamous cell carcinoma are the three types of skin cancer that
are diagnosed most frequently. According to projections made by the American
Cancer Society (ACS), the number of newly diagnosed cases of melanoma in the
United States would reach around 99,780 in the year 2022. (about 57,180 in
men and 42,600 in women). It has been estimated that around 7,650 persons
are at danger of passing away as a direct result of melanoma (about 5,080 men
and 2,570 women). In 2022, the United States expected to see 99,780 new cases
of melanoma, 101,280 non-invasive (in situ) cases, and 106,110 invasive cases.
Bangladesh is at 183 in the world rank. Skin cancer claims the lives of about 301
persons each year. Basal cell carcinoma is the most common type of skin cancer
(also known as basal cell skin cancer).More than 80 percent of all cases of skin
cancer are caused by basal cell carcinomas. The basal cell layer, which is located
in the lowest section of the epidermis, is where these cancers start. It will be
quite difficult to attain high accuracy if you rely just on the dataset that was
received from Kaggle. Take into consideration that not all datasets are balanced.

This paper therefore focuses on finding different techniques to achieve the most
accuracy on both large and small datasets with the help of Deep CNN models
such as VGG19, VGG16, ResNet50, InceptionV3 and combining two deep CNN
models. These techniques primarily rely on supervised learning, which leverages
datasets taining data points and labels. Here, we have merged various pretrained
models such as the VGG19, VGG16, ResNet50 and InceptionV3 and have passed
it into our CNN model. Moreover, we have used image inputs as 224 x 224 pix-
els. Furthermore we have used Keras pre-process input applications with the
help of image data generator. Skin cancers images illustrate variations in differ-
ent characteristics. Evaluation of the results of the segmentation algorithm can
be equally complex. There will be a calculator that calculates the percentage of
loss. There is possibly various clinical attributes that points out the skin cancer
and classify its type.

Keywords: Transfer Learning, Convolution Neural Network; Cancer detection;
Image Classification; Machine Learning Algorithms; Deep Learning.
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Thesis Structure

The work of this thesis is oriented into some Chapters.
In chapter 1, we will discuss about the motivation, research objective and prob-
lem of our work.
In chapter 2, we will talk about the literature review and some related papers
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Chapter 3, describes about the Data pre-processing .
Chapter 4, is all about Data set
Chapter 5, is about how we augment our data.
Chapter 6, indicates how we build our model.
Chapter 7, is all about Model Evaluation and Result analysis.
Chapter 8, conclude the paper.
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Chapter 1

Introduction

Cancer is a terminology that is used to describe a collection of diseases that are
brought on by abnormal cell development and have the capability of infecting
or spreading to other areas of the body. Cancer begins almost entirely in the
cell. The first signs of cancer might appear in a single cell or in a very small
number of cells. According to the World Health Organization (WHO), it is the
greatest cause of mortality in the world, accounting for approximately 10 mil-
lion fatalities in 2020, which is equivalent to roughly one in six deaths. [30]
Research has shown that accurate and timely diagnosis can greatly cut down on
the fatality rates associated with cancer. There are times when a high degree of
expertise is necessary to make a diagnosis, yet despite this, errors in diagnosis or
false negatives are regularly produced. Due to the inherent fallibility of human
diagnosis, it is imperative that research be conducted into the development of a
computerized diagnostic system that is underpinned by deep learning. Through
the utilization of a technique known as deep learning, we demonstrate a system
that is able to classify the numerous varieties of skin lesions by making use of
digital scans and images. Image preprocessing will be used to trim and crop
incoming data (digital pictures) to the required dimensions, as well as de-noise
foggy images. This will be done in order to meet the requirements of the project.
In addition to modifying and extracting certain features of the collection, our
model will also establish a relationship between the various stimuli and the ap-
propriate reactions. The technology will work with more precision than other
ways, in addition to being more effective and efficient than other methods.

Sun-exposed skin is more likely to develop skin cancer, which is defined as the
uncontrolled growth of skin cells. On the other hand, this common kind of cancer
can also grow in areas of your skin that are not often subjected to the effects of
light. Melanoma and non-melanoma skin cancers are the two categories that fall
under the umbrella term ”skin cancer.” Melanoma, which was listed as the 19th
most frequent disease in a recent survey, was found to be the most prevalent type
of cancer, with about 300,000 newly diagnosed cases in 2018. Non-melanoma can-
cer is the 5th most common cancer, and over a million people are affected by it.

Estimating the incidence of skin cancer presents a unique set of challenges due
to a number of different factors. Because there are various kinds of skin cancer,
it can be difficult to obtain accurate statistics on the disease. For example, non-

1



skin malignancies like melanoma are frequently overlooked by cancer registries.
Melanoma is the worst form of skin cancer. This cancer registry is frequently
inaccurate due to the fact that the vast majority of cases are curable by surgical
procedures or excision.

Deep learning is an area of study within Machine learning. Convolutional Neural
Networks enable the system to function by serving as its ”brain.”. In the past,
we did not have access to a powerful personal computer, which made it difficult
for us to provide the necessary data for the training of massive neural networks.
On the other hand, Andrew claims that we now have computers that are fast
enough to train a large number of neural networks. He also mentioned that su-
pervised learning is where deep learning shines the brightest.

A type of technique for deep learning is known as a convolutional neural network
(CNN). Convolutional neural networks frequently make use of a number of filters
in order to retrieve picture attributes that are necessary for object categoriza-
tion. CNN kernels extract these characteristics. Edge kernel identifies big pixel
disparities. It analyzes a picture and gives importance to distinct shapes. CNN
requires less preprocessing than others. CNN’s advantage over its forebears is
that it recognizes crucial features without human input.It is structured similarly
to the neuronal connections seen in the human brain. We are now able to de-
tect skin malignancies at an earlier stage with the assistance of a Convolutional
Neural Network. This may be accomplished by providing the algorithms with
a significant volume of data. When the learning algorithm is provided with an
image, it will evaluate the image in accordance with its instructions and will
look for a sample of skin cancer somewhere inside its own learning algorithm.
If the results match those of the trained model, it will be possible to identify
the specific form of skin cancer, making it simpler for patients to get curative
treatment at an earlier stage.

The CNN U-net methodology was utilized for the purpose of data categorization.
In order to obtain features, we made use of the Edge Histogram (EH), the Lo-
cal Binary Pattern (LBP), the Gabor technique, and the Histogram of Oriented
Gradients (HOG). The Support Vector Machine (SVM), the Nave Bayes clas-
sifier (NB), the K-Nearest Neighbor classifier (KNN), and the Random Forest
classifier (RF) were all utilized in order to make an educated guess as to whether
or not the provided picture depicted a lesion that was malignant or benign [29].

A CNN model consisting of more than 50 layers was utilized in order to accom-
plish the task of extracting differentiating features from the segments. Because
their implementations of classification and segmentation took use of residual
learning to minimize over-fitting, their classification and segmentation imple-
mentations received the best and second best result of segmentation and classi-
fication. This allowed them to avoid over-fitting. [28].

The conventional CNN convolutional block is changed in the following study,
which is titled “Max-min convolutional neural networks for image categoriza-
tion.” In these research, the reputable data sources CIFAR-10 and MNIST are
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utilized. According to the data presented, the convolutional neural network
(CNN) beats its more traditional counterpart. Many deep networks might ben-
efit from our Max-Min method with a few adjustments. [19].

Skin cancer photos have fine hairs and noise. Without processing, the pic-
ture will lose accuracy owing to reasons other than skin cancer. This work
uses picture preprocessing methods. The study also used Karhunen-Loève (KL)
transform histogram equalization. The study also emphasizes resizing all photos
supplied to the algorithm to a fixed pixel width and variable pixel height. They
denoised using wavelet denoise (by two-dimensional bior3.3 wavelet). This ap-
proach “blurs” images while keeping detail, therefore a Median filter was applied
to reduce fine-hair noise [6].

1.1 Motivation

Skin infections cause skin cancer. Sometimes individuals don’t identify the symp-
toms of skin cancer until it’s too late. It’s diagnosed via biopsy. It involves ex-
amining bodily tissue samples more carefully. X-rays show interior body compo-
nents, but only a biopsy can reveal malignancy. It’s uncomfortable and creates
infection. It’s time-consuming. Sometimes it doesn’t show the correct result.
Skin cancer causes 7% of new cancer cases globally.[3].Therefore, if you are able
to diagnose skin cancer at a young age, you can treat this condition and protect
yourself from further complications.

1.2 Research Problem

Skin cancer has been the most common form of illness seen around the world.
Melanoma, often known as skin cancer, has been ranked as the 19th most com-
mon form of the disease in both men and women by the World Cancer Research .
In 2018, it was reported that there were more than three-hundred thousand new
cases. According to the most recent estimates, one out of every five people living
in the United States will get skin cancer at some point throughout their lifetimes
[4]. In the next decades, there has been an increase in the incidence of skin
malignancies that are non-melanoma or melanoma. Over the course of the last
several centuries, the number of people living in areas such as the United States,
Canada, and Australia who have been diagnosed with skin cancer has increased
by around one million people. According to research studies, it is estimated
that more than 3 million people in the United States are diagnosed with non-
melanoma skin cancer (NMSC) each year. This type of skin cancer comprises
basal cell carcinoma (BCC) and squamous cell carcinoma (SCC).[8][13]. Between
1976-1984 and 2000-2010, the total incidence of basal cell carcinoma grew by 145
percent, while the overall incidence of squamous cell carcinoma climbed by 263
percent within the same time period.[25]. The incidence of both types of NMSC
was significantly higher in females than to males.[25]Over a million people in the
United States have been diagnosed with melanoma.[12].
It might seems that skin diseases have a significant detrimental effect on the over-
all health history of communities across the world. “According to the findings
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of a study published in 2017, skin cancer is responsible for 1.79 percent of the
global illness burden, which was calculated in disability-adjusted life years” [10].
There will be 196,060 new instances of melanoma identified in the United States
in 2021, of which 101,280 will be considered mild cases and 106,110 will be con-
sidered aggressive cases [17][22]. It is expected that invasive melanoma will be
the fifth most often diagnosed malignancy for both men and women in the year
2021, with a total of 62,260 cases for men and 43,850 cases for women [17][22].
Skin cancer accounts for around 7 percent of all newly diagnosed instances of
cancer globally. [15], with a cost to the United States of almost 8 billion dollars
in the year 2011 Medicare project. Clinical data shows race-related skin cancer
outcome variationsPeople with darker skin tones have a 20–30% greater chance
of developing melanoma compared to those with lighter skin.; they also have a
reduced or greater death risk for particular melanoma forms.

Rank Country Rate scaled by ranks in 100,000
1 Australia 33.6
2 New Zealand 33.3
3 Norway 29.6
4 Denmark 27.6
5 Netherlands 25.7
6 Sweden 24.7
7 Germany 21.6
8 Switzerland 21.3
9 Belgium 19.9
10 Slovenia 18.6
11 Luxembourg 16.5
12 Ireland 16.3
13 Finland 15.8
14 United Kingdom 15.0
15 Austria 13.6
15 France(metropolitan) 13.6
17 US 12.7
18 Czech republic 12.6
19 Canada 12.4
19 Italy 12.4

Table 1.1: Highest rates of skin cancer according to WCRF

“In recent times, Convolutional Neural Networks have widely been used for var-
ious classification and to classify skin cancer lesions” [20] .When it comes to the
categorization of skin diseases, a great number of CNN models have significantly
outpaced highly competent health care specialists.The efficiency of such models
has been further enhanced by the application of a range of methodologies, such
as transfer learning making use of vast datasets. This has led to an increase in
the level of precision achieved.The VGG-16 and VGG-19 convolutional networks
have 16 and 19, respectively, of their own convolutional layers.The pre-trained
network was able to classify images such as a keyboard, mouse, pen, and crit-
ters into one thousand different levels of item categories. The networks have
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developed exhaustive classification model for a vast array of images., and the
resolution of the input data for those networks is 224-by-224. Additionally, the
networks have amassed rich feature.

1.3 Research Objective

The risk of death from skin cancer is among the highest of any malignancy. It is
expected to spread to other parts of the body if the first symptoms are ignored
and the condition is not detected and treated. Additionally, the process occurs
when the cells is exposed to direct sunlight, due mostly to the rapid growth of
skin cells at this period. A robust automated system for the recognition of skin
lesions is required for early detection in order to limit the amount of work, time,
and risk to human life. Deep learning, computer vision, and image processing
will all play important roles in the approach that will be taken to successfully
cure skin cancer.

Figure1 : 7 types of skin cancer

In this article, a categorization of the seven distinct kinds of skin cancer will be
explained. Additionally, the functionality and effectiveness of deep CNN will be
evaluated and analyzed. Actinic keratosis, basal cell carcinoma, dermatofibroma,
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melanoma, pigmented benign keratosis, and vascular lesions are the nine clinical
forms of skin cancer that are included in the dataset. Through the use of the
Convolution Neural Network, the primary objective is to develop a model that
not only identifies cases of skin cancer but also categorizes them into a variety of
subtypes. In the approach for diagnosis, the ideas of image processing, computer
vision, and deep learning. The objective of this research are:

1. Observing deep convolutional neural networks (CNN).

2. Create a reliable automated method for recognizing skin lesions as soon as
possible.

3. Create a model using the CNN that not only diagnoses skin cancer but
also classifies it into the numerous subtypes that it can take.

4. To analyze model.

5. Compare the base models with the concatenated models.

6. To offer recommendations on improving the model.

6



Chapter 2

Literature Review

The acronym ”CNN” stands for ”Convolutional Neural Network.” The network
solves problems using a convolutional system of linear equations, which is where
the term ”convolutional neural network” gets its meaning. In at least one of its
layers, this type of neural network substitutes matrix convolution for the more
fundamental operation of matrix multiplication. Deep learning makes use of a
specific sort of artificial neural network known as a convolutional neural network,
sometimes abbreviated as CNN or ConvNet, to evaluate visual data. CNN is a
form of deep learning approach for processing data with a grid pattern that is
produced automatically and adaptively. This pattern is inspired by the architec-
ture of the animal visual brain and was designed by CNN. Input layer, concealed
layer, and output layer are all components of this layered structure. Image
processing, classification, and segmentation are among its most common appli-
cations, along with other types of auto-correlated data. CNN has a fundamental
advantage over its competitors due to the fact that it can identify significant
traits without the intervention of a human being. If it is shown a huge number
of pictures of cats and dogs, it can figure out on its own the specific qualities
that are unique to each class. For example, Convolutional Neural Networks start
with a picture, then break it up into numerous layers, search for matches with
the data that they are supplied, and seek to provide the most results that are
maximally matched. In addition to this, CNN has a low computational overhead.
But there is no denying that it also comes with a few drawbacks. For instance, it
requires a significant quantity of data for training and does not save the location
or orientation of the objects being analyzed.

There is a wide variety of CNN models to choose from. CNNs that are used fre-
quently include LeNet, AlexNet, ResNet, GoogleNet, InceptionNet, MobileNetV1,
ZfNet, Depth-based CNNs, Highway Networks, Wide ResNet, VGG, PolyNet, In-
ception v2, Inception V3 V4, and Inception-ResNet; DenseNet; Pyramidal Net;
Xception; Channel Boosted CNN using TL; Residual Attention NN; Attention
Based CNNS; Feautre-Map based

A tensor of shape is what feeds into a CNN as its input. A tensor is a mathe-
matical construct that is similar to but significantly more general than a vector.
It has been described by a collection of components that are functions of the
coordinates of a space. After going through a convolutional layer, the image is
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transformed into an abstract form known as a feature map, which has shape.It
would require an extremely high number of neurons, even in the most funda-
mental of models, because the input size of photos is so big, and because each
pixel is such a significant attribute. Following this, each neuron computes an
output value by applying a predetermined function to the input values that it
has received from the receptive field of the layer below it in the hierarchy.

In order to train and evaluate deep learning CNN models, each input picture
will be processed by a series of convolution layers that include filters (Kernels),
Pooling, fully connected layers (FC), and the Softmax function. The goal of this
process is to identify an image with probabilities values that range from 0 to 1,
and it will be done in order. In practice, CNN is only useful for viewing photos.
It is possible to add it to any 2D or 3D array. The convolutional layers are the
layers that are added to the neural network before the layout is done. Convo-
lution layers are used to increase the computer’s ability to recognize qualities
that would otherwise be lost if an image were only transformed into pixel values.
These characteristics would be lost if the picture were translated into pixel

VGG-19:Visual Geometry Group is an example of a multilayered deep Convo-
lutional Neural Network (CNN) architecture. Since VGG-19 contains 19 convo-
lutional layers, the term ”deep” refers to the total number of layers in the model.
It is a highly developed CNN with layers that have already been trained. The
VGG19 model, often referred to as VGGNet-19, is comparable to the VGG16
model; however, it consists of 19 layers instead of 16. When compared to VGG16,
VGG19 contains three more convolutional layers. In its most basic form, it is an
advanced form of object recognition. One of the most difficult picture recogni-
tion systems ever devised uses this method. There are about 138 million different
parameters, and its accuracy is said to be 92.7 percent [27]. Although VGG19
is somewhat larger than VGG-16, VGG-16 is essentially identical in capabilities
to VGG19.

ResNet50:The term ”ResNet” stands for ”Residual Network,” which serves as
the central support structure for a variety of computer vision activities. It pos-
sesses more than 150 layers, which make it possible to train the deep neural
network. Back in 2015, Kaiming Within the scope of his work, he initially pre-
sented ResNet.As deep optimzed learning training takes twice as long and is
limited to a specific number of layers, this design was created to overcome some
of the technique’s challenges. It is possible to utilize ResNet in order to bypass
connections or take shortcuts, which is the reason for its complicated design. In
addition to the performance of other architectural models, the performance of
the ResNet model does not improve as the complexity of the design increases.
Additionally, the difficulty of computing calculations has been lowered, and the
ability of training neural networks has been improved.Skipping connections be-
tween two- to three-layer architectures using ReLU as well as batchNormalization
enables the system of the ResNet model. In order to finish the remaining ResNet
block, it is necessary for both the input and output data dimensions to be the
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same. In addition, each ResNet block is comprised of either two or three lay-
ers (for ResNet-18 and ResNet-34 networks, respectively) (for ResNet-50 and
ResNet-101 networks).The initial two levels of the ResNet design closely resem-
ble GoogleNet. “These layers make use of convolution 7 x 7 and max-pooling
with size 3 x 3 and stride number 227”[24].

Keras: Keras is a software package that is available under an open-source license
that offers a python interface for an artificial neural network. It is compatible
with a number of different back-ends, including as TensorFlow, Microsoft Cog-
nitive Toolkit, Theano, and PlaidML. An engineer at Google by the name of
Francois Chollet was the one who developed and continues to maintain it. Keras
is composed of several distinct sorts of layers. Layers with names like ”Dense
layer,” ”Flattened layer,” ”Dropout layer,” ”Reshape layer,” ”Permute layer,”
”Lambda layer,” and ”Pooling layer” are all examples. It is essentially a robust
and user-friendly Python library that is open source and free, and can be used for
the development and evaluation of deep learning models. For developers, Keras
is a more user-friendly option than TensorFlow. Learning keras is significantly
more straightforward for first-timers. It is an application programming interface
(API) designed for human beings, not for machines. It is built on a straightfor-
ward structure, which contributes to the creation of a straightforward method
for building deep learning models.

TensorFlow: It is a free and open-source library for artificial neural networks.
It’s a symbolic math library based on data flow and differentiable programming.
It comes with a set of processes for creating and training models in Python or
JavaScript, as well as deploying them in the cloud, on-premise, in the browser,
or on mobile devices, independent of the language. The tf. data API lets you to
combine modules to produce massive input streams. The most important thing
to remember about TensorFlow is that its core is mostly not written in Python:
For best results, it’s written in a mix of C++ and CUDA. It’s a machine learning
platform that’s open source from start to finish. For computer vision problems,
the open source TensorFlow framework enables for the creation of highly flexible
CNN architecture. TensorFlow is used for a variety of tasks, including speech
recognition, sentiment analysis, language identification, text summarization, pic-
ture recognition, video detection, time series, and more. TensorFlow is difficult
to learn and much more difficult to use, according to users and industry special-
ists. TensorFlow is well-known for its lack of flexibility, yet research is all about
flexibility, which is why mastering it is challenging. It may be used for a variety
of purposes, not simply deep learning. The caller driver of the tensor flow graph
built with the C++ API can use a client session object. TensorFlow, in a nut-
shell, makes machine learning simple. Because of pre-trained models, data, and
high-level APIs, anybody can now develop ML models. The following words are
commonly used by researchers: The majority of academics and students utilize
TensorFlow in their analysis and model construction.
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Concatenate: The term ”concatenation” refers to the process of joining to-
gether two separate layers of strings. It receives as an input a list of tensors
that are all the same shape with the exception of the concatenation axis, and it
outputs a single tensor that is the concatenation of all of the tensors that were
given as input.

Inception V3: It has been proven that the picture recognition model known
as Inception v3 can reach an accuracy that is greater than 78.1 percent when
applied to the ImageNet dataset. The model is the product of several concepts
that were developed over the course of time by a number of different scholars[9].
There are both symmetric and asymmetric construction components included
in the model. Some examples of these are convolutions, average pooling, max
pooling, concatenations, dropouts, and completely connected layers. The batch
normalization process is employed extensively throughout the model and is per-
formed in order to activate inputs. The calculation of loss is done with softmax.

API: Application Programming Interface is the full version of the abbreviation
API. It is a collection of definitions and protocols for constructing application
software and integrating it with other programs. An application is a generic term
for any computer software that was designed to do a certain task. One way to
conceptualize an interface is as a service agreement made between two different
applications. This agreement details the manner in which the two will commu-
nicate by exchanging questions and responses. APIs are essential for connecting
apps so that they may carry out a predetermined purpose, which may involve
the exchange of data and the execution of predetermined operations. They help
developers to establish new programmatic interactions by acting as a bridge be-
tween the many programs that individuals and organizations use on a regular
basis and the programs that are developed by the developers themselves. Keras
is an application programming interface (API) for deep learning that is written
in Python and runs on top of TensorFlow, a platform for machine learning. It
was constructed with the purpose of making quick experimentation easier to do.
When doing data collection, it is essential to be able to proceed from the con-
cept to the conclusion as quickly as is humanly feasible. It is not employed for
machines but rather for people. The ideal criteria are utilized by Keras in order
to reduce cognitive strain.
The functional API is able to handle models with non-linear topologies, shared
layers, and even numerous inputs and outputs from a single model. According
to the core principle, a deep learning model is frequently a directed acyclic graph
(DAG) of layers. In conclusion, you are able to create layer graphs by making
use of the functional API. On the other hand, the Sequential API gives you the
ability to build models by stacking them one on top of the other, step by step.
It is restricted in the sense that it does not enable the creation of models with
several layers or inputs and outputs. This is one of its limitations. The primary
distinction between these two application programming interfaces (APIs) is that
the functional API provides users with greater control and flexibility over the
layers than the sequential API does.
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• Functional API:Keras’ functional API provides model definition flexibil-
ity. It creates models with multiple inputs or outputs and shared layers.
It creates informal polycyclic network graphs. Models are formed by con-
structing layers and connecting them in pairs, then defining a Model that
specifies the input and output layers. Unlike the Sequential approach, one
must design and construct an independent Input layer. The input layer
receives a shape parameter that sets the data’s dimensions. When training
a multilayer Perceptron with one-dimensional data, the shape must include
the mini-batch size. The shape tuple always has a dangling last dimension
for one-dimensional input.
The model’s layers are connected in pairs. Define each additional layer’s
input source. After a layer is built, its input layer is denoted using bracket
notation. Here’s an example. Make the input layer as stated above, then
a Dense hidden layer that only receives input from the input layer.
After linking all model layers, declare the model. The model may be sum-
marized, fitted, assessed, and used to make predictions, like the Sequential
API. Keras’ Model class may construct a model from your layers. Input
and output layers must be defined.

• Sequential API: It is really straightforward and simple to operate. Stack-
ing the models gives you the ability to develop models in a layer-by-layer
fashion. However, the primary issue with using this API is that it is diffi-
cult to design models that have several inputs, outputs, or common layers.
There is no flexibility in the Merge Layers, Concatenate Layers, or Add
Layers operations in a network.

2.1 Related Work

This part mainly focuses on the reviews of previous relevant works. Here we use
CNN, VGG-19, and others to detect skin cancer. We have analyzed quite a few
models to get an accurate result.
”Softmax,” is used as the final layer as it is a form of logistic regression that
normalizes an input value into a vector of value [23][26]. “Aging in ‘AlexNet’
is used as it allows for multi-training GPU by putting half of the model’s neu-
rons”[23][26].
Using CNN is that it needs extensive training data and does not encode the
object’s position. It also cannot encode the orientation of the object.
A recent work [14] uses all RF, SGD, SVM, VGG-19, VGG-16, and Inception-V3.
It shows that VGG-16 works better than RF.
According to [23],“In this paper, a pre-trained deep learning network and trans-
fer learning are utilized (AlexNet) and replacing the last layer by ”softmax” to
classify three different lesions(Melanoma, atypical nevus, and common nevus).
Ph2 dataset is used to test and train the proposed model. Two experiments were
done, with and without augmentation of pictures. Four performance measures
have been computed for the proposed model to compare with existing methods,
where the obtained results prove that the proposed model outperformed the ex-
isting methods. The achieved rates are 98.61%, 98.33%, 98.93%, and 97.73% for
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accuracy, sensitivity, specificity, and precision”.
From [26], this paper mainly focuses on how they made the prototype and how
it works over the servers and the remote device. We only want to study the data
training part from this and the tuning of the algorithm.Initially, three extremely
deep convolutional neural networks are pre-trained using the image database
known as ImageNet. Then a fine-tuning is carried out on all layers. The last
layer is the softmax layer, which allows classifying two diagnosis classes. In the
entire experiment, the learning rate is to be set at 0.001, and the batch size is to
be 150. In conclusion, it can be seen from the statistical data that the AlexNet
model has the best overall effect.
From [18],“ In this paper, classification of skin lesions is demonstrated using a
single CNN (GoogleNet Inception v3 CNN ), trained end-to-end from images
directly, using only pixels and disease labels as inputs and compared against
dermatologists. CNN is trained using a dataset of 129,450 clinical images. In all
tests, the CNN outperforms all tested specialists, proving that artificial intelli-
gence can classify skin cancer at a level of expertise comparable to dermatologists.
The CNN obtains overall accuracy (the average of individual inference class ac-
curacies) of 72.10.9% (mean s.d.) in this job. In comparison, two dermatologists
score 65.56 percent and 66.0 percent accuracy on a subset of the validation set”.
According to [7], this paper aims to detect cassava diseases with a CNN dataset
with 99.53% of accuracy. AlexNet, AlexNetOWTBn, GoogleNet, Over-feat, and
VGG datasets with 87848 images were used to detect the diseases. Three con-
volution layers were also used. Though it has some challenges regarding small
dataset, color resolution, and class label skew, its primary goal was to maximize
performance by minimizing the computational time.
According to [14], this paper focuses on plant disease detection with various types
of Machine learning and Deep learning methods. However, DL methods perform
better than ML methods in detecting plant diseases. The accuracy is RF-76.8% ,
SGD-86.5% , SVM- 87% , VGG-19–87.4% , Inception-v3–89% , VGG-16–89.5%.
DL and ML work similarly, but DL results tend to be more accurate
According to [21], this paper focuses on artificial skin cancer-detecting with the
help of image processing, machine learning, and deep learning methods. The
accuracy is about 89.5%, and the training accuracy is 93.7%. Neural Networks
were used to detect benign and malignant, and CNN was used in signal and
image processing. CNN can detect cancerous cells more quickly and effectively.
From [5], in this paper, they have given a survey that reflects an intersection of
Computer Vision and medicine, which focuses on research in medical imaging,
medical video, and accurate clinical deployment. Here, they used Data Learning
techniques and computer vision and tried to explain how to detect the disease.
They explained that people should use CNN and MIL and massive 3D pictures
(res. 100000*100000) to detect medical solutions. It will perform better than
CNN, which usually takes 2D (200*200) pictures and output.
From [1], the paper shows that the author used Lesion segmentation for detecting
Melanoma in dermoscopy images. Here they described the drawbacks of lesion
segmentation and how to overcome those drawbacks. In the preprocessing steps
of LS, they eliminated the carriable lighting effects they have in a conventional
picture and included different color channels, enhanced the contrast, normalized
the picture, and eliminated vintage effects from the picture to detect accurately.
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Moreover, they have shown feature segmentation that uses lesion segmentation
for the picture, making the picture a bit brighter and sharper. It uses the same
techniques as LS.

2.2 Seven Types of Skin Cancer

Sun-exposed skin means that the vast majority of incidences of skin cancer, which
can be defined as an abnormal cells of skin cells. However, this type of cancer,
which is rather frequent, can develop in parts of the skin that are only sometimes
exposed to the sun. Because of these flaws, skin cells grow in an uncontrolled
manner, which ultimately results in human cancers. The most common types of
skin cancer are basal cell and squamous cell. Melanoma and Non-melanoma. In
the course of our inquiry, we will be looking into seven different kinds of skin
growths and lesions.

• Actinic keratosis and intraepithelial carcinoma (akiec)

• Basal cell carcinoma (bcc)

• Benign keratosis-like lesions (bkl)

• Dermatofibroma (df)

• Melanoma (mel)

• Melanocytic nevi (nv)

• Vascular lesions (vasc)

Below, we’ll go deeper into the many sorts of skin lesions and growths.

2.2.1 Actinic Keratosis and Intraepithelial Carcinoma

Actinic keratoses (AKs), sometimes called senile keratosis or sun keratosis, are
benign intraepithelial growths that are one of the most frequent fungal diseases
evaluated by dermatologists. Actinic keratoses are caused by exposure to the sun.
People who have AKs are more likely to develop irregular, red, scaly papules or
plaques on sun-exposed parts of their bodies, which is a symptom that is often
linked with prolonged sun exposure. Because AKs have the potential to develop
into widespread squamous cell carcinoma if they are not treated, the need of
making an early detection and developing a treatment plan cannot be overstated.
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Figure 2: Actinic Keratosis

There are five different types of actinic keratoses: hypertrophic, atrophic, bowenoid,
cantholytic, and pigmented actinic keratoses. Hypertrophic actinic keratoses are
the most common. The hypertrophic and atrophic forms are the ones that are
seen most frequently. In its most basic form, actinobacillus keratosis (AK) is a
kind of keratinocyte skin cancer that results from prolonged exposure to the sun.
Actinic keratoses can be split into two distinct categories.

• Pigmented Actinic Keratosis: Actinic keratosis can also take the form of
pigmented actinic keratosis, which is a less frequent variant. It is possible
that, rather from growing into an erythematous plaque, it would seem more
like a pigmented or keratinocytes lesion (also known as lentigo maligna or
solar lentigo) (lichen planus-like keratosis). The signs of this kind of AK
include irregular follicle openings and the formation of gray specks arranged
in symmetrical arrangements between follicular structures. This form of
AK is more frequent in those with darker skin. They produce a significant
pseudo-network that connects all of the affected follicular structures in the
area.

• Non Pigmented Actinic Keratosis: The term ”strawberry pattern” refers
to the appearance that non pigmented actinic keratosis has on the face.
The substantial UV damage that many patients have endured often results
in the lesion’s boundary being well-defined; yet, it is possible for it to blend
in with the skin that is around it. One possibility is to use a pink backdrop
that is unstructured. Essentially, it contains four characteristics that allow
for a highly precise and specific diagnosis:

– Vessels that are fine and wavy

– Targetoid hair follicles

14



– Erythema

– Pink-to-red pseudo-network

2.2.2 Basal Cell Carcinoma

The most common place for a person to get basal cell carcinoma(BCC), is on an
area of their body that is frequently exposed to the sun, such as their face. On
dark brown or black skin, a brown or glossy black lump with a rolled border is
the classic expression of basal cell carcinoma. This particular kind of melanoma
is known as basal cell carcinoma. This factor is responsible for around 80% of
all cases of skin cancer. Although it is not commonly fatal, it may be rather
aggressive in certain areas.

Figure 3: Basal Cell Carcinoma

There are 5 symptoms of Basal Cell Carcinoma:

• Scores that seem to be open

• a pale and irritated skin

• Shiny nodules

• Excessive Growths

• Scars that are visible

BCC accounts for nearly one-third of all skin cancer diagnoses in the U.S. In
certain cases, cancer can migrate to adjacent tissue and bone.
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2.2.3 Benign Keratosis-like Lesions

Seborrheic keratosis(Benign keratosis-like lesions) are noncancerous skin growths.
People have a tendency to have more children as they get older. The color of
a seborrheic keratosis can typically be described as brown, black, or light tan.
The lesions are high, and they have a glossy or smooth appearance. Although it
is most often seen on the back or chest area, it can manifest itself anywhere on
the body.

Figure 4 : Benign keratosis-like lesions

In the general population, seborrheic keratoses are relatively prevalent, affecting
an estimated 90 percent of people over the age of 30. However, seborrheic ker-
atoses are extremely rare in people under the age of 20, therefore it is important
to be aware of this fact. The lesions eventually spread to every region of the
body as time went on. Because these keratoses can appear everywhere on the
skin, including non-seborrheic regions, the word may lead to confusion.
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2.2.4 Dermatofibroma

Dermatofibroma, also known as superficial benign fibrous histiocytoma, is a com-
mon benign skin tumor that affects women to a far greater extent than males.
Dermatofibroma most frequently affects the extremities, and more specifically
the lower legs. Although the condition is asymptomatic, patients may experi-
ence itching and discomfort. In contrast, the color of a person’s skin can range
anywhere from pink to brown depending on their level of fairness or darkness.
These growths have a significant feel to them, much like a little stone or lump
that has developed skin over them. The dimpled skin that surrounds dermatofi-
bromas is one of the characteristics that distinguishes them from other growths.

Figure 5: Dermatofibroma

2.2.5 Melanoma

Melanoma is a form of skin cancer that originates in the cells that give your
skin its color. Melanomas tend to spread quickly (melanocytes). It is possible to
observe the progression of melanoma cells from the surface of the skin into the
deeper layers. Melanocytes are cells that are found in our skin and eyes. Melanin
is the pigment that is responsible for our appearance, and melanocytes produce
and store it. Melanoma is most commonly caused by overexposure to ultraviolet
(UV) radiation, which can occur both naturally and artificially in tanning beds
and sunlight. The risk of developing melanoma is proportional to the amount of
time spent in UV light. Early sun exposure is one of the most important risk fac-
tors for developing melanoma, and this is especially true for people who suffered
from severe sunburns as children. UV radiation may induce damage to DNA,
which can lead to uncontrolled cell development in melanocytes and ultimately
melanoma. This is the case for all forms of skin cancer, including melanoma.
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Figure 6 : Melanoma

Beyond-spot pigmentation, redness, or inflammation. Itching, soreness, or pain
may occur. Changes in a mole’s texture or scales, bleeding. Symptoms include
blurry vision, partial blindness, and black iris patches. Melanoma has 4 primary
subtypes.

• Nodular

• Lentigo Malinga

• Acral lentiginous

• Superficial Spreading

A biopsy of the suspicious area of skin, also known as a lesion, is the only way
for the doctor to determine whether or not it is cancer. A tissue sample is taken
and examined under a microscope in a clinical setting; this procedure is referred
to as a biopsy.

2.2.6 Melanocytic Nevi

Melanocytic nevi are a type of hamartoma or benign neoplasm that are com-
posed of melanocytes. Melanocytes are pigment-producing cells that regularly
populate the epidermis. Melanocytic nevi can be found anywhere on the body.
Melanocytic nevus is a benign skin lesion that is created by the proliferation of
pigmented cells known as melanocytes. Melanocytic nevi can range in size from
a few millimeters to several centimeters. Moles can be found on almost any part
of the body. The aggregation of melanocytes is what leads to the development of
black moles, which can appear on both men and women at any age. They might
be present at birth, or they could be something that develops through time.
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Figure 7 : Melanocytic nevi

Hereditary factors and sun exposure may produce melanocytic nevi. Melanocytic
nevi may enlarge and depigment, changing color and form. People with more
nevi are more prone to acquire melanoma. One in 75 persons and one in
20,000 newborns have small melanocytic nevi. Melanocytic nevi are not the
same as melanoma, a deadly skin cancer. Nevi have a symmetrical form, unlike
melanoma.

2.2.7 Vascular Lesions

Birthmarks are a common name for a group of skin and tissue anomalies that
can appear on people of any age, regardless of the color of their skin or gender,
and can affect any skin tone. Vascular lesions, more often known as birthmarks,
are extremely common types of skin and underlying tissue abnormalities.
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Figure 8 : Vascular lesions

The three most common forms of vascular lesions are known as hemangiomas,
vascular malformations, and pyogenic granulomas.

• Hemangiomas: At birth, they show as whitish or reddish patches on the
skin, which are followed by fast increase in size and thickness throughout
the course of one’s lifetime. These growths are benign tumors of the cells
that coat blood vessels. This can lead to ulceration, which is defined as a
break in the top layer of the skin, as well as bleeding (and, in the worst-
case scenario, infection). They have rapid expansion throughout the first
six to twelve months of their lives, after which their size level off, gradually
decrease, and they finally pass away. Hemangiomas of the eyelid have the
potential to cause irreversible blindness in certain newborns.

• Pyogenic Granulomas:When there is damage to the skin tissue in one spe-
cific area, benign vascular lesions of the skin can develop. They develop
very quickly, generating red spikes that resemble tumors and eventually
lead to ulcers that are highly bleedable. This kind of vascular lesion is
found in a disproportionately high number of children and women who are
pregnant.

• Vascular Malformations:Vascular malformations are a type of congenital
vascular abnormality that can affect either just the veins, just the lymph
vessels, both the veins and the lymph vessels, both the arteries and the
veins, or both of these. Only the veins themselves are affected by venous
malformation (VM) Only lymph vessels are impacted when lymphatic dys-
function occurs (LM).
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Chapter 3

Data Description

In order to train a neural network-based approach, it is important to have access
to a huge number of pictures that have been sorted and categorized. Therefore,
in order to deliver reliable diagnoses of high-quality dermatoscopic photos, the
sources providing those diagnoses need to follow to size and accuracy constraints.

The findings of recent research (Tschandl et al., 2018) combine data gathered
from a diverse range of demographic groups over the course of twenty years us-
ing a variety of different approaches to data collecting. The “Department of
Dermatology at the Medical University of Vienna” in Vienna, Austria, and Cliff
Rosendahl’s skin cancer center in Queensland, Australia, are two major sources.
Both of these institutions are located in Austria. This dataset includes a total of
10,015 dermatoscopic simulacra, the ISIC repository and the Harvard Dataverse
both make all of these datasets accessible to the general public so that they may
be used in academic machine learning research. The dataset acts as a testing
ground for machine-learning methods. The data collection contains representa-
tions for the seven basic diagnostic criteria used to classify pigmented growths
or lesions.[16].

Measurement Type(s) Skin lesions
Design Type(s) Data integration objective; Dataset creation objective; Image format conversion objective

Sample Characteristic(s) Humans ; skin on the body
Factor type(s) Type of Diagnostic procedure; Age ; Biological sex; Body part

Technology Type(s) Digital curation

3.1 Dataset Background

Examination of pigmented skin lesions with the naked eye is not sufficient for
making an accurate diagnosis of benign or malignant pigmented skin lesions;
dermatoscopy, a frequently practiced diagnostic method, is superior in this re-
gard. Dermatoscopic pictures may be utilized in the training of artificial neural
networks, which enables the development of diagnostic systems that are capable
of automatically identifying pigmented skin growths or lesions.
“In 1994, Binder had had achieved his goal of effectively training an artificial
neural network to differentiate melanomas, the most lethal form of skin cancer,
from melanocytic nevi by making use of dermatoscopic photographs” [11]. The
findings were positive; however, the sample size was small, and there were no
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dermatoscopic photographs of anything other than melanoma and nevi. This
was a problem that existed in the majority of the earlier research as well. In
recent years, improvements in graphics cards and techniques for machine learn-
ing have enabled the creation of stronger and more complicated neural networks,
which has allowed for the enhanced and more efficient automatic detection of
pigmented skin growths and lesions.[2].
The ISIC archive presently comprised of around 23,665 photos as of April 2020.
Because of its more flexible authorization (CC-0), its more organized access, and
its bigger size, it has become the key resource for research on dermatoscopic im-
age analysis. On the other hand, it is more likely to develop melanocytic lesions .

Abbreviation Class No. of Images
akiec Bowen disease 334
bcc Basal Cell Carcinoma 583
bkl Benign Keratosis-like lesions 1674
df Dermatofibroma 122
nv Melanocytic Nevi 18,618
mel Melanoma 2177
vasc Vascular Lesions 157

Total=23665

Table 3.1: Overview of ISIC archive and Class Distribution upto April 2020

3.2 Dataset Classification

Over the course of twenty years, the “dermatology department of Medical Univer-
sity of Vienna” in Austria and the clinic of skin cancer run by Cliff Rosendahl in
Queensland, Australia, have collected photographs to the HAM10000 database.
On the Australian website, PowerPoint records and Spreadsheets databases were
used to store the meta-data and photographs that were saved for preservation,
respectively. The Austrian website started collecting visual evidence long before
the mass availability of digital cameras, and it has consistently preserved both
photos and information in a wide range of file types ever since. It was necessary
to organize and classify the data into a single format in order to guarantee that
it would be consistent and easy to access it. Among the several methods utilized
were[16]:

• PowerPoint files are being exploited for graphics and metadata:The monthly
clinical reports and photos from a skin cancer practice in Australia were
compiled into separate PowerPoint files, one for each month of the calendar
year in which a patient was diagnosed with skin cancer. These PowerPoint
files may be downloaded here. Python was used to build a computerized
system that included a single picture, a comment, and other unique iden-
tifying information on each monthly slide. This system was constructed
automatically. Because there was such a massive amount of data, we had
to resort to an automated method in order to extract and organize those
photos.
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• The digitization of the Dispositive: Digitization converts information to a
digital format. Dispositive is a translucent photograph. Long before the
invention of digital cameras, Dermatology images in Austria were conclu-
sive. With something like a Nikon Coolscan 5000 ED and Digital ICE,
we recognized the dispositive and saved the files as JPEG Images of the
best quality (300DPI; 1510 cm). Manually cut scanned photographs to
800x600px @ 72DPI with the lesion centered, then did histogram tweaks
to increase contrast and color accuracy.

• Information Extraction from a Digital Dermatoscopy Method: Years after
digital cameras were first released, the Department of Dermatology decided
to move to the MoleMax HD system, which is a digital dermatoscopy sys-
tem. The study only included non-melanocytic lesions that had a consensus
benign diagnosis, nevi that had more than one and a half years of digitized
dermatoscopic follow-up, and excised lesions that included a histopatho-
logic result. A manual process was utilized in order to link histopathologic
results to individual lesions.

• Image filtering for dermoscopy:All radiographs, including dermatoscopic and
clinical close-ups, were taken by medical professionals. As dermatoscopic
radiographs lack a sufficient source annotation, they must be manually sep-
arated from the remaining radiographs. The 1,501 radiographs contained
in the Australian data set were categorized manually into three categories:
overviews, close-ups, and dermatoscopy.After manually labeling the pho-
tographs, they were utilized to train an ANN to automatically label the
image data. The stated accuracy of 98.68% accelerated the categorization
of future radiographs for the HAM dataset, which was followed by a second
manual review to reduce misclassifications.

• Pathology unification:Misspellings, distinct dermatopathologic words, mul-
tiple diagnoses per lesion, and unclear diagnoses leads to extra histopatho-
logic diagnoses across sites.Injuries and unclear diagnoses were removed,
apart from melanomas with lesions.

With the exception of melanomas and nevi, all of the ambiguous diagnoses have
been removed. The remaining diagnoses were partitioned into seven (7) different
generic categories so that there would be no room for doubt in the generalization
process. As will be discussed in greater detail below, these groups contained
greater than 95 percent of all growths and pigmented lesions that were reported
at both data retrieval locations. [16].
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3.3 Dataset Sources and Comparisons

Every single data record that is contained in the HAM10000 dataset may be
found in the Harvard Data Set. Photos and metadata were donated to this
project by the ViDIR Group at the University of Queensland . The project is
licensed under the “Creative Commons Attribution-Noncommercial 4.0 Interna-
tional Public License”. The following table lists dermatoscopic image datasets
that are available to the general public. These datasets include the PH2 and the
Interactive Atlas of Dermoscopy. Additionally, the table includes information on
the HAM10000 dataset that was employed in our research..

Dataset License
Total
Image

Pathologic
Verification (%)

akiec bcc bkl df mel nv vasc

HAM10000 CC BY-NC 4.0 10015 53.3% 327 514 1099 115 1113 6705 142

PH2
Research &
Exhibition

200 20.5% - - - - 40 160 -

Rosendahl CC BY-NC 4.0 2259 100% 295 296 490 30 342 803 3
ViDIR
Legacy

CC BY-NC 4.0 439 100% 0 5 10 4 67 350 3

Atlas No License 1024 Unknown 5 42 70 20 275 582 30
ViDIR
Current

CC BY-NC 4.0 3363 77.1% 32 211 475 51 680 1832 82

ViDIR
MoleMax

CC BY-NC 4.0 3954 1.2% 0 2 124 30 24 3720 54

ISIC 2017 CC-0 13786 26.3% 2 33 575 7 1019 11861 15

Table 3.2: Comparison of HAM10000 with other datasets containing dermato-
scopic images that are openly available.

3.3.1 Rosendahl Image Set

The University of Queensland’s School of Medicine’s CR (Cliff Rosendahl) skin
cancer department donated data for the Rosendahl component of the HAM10000
dataset. A non-polarized DermLite Fluid or DL3 with soaking solution was used
by author CR (70 percent ethanol hand-wash gel or ultrasonic gel) [16].We gath-
ered 36802 histopathologic photos from a total of 34.2GB worth of digital slides
from Rosendahl (122 PowerPointTM-files). We were able to arrive at the final
dataset by removing non-pigmented lesions, overviews, close-ups that did not
include dermatoscopy, and occurrences that did not have a diagnosis or had an
incorrect diagnosis and did not fall into one of the predefined broad groups, as
shown in the figure [Table 3.2].

3.3.2 ViDIR Group

Data from the ViDIR Group were accessed and analyzed following ethics commit-
tee permission (Protocol-No. 1804/2017) at the Medical University of Vienna.

• Reliable Diapositives (ViDIR Legacy): Dermatoscopic pictures had to be
preserved as diapositives acquired with analog cameras before the introduc-
tion of digital cameras. These images were shot via the Heine Dermaphot
system, and for the sake of study and preservation, both immersion fluid
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and physical copies were generated utilizing the E-6 procedure.

• Currently Available Material (ViDIR Current):Since 2005, we’ve been doc-
umenting digital dermatoscopic pictures with a DermLiteTM FOTO sys-
tem and archiving images and meta-data in a central database which means
single cases along with the Heine of Delta 20. Images of the same lesion
obtained at various magnifications are included in this set for demonstrate
local patterns and features.

• MoMax (ViDIR MoleMax): High-risk patients who underwent surgery to
remove early melanoma were given digital dermatoscopic follow-up exami-
nations, which resulted in less removal of melanocytes. Follow-up appoint-
ments are scheduled every six to twelve months on average. The MoleMax
HD System has been used since 2015 to collect digital dermatoscopic im-
ages (Derma Medical Systems, Vienna). The majority of patients were
found to have an excessive number of nevi.

Figure 9 :Instead of cropping a large source photo, the original photos had
three different magnifications and viewpoints.

3.4 Technical Validation

As a response to a request for assistance with manual adjustments to the his-
togram that would make it easier for human viewers to access the information,
expert dermatologists were contacted. Only photos that are overexposed and
those that have a visible tone that changes the natural skin tone of the image
need to be edited. In order to evaluate the accuracy of the brightness color
projections after the correction, the gray-world assumption was utilized. The
gray-world assumption is a method of picture white-balancing that operates un-
der the presumption that the majority of the image in question is comprised
of a color that is neutral gray. When comparing images taken before and after
changes to the historiography, this makes it possible to illustrate the difference
in image clarity with a straightforward graph depicting the average color of the
image.
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Chapter 4

Dataset

4.1 Required Libraries

In order to make a working CNN model various libraries need to be installed
in the virtual environment and further imported in our notebook code. The
primary library is tensorflow which is used as backend for this notebook. Other
libraries used are as follows

• Numpy

• PIL

• Keras

• Sklearn

• Pandas

• Matplotlib

4.2 Data Cleaning

The HAM10000 metadata file has null values in the “age” column. These null
values are filled with the mean age value of the whole dataset using the “.fillna()”
function with inplace parameters set to true.

4.3 Exploratory Data Analysis

Our utilized dataset contains additional information, such as the localization and
diagnosis of skin growths. Also includes information on the gender and age of
afflicted individuals.
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4.3.1 Distribution of Type of Cancer

Figure 10 shows the distribution of the number of images in seven different
categories of lesions. The given figure shows that melanocytic nevi has the most
number of images.

Figure 10 : Distribution of types of skin cancer

4.3.2 Distribution with Diagnosis Type

The types of diognosis that were maintained to confirm the type of lesion in
the image are Histopathy, Follow-up examination, expert consensus or confocal
microscopy. Almost 50 percent of the images were confirmed through histopathy
figure[11] shows.
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Figure 11: Diagnosis Type

4.3.3 Distribution with Localization

The following figure [12] demonstrates the disritibution of the lesions according
to the part of the body they were in. Most of the lesions were on the back or
lower-extremity.

Figure 12: Localization
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4.3.4 Distribution with Gender

The Figure 13 shows the number of men , women and unspecified gendered
particiapntsts that game their lesion’s image data for the HAM10000 dataset. It
also helps the biasness that our models might have due to the gender ratio in
the data.

Figure 13: Gender Distribution

4.3.5 Distribution with Age

Most of the image data were of participants that aged in the range of 40-70. The
Figure[11] shows the whole spectrum of data that has been collected over the
range of ages which will help to restructure any conclusion regarding any relation
to age with the lesions.
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Figure 14: Age Distribution

4.3.6 Scatter-plot Diagram of Distribution of Age Against
Distribution of Cancer

The scatterplot data projection Figure[15] of each type of lesion and the age
when it was diagnosed. Therefore we can identify which sort of lesions start to
develop at which stage of life. Consecutively, people can be made aware and
testing could be started sooner accordingly.

Figure 15: Scatter Plot

30



Chapter 5

Data Augmentation

As deep networks require a great amount of data to achieve high accuracy, data
augmentation is essential. We see that the data has a large class imbalance. We
believe we can improve our data to solve this gap. We must artificially boost our
HAM 10000 dataset[16] to prevent the difficulties caused by over-fitting. The
amount of our present dataset may be greatly expanded. The aim is to make
modest adjustments to the preparations to imitate the variances. Many basic
augmentations, such as scaling, splitting, shearing and zooming are only a hand-
ful of the many options.

• The photos were rotated at random angles ranging from 0 to 20 degrees,
after which the blank portions were needed to be filled.

• The fill mode option has a default value of ”nearest,” which populates the
empty space with the pixel values that are the closest to each other.

• We can also shear, zoom and shift (width and height) the images up to
20% at random.

• We’ve also adjusted the images vertically and horizontally to deal with the
fact that images input to the model aren’t always centered.

5.1 Reading and Processing the Data

We used the pandas library in order to read the metadata and saved it as a data
frame. A column named “path” is made for every image location. This column
will be used for loading and resizing the images. Moreover two more column has
been made named as “cell type” and “cell type idx”. In the “cell type” column
we have stored the type of skin lesion and in “cell type idx” we have stored cell
type index.
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5.1.1 Loading and Resizing

TensorFlow seems unable to deal directly with the dataset’s images although they
are much larger (450 x 600 x 3) than it can accommodate. As a consequence
of this, the combined colored pixel data from the provided CSV file inside the
dataset was utilized for our model, and the photographs that were provided were
reduced in size to 224 × 224. Using the path we opened image by the help of PIL
library. Afterward the image is resized into 224 x 224 pixels from 450 x 600 and
stored in a cell named images using the numpy array. Both loading and resizing
is done using the Lamda function which acts as an iterative loop.

5.2 Train-Test Split

The dataset is divided into training, testing, and validation portions. This is
a standardized approach to data science. The training dataset is the basis for
every CNN algorithm, serving as an example of how sophisticated technology
like neural networks may be utilized to learn and create more complicated re-
sults. It includes not just the facts but also an estimate of the production that
is anticipated. The training dataset provides“ground truth” information to our
algorithms. Nevertheless, the test dataset is utilised to quantify how the prepara-
tion dataset was utilized to develop our program.Since the analysis would almost
surely “know” the predicted conclusion if we just repeated the training dataset
during the testing process, which would defeat the purpose of evaluating the
approach.

5.3 Normalization

When the images of the dataset were resized and converted into a numpy array,
the numbers ranged from 0 to 255 as pixel data. However, these values are not
processed by the neural networks therefore the values have to turned to a floating
value from 0 to 1. For this reason, the pixel data is subtracted by the mean value
and divided by the standard deviation of the values. This process is used to set
the x train and the x test sets.

5.3.1 Label-Encoding

Here on labels, there are seven distinct classes of skin cancer categories, ranging
from 0 to 6. This is used as y train data to fit the model. The encoding for data
categorization purposes is as follows:
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Label
Name

akiec bcc bkl df mel nv vasc

Index
Value

0 1 2 3 4 5 6

Table 5.1: Label encoding for 7 categories.

5.3.2 Splitting Training and Validation Split

A relatively small percentage, twenty percent, of the data from the training set
was used to verify the model, while the remaining eighty percent was employed
to train the model. Utilizing a validation dataset helps avoid models from being
over-fit to the data. Using this data set, we are not adjusting the network’s
weights; rather, we are checking to make sure that any gain in accuracy over the
train set is a genuine gain over data that the network. If the train set’s accuracy
improves while the validation set’s quality drops, the neural network is overfit
and training should stop.
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Chapter 6

Model Building

6.1 Work Plan

The goal of our model is to compare the basic CNN models with the merged
concatenated models depending on the efficiency, accuracy and loss value in
deducing the type of skin disease in the provided image and predicting precisely
among as many as seven types of diseases for now. In order to achieve success
across these many types of skin diseases, we divide our dataset into a training set,
validation set, and test set, where the training set uses 80%, validation uses 10%
and test uses 10% of the dataset. The training and validation sets are augmented
to get more images as the dataset is limited. The augmented datasets are then
run through the tuned model to train it. After training is completed, a few
sample pictures with a known disease label are used as the test set. The model’s
prediction and accuracy of the prediction are then calculated. Learning rate and
other various tuning are done along the way to find maximum accuracy.
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Figure 16 :The figure above gives a simplified representation on how the whole
process works.
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6.2 Our Model and Initial Iteration

At the very beginning we made a prototype as our first attempt at detecting skin
disease of 7 different categories using image datasets. Using transfer learning and
fine-tuning using Keras applications, we have used several pre-trained models on
ImageNet. ImageNet is an image database organized according to the WordNet
hierarchy (currently only the nouns), in which hundreds and thousands of images
depict each node of the hierarchy. The project has been instrumental in advanc-
ing computer vision and deep learning research. The data is available for free to
researchers for non-commercial use. The ImageNet dataset is a vast collection of
human-annotated photographs designed by academics for developing computer
vision algorithms. The past work was done on much smaller dataset.
With the HAM10000 dataset our input size has significantly increased but the
number of categories of data has decreased. Now we have run our model on
7 different categories using single as well as multi pre-trained CNN models via
transfer learning. We use 3 dense layers with 512 neurons each along with Flat-
ten, Dropout and BatchNormalization layers to provide efficient and smooth
transition of data between the layers. Lastly, the dense layer with seven neurons
as per the categories with activation “softmax” is added for categorical classifi-
cation of the input data.
We have used transfer learning either with one pre-trained model or two. The
models where we have used one pre-trained model such as Vgg16, we have frozen
the last fully connected layer and made all the layers untrainable. After that, we
transferred the output to one of our dense layers. On the other hand, when we
used transfer learning with two pretrained models. We fed a copy of our dataset
into both the models and froze the fully connected layer and made all the layers
non-trainable. Then the output of both the pre-trained model is concatenated
and passed to the dense layer. With the help of the pretrained models, we have
tried to find the best model to use in determining skin cancer across 7 different
categories.
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Figure16:Our Model
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Chapter 7

Model Evaluation and Result
Analysis

7.1 Annealing

After adding layers to the model, we must configure a score function, a loss
function, and an optimisation technique. We define the loss function to quantify
how poorly our model performs on labeled images. It is the rate of error be-
tween observed and expected labels. For categorical classifications, we utilize a
particular form called ”categorical crossentropy.” Optimizer is the most essential
function. This function iteratively optimizes settings to minimize loss. We chose
the Adam optimizer because it combines the benefits of two previous stochastic
gradient descent improvements. The annealer monitors the validation accuracy.
If the validation does not improve for three consecutive epochs then the learning
rate value is decreased by half. The starting learning rate value is 0.01.

7.2 Fitting Model

The model is fitted into the x train (carries the images) and y train (carries all
labels) using model.fit() function. The function is called by passing the parame-
ters x train, y train, batch size that were kept at 64 for all of our model training.
Validation data = x validate, y validate. Steps per epoch for both train and
validation were calculated by the number of images in that particular set divided
by batch size.
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7.3 Transfer Learning Using One Pre-trained

Model

7.3.1 Transfer Learning with VGG-16

Train Validation Test
Accuracy 92.73% 77.83% 79.24%

Loss 0.2016 0.7113 0.6929

Table 7.1: Results of VGG16

Accuracy of VGG16

Loss of VGG16
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7.3.2 Transfer Learning with VGG19

Train Validation Test
Accuracy 88.06% 78.05% 77.45%

Loss 0.3069 0.6695 0.7061

Table 7.2: Results of VGG19

accuracy of VGG19

Loss of VGG19
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7.3.3 Transfer Learning with ResNet50

Train Validation Test
Accuracy 79.66% 75.50% 74.65%

Loss 0.5457 0.7456 0.7809

Table 7.3: Results of ResNet50

Accuracy of ResNet50

Loss of ResNet50
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7.3.4 Transfer Learning with InceptionV3

Train Validation Test
Accuracy 82.41% 75.31% 73.34%

Loss 0.4568 0.7783 0.7935

Table 7.4: Results of InceptionV3

Accuracy InceptionV3

Loss InceptionV3
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7.4 Transfer Learning with Merged Models

7.4.1 Transfer Learning with ResNet50 and VGG19

Train Validation Test
Accuracy 89.92% 79.04% 78.32%

Loss 0.2726 0.7284 0.7313

Table 7.5: Results of concatenated ResNet50 and VGG19 model

Accuracy of ResNet50 and VGG19

Loss of ResNet50 and VGG19
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7.4.2 Transfer Learning with ResNet50 and VGG16

Train Validation Test
Accuracy 88.64% 79.17% 79.63%

Loss 0.3011 0.7306 0.7863

Table 7.6: Results of concatenated ResNet50 and VGG16 model

Accuracy of VGG16 ResNet50

Loss of VGG16 ResNet50
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7.4.3 Transfer Learning with ResNet50 and InceptionV3

Train Validation Test
Accuracy 87.85% 76.31% 75.19%

Loss 0.3193 0.8371 0.7983

Table 7.7: Results of concatenated ResNet50 and InceptionV3 model

Accuracy of ResNet50 and InceptionV3

Loss of ResNet50 and InceptionV3
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7.4.4 Transfer Learning with VGG16 and InceptionV3

Train Validation Test
Accuracy 88.74% 75.69% 75.89%

Loss 0.873 0.7155 0.7826

Table 7.8: Results of concatenated VGG16 and InceptionV3 model

Accuracy of VGG16 and InceptionV3

Loss of VGG16 and InceptionV3
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7.4.5 Transfer Learning with VGG19 and InceptionV3

Train Validation Test
Accuracy 86.96% 77.91% 76.15%

Loss 0.3383 0.6737 0.6632

Table 7.9: Results of concatenated VGG19 and InceptionV3 model

Accuracy of VGG19 and InceptionV3

Loss of VGG19 and InceptionV3
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7.5 Analysis and Comparison of the Models

Models Test Accuracy Test Loss
VGG19 77.45% 0.7061
VGG16 79.24% 0.6929
ResNet50 74.65% 0.7809

InceptionV3 73.34% 0.7935
VGG19 + ResNet50 78.32% 0.7313

VGG19 + InceptionV3 76.15% 0.6632
VGG16 + ResNet50 79.63% 0.6863

VGG16 + InceptionV3 75.89% 0.7826
ResNet50 + InceptionV3 75.19% 0.7983

Table 7.10: Test Accuracy and Loss comparisons of all models

The table above shows the test accuracy of all models run on the same dataset
with the same dense layers containing the same number of neurons. The hyper-
parameters are kept the same as well as the batch size and image sizes. The
coherence of all the variables are maintained in order to test every single pre-
trained and merged pre-trained models on a level playing field. The highest test
accuracy was obtained using the VGG16 ResNet50 merged models. However,
the lower test loss value was achieved by VGG19 InceptionV3. The merged
models took longer time to train, almost a minute longer than the single models.
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Chapter 8

Conclusion

The goal of our research was to find a comprehensive data with different methods
of transfer learning and training between four renowned CNN models. With a
specific set parameter and conditions we have found two of the merged models
to give slightly better results in terms of test accuracy and loss. The research
was tied to certain constraints due to shortage of diversified data as well as to
provide and fairness between the models. Therefore, it is not concluded that
a different set of parameters, architecture, data processing method and other
variables would still provide the same model/models to give the best result.
However, this research may open paths to new comparison and analysis research
between models to achieve greater results and standards not only in the field of
image processing but also other fields that require CNN and machine learning.
With the progress of better classification between these models we hope to achieve
a model where the results can be reliable enough so that doctors and medical
facilities can implement the model in aiding real-world applications and help ease
human effort and difficulty.
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