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Abstract

The Internet of Things (IoT) is a term that refers to billions of actual gadgets
all over the universe that are connected to the network, participating in all social
events, and sharing data. It is the most recent technological advancement in history.
In addition, Internet of Things devices have sensors and small PC processors that
generate applications based on the data gathered by the sensors through Artificial
Intelligence (AI). Fundamentally, Internet of Things (IoT) devices are more modest
than anticipated PCs, are connected to the internet, and are vulnerable to viruses
and hacking. Similarly, there are legitimate concerns about risks associated with
the expansion of the Internet of Things, notably in the areas of safety and security.
Nowadays, the intrusion detection system for Internet of Things devices is a crit-
ical concern. Entering the computer environment is an extremely dangerous and
unpredictable activity that has existed since the invention of computer technology.
Many security measures have been implemented over the past three decades, but
as technology has progressed, so have the threats to national security. Because the
world is increasingly reliant on computers, whether directly or indirectly, it is critical
to prevent potentially dangerous activities and attacks that could jeopardize com-
puter infrastructure. IDS and IPS are two often used security solutions to protect
computer resources, particularly those on a network. To create a secure Internet of
Things deployment, a variety of security principles need to be followed at each tier.
In this case, the impact of artificial intelligence on the internet security of Internet
of Things devices is likely to alter the traditional risk assessments. Aside from that,
the field of Artificial Intelligence (AI) is rapidly expanding, propelled by shifts in
neuron organization and deep learning. In addition to this, we have employed Deep
Learning Approach to detect the intrusion of IoT gadgets as well as other types
of intrusion. Deep Learning is a sub-sector of artificial intelligence and machine
learning (ML) that mimics the way the human brain works in terms of data pro-
cessing and making effective decisions. As a result, it is playing an important role
in the detection of intrusion from devices that are linked to the internet. The IDS
(Intrusion Detection System) of Internet of Things System utilizing Deep Learning
techniques is the subject of our thesis. Our article provides a complete analysis of
security policies, technical obstacles, and solutions for Internet of Things (IoT) se-
curity protection. In addition, we have employed two datasets, namely KDD-99 and
NSL-KDD, as well as three methods, including RNN, LSTM, and GRU, in our pa-
per. The proposed model was tested and evaluated as a consequence, and the results
demonstrate that the model is extremely accurate when it comes to distinguishing
interruptions in Internet of Things devices..

Keywords: Deep learning, Intrusion Detection System, IoT, Security, RNN, GRU,
LSTM, KDD-99, NSL-KDD, LSTM, GRU, IDS, Vanilla LSTM, Bidirectional LSTM
,Stacked LSTM
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Chapter 1

Introduction

Improvement of the Internet of things is conceivably dependent on the union in
advance, a specific draw established by the past time in registering, concurrence,
and an application plan. Because of this, the Internet of Things’ ensuing circle of
influence has swiftly expanded to encompass the whole human being race. Among
the Internet of Things gadgets employed to assist us with our daily activities are ad-
vanced cells and home associates such as Google Play, brilliant automobiles, building
computerization frameworks, electric vehicles such as robots, environmental moni-
toring, and entertainment.[31]
The rapid growth of technological improvements has made life easier while exposing
a slew of safety concerns. With the development of the internet over the years, the
number of cyberattacks has increased in number as well. The Interruption Detection
System (IDS) is one of the most important layers to consider when it comes to data
security. Businesses benefit from IDS because it promotes a healthy environment
and prevents dubious organizational exercises. In this research, we attempt to ap-
ply a variety of algorithms and datasets to determine which one produces the most
relevant result for intrusion detection applications.[11]
According to a Gartner event evaluation, approximately 25 billion connected things
will be active continuously in 2020. These related gadgets help make regular activ-
ities more enjoyable and create beautiful arrangements. When developing solutions
for the Internet of Things, one must consider the different associated devices, com-
plexities, competing patterns, and types that must be considered. The current
security conventions are only applicable for powerful PCs that are used for brief
meetings or presentations. It is not practical to employ a similar insurance method
in meetings that go for an extended period of time. Thus, Internet of Things (IoT)
devices become enticing targets for programmers, putting our lives in danger by
posing unexpected risks to them.[8]
These difficulties in IoT can be dealt with by employing the concepts of ”falling”
and ”gathering” to develop innovative and adequate security measures. Massive
passed-on structures have shown their inconsistencies, and ”Flexible Lightweight”
plans have proven their worth in dealing with them. However, it is nearly impossi-
ble to answer for this type of device in an organization because there are so many
of them. In any event, a sensible approach would be to gather data from the IoT
devices themselves. In order to cultivate flexible reactions, this system can be sup-
ported by human-created mental abilities. Utilizing the enormous amounts of data
generated by IoT devices, AI and data analytics technologies train employees to
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help boost productivity at their organizations. IoT networks can use IoT networks
to identify and prevent potentially catastrophic events and peculiar behaviors by
recognizing design flaws, looking for inconsistencies, and conducting sociological in-
vestigations.[8] One aspect of a practical security check approach is the Mark-based
and Inconsistency-based Intrusion Detection Framework. Few resource owners have
IDS/IPS sent and built appropriately between enterprise IT and ICS businesses.[12]
The detection module evaluates and analyses the formatted data obtained from the
data collection model to detect intrusion attempts and then transmits the events
labeled as malicious to the reaction module. An anomaly-passionate disclosure,
specification-passionate disclosure, and misuse-passionate disclosure are three dif-
ferent sorts of intrusion disclosure methodologies. Anti-intrusion techniques based
on anomalies identify the system’s normal actions.[1] IDS has a slew of potential
deep learning approaches. Since each strategy is given its own set of plan considera-
tions, it may be hampered in its capacity to achieve outstanding execution in terms
of viability and proficiency.[15] Using this theory, we have devised a new assessment
that comprises a Many Layer strategy for our proposed notion, In this case, we at-
tempted to use important knowledge estimations. An IoT network determines if a
row in a system is ”normal” or ”offensive” based on its association information. The
KDD99, NSL-KDD dataset, and various algorithms such as MLP, LSTM, and GRU
are used in a varied number of covered-up hubs and learning speeds in AI research
on-network data security.[8][17]

1.1 Motivation

Globally, the Internet of Things (IoT) is experiencing an inescapable update. Since
the 2016 Dyn cyberattack, which was perpetrated by the erroneous Mirai Internet of
Things botnet, IoT security has become a major source of concern for a large num-
ber of individuals. The danger posed by a large number of Internet-connected items
has an impact on the security of the Internet of Things. However, it also threatens
the whole Internet regular framework. Multiple rows of data are combined with the
web layer in this example. The most generally known care risks examined by the
IoT architecture include bonnets, DDoS intrusion, distant documentation, routing
treatments, and information flow. Combatants attack Internet of Things devices,
which are regarded as the first line of defense, but which are not sufficient because
of the changeability and complexity of IoT systems.
At the moment, IDS has met the demand for its energy supplies. IDS is a notion
that identifies systems that are being raided.There are no entry barriers to the In-
ternet of Things (IoT). IDS’s core consists of an agent, an investigative motor, and
a reaction module. IDS are categorized into two main groups. First, there are two
types of IDSs: one for the host and one for the internet. IDS for moderator-related
activities include a ban on interruption conduct and review data. These kinds of
Ids are generally used on large hosts to protect the host’s security from all angles.
Second, network-based IDS is more complicated, while the host-based IDS provides
more precise data and has a lower probability of false alarms. Sadly, this reduces
the application framework’s efficiency and relies on log information.
Network-based IDS can detect unexpected behavior. As a result, neither the host
arrangement nor the introduction of the corporate structure is altered in any way.
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Whether or not the network-dependent association IDS hits the Mark, it will have
little effect on everyday company operations. IDS is one of the problems. Signature-
based IDSs (detect rapid relationship association section monitoring other organi-
zation fragments) are used. Encoded gatherings along the network are difficult to
measure.
Security Information and Data Systems (SIDS) are systems that store a ”signature”
of previously known attacks. In order to compare these signatures with the ones in
the data set, the signatures of the present exercises are deleted, and coordination
techniques and convention conformance checks are utilized. They are assumed to
be afflicted if they fit the criteria. In the absence of a net, framework events are
investigated, and in the existence of one, the owners are checked, and alerts are
brought up progressively.
A signature-placed IDS is unable to protect against the very first attacks since the
name is not included in this IDS’s data. Zero-day assaults, on the other hand,
continue to rise. It follows that the total defensive system is losing effectiveness
due to Signature Based IDS. Deviation occupied IDSs were progressed, unpopular
IDSs became the norm, and this report was the most significant adjustment for this
model’s control due to this development.
In order to detect intruders, the deviation occupying IDS relies on artificial intelli-
gence and engineering knowledge. An AI or ML tool is being developed that can
take in information without the intervention of a human and discern between nor-
mal behavior in a system and unexpected or anomalous behavior. A machine can
be prepared in a variety of methods, including through directed, solo, or supported
learning. Naive Bayes classifier, artificial neural network, base vector engines, and
linear regression are just a few examples of the tools that are employed in tool
information. [4]. DBN, DNN, and recurrent RNN are the most common deep learn-
ing architectures.[13] Due to its high success rate, the Deep Learning technique is
currently quite popular.

1.2 Problem Statement and Thesis Objectives

In this research, we compare the behavior of various deep learning algorithms on
the KDD-99 cup and NSL KDDcup data sets. Additionally, we sought out the most
effective intrusion detection techniques.

The research’s primary aims are as follows:

• Having a working knowledge of the Internet of Things security system

• In order to comprehend the intrusion detection system

• In order to comprehend the deep learning algorithm

• In order to observe the behavior of different algorithms when applied to dif-
ferent datasets

• To observe the model results of various algorithms.

• To compare and contrast the various outcomes of various algorithms

3



1.3 Thesis Structure

Our thesis paper is divided into numerous sections. Background data, which includes
a section on the literature and a description of the algorithm, is presented in Chapter
2 of this document. The information contained in literature reviews pertains to
prior work and models. In addition, we have read a number of different research
publications. In Chapter 3, we described our dataset and the methods we used to
analyze it. The KDD999 dataset, as well as the NSL KDD dataset, were used in
this study. We employed three types of pre-processing methods: the Train-Test
split, the Feature Selection technique, and the Fold Cross approach. On our dataset
in Chapter 4, we applied LSTM, GRU, and RNN models. First, we compared
the performance of Stacked LSTM, Vanilla LSTM, and Bidirectional LSTM to see
which one produced the best results. Then we combined the results of both LSTM
and GRU to make a more accurate comparison. Towards the end of Chapter 5, we
presented preliminary results of our analysis and compared our findings to determine
which Deep Learning Model provided the best Intrusion Detection System.
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Chapter 2

Background

2.1 Literature Review

With the rise of IoT devices and new attack methods, cyber security has become in-
creasingly important in our day. To design an innovative real-world environment, se-
curity and privacy are essential. Because of insufficient security mechanisms, cyber-
attacks are the most susceptible point of the Internet of Things. In the Internet of
Things, these security protocols are dependent on network layers. The Internet of
Things is plagued by multiple attacks because of the vast number of devices that are
connected across these network levels. Each device generates data and distributes
it to the rest of the world via the internet. For attacking IoT devices, hackers are
always coming up with new and innovative tactics. For example, an intrusion de-
tection system is used to identify these incursions of these IoT devices. However, an
intrusion detection system is used to classify these attacks in network traffic using
a deep or wide learning strategy in conjunction with a neural network algorithm.
IoT refers to the organization of specific devices that are networked via the inter-
net. The Internet of Things, or IoT, refers to the gadgets that are connected to the
internet. Sensors, programming, and other advancements are incorporated into the
Internet of Things to allow devices to communicate and exchange information with
one another, starting with one device and progressing to the next. This adaptable
architecture is being developed step by step over the entire web environment. It is
estimated that there are more than seven billion connected IoT devices in use today.
Aside from that, it is expected by experts that this number will increase to more
than 25 billion by 2030. As a result, Internet of Things (IoT) security is becoming
important.[19]
The Industrial Internet of Things (IIoT) sector has made significant strides in recent
years. Many industrial types of machinery are connected to the network as a re-
sult of the Internet of Things, and these machines store a wealth of important data.
These Internet of Things systems become targets for hackers for a variety of reasons,
including the data they contain. If hackers gain access to the Internet of Things
system, they will be able to steal important information. They choose a method
that is both simple and effective for detecting intrusion. They are attempting to
detect intrusions using a deep learning approach. They have also discussed some
of the difficulties associated with building Deep Learning-based IDS, such as the
high cost, implementation difficulties, and lack of data. Training the neural network
system can be difficult because the neural network system’s success rate depends on
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the amount of training it receives.[32]
Following the discussion in the paper below, various types of intrusion detection
systems have been identified and discussed. After that, he went into detail about
the significance of the Internet of Things. The Internet of Things is being used in a
variety of fields, including education, health care, and industry. Because IoT devices
are connected via a wireless network, it is possible for an intruder to gain access to
the system and cause damage, and while the devices include security features such
as encryption and decryption, these are insufficient for the overall security of the
system. It is for this reason that intrusion detection is required. After that, the au-
thor discussed IDS and why it is crucial to have one in place. Suppose an intrusion
occurs in the Internet of Things network. In that case, the IDS’s responsibility is to
identify the intrusion and notify the user of the intrusion before the intruder causes
any damage to the system. Following that, the different types of IDS are discussed
in detail throughout the study. In IoT systems, a variety of cyber threats might
manifest themselves.[7]
The intruders have been divided into two categories according to this paper.[24]
(External intruders, Internal Intruders). In this paper, the author uses an ANN as
disconnected Ids to collect and analyze information from various elements of the In-
ternet of Things, as well as to organize and recognize a DOS. According to a research
paper, the Internet of Things is still in its infancy. However, it has attracted the
attention of major corporations. That is why it is necessary to identify any illegal
individuals or systems. IDS monitors the entire network, as well as all incoming
and outgoing packets. It is being evaluated on its own capacity to prevent divided
Denial of Service by the researchers, who have performed intrusion detection using
Artificial Neural Networks that have been trained using web packet trace data.[5]
In accordance with this, the authors of this research have developed a new study
that incorporates the multi-Layer design of the Internet of Things system. In-depth
learning algorithms were then applied to the IoT organization to filter network in-
formation to group actions on the point of “normality” or, alternatively, “attacks”
throughout the layers of the structure. KDD 99’Cup [8] has been used by experts.
Furthermore, in 2019, Li et al. proposed a method based on the fact that IoT in-
formation contains eradication in addition to other IDS, whereas urban areas are
reliant upon deep learning. The testing demonstrated that the proposed framework
exhibits a superior exhibition to conventional procedures. It reduces the bunching
time by an appropriate amount; nonetheless, the grouping precision decreases when
the framework is compacted.
Moreover, in 2019, Le et al. developed a new deep learning IDS. Brilliantly, a system
was developed for the design of an element’s interaction. During this phase, a drop
in measurements resulted in the significant highlights for interruption detection, a
subset of the first list of capabilities. The next step in the process was to create a
large number of IDSs and then prepare them using the selected highlights.
It is not only IoT security that’s at risk from infected Internet-connected devices but
the entire Internet ecosystem as a whole. Since recently, security attack vectors have
become more complex. As a result, it is imperative to upgrade security methods
by implementing newer technologies. At the price of proper embedded security and
verification, this paradigm helps expedite time-to-market. The Machine to Machine
specifications recommends various security measures for IoT applications. Because
of the fascinating discoveries that have already been demonstrated in the security
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business, they have chosen to integrate machine learning techniques into our IDPS
strategy.
Finally, in recent years, the Internet of Things (IoT) has emerged as the most rapidly
emerging progressive invention, offering the ability to digitize and coordinate diverse
businesses, resulting in enormous revenue opportunities and total GDP growth. The
Internet of Things improves the coordination of all organizations, resulting in more
significant data and information about tasks being collected. IoT is being used in
a variety of projects to connect data, services, and individuals for creative activi-
ties in a variety of broad areas, including savvy power, smart cities, medical care,
robotization, agribusiness, and transportation. IIoT is being used in a variety of
projects to connect data, administrations, and individuals for creative activities in
an assortment of board areas. The interruption recognition framework, which ex-
amines network data and analyzes network behavior, is perhaps the most important
security solution for protecting IIoT applications from threats. According to what
we learned in the last section, there are a variety of approaches to detect intrusions.
Unlike deep learning, which involves continuous human observation, deep learning
is the most efficient method. Even though Deep Learning Neural Networks have not
been in the technological era for a very long time, they are becoming increasingly
popular. It has advantages as well as disadvantages. When using a deep learning
approach, it is required to train the Neural Network using a data collection of ex-
amples. It can be really challenging.
If a new threat emerges for which the network has not been taught, this can cause
problems for the network. The Deep Learning technique is a highly smart approach
in the subject of IDS, despite the fact that it has both positive and negative as-
pects. It is past time to conduct additional deep learning and machine learning
research. As a result, it can detect intrusions more precisely and make the system
more intelligent.

2.2 IoT Architecture

IoT architecture is built with a four-stage process where the data flows from the sen-
sors, which are associated with the ‘things’ with the help of a network. These stages
are Sensors/Actuators, Data acquisition system, Edge analytics, Cloud analytics [17]

• Sensors/ Actuators: “Internet of things” a thing can be embedded on actuators
so that it can accept, emit and process a signal.

• Data Acquisition: In this part, the data acquisition system actually collects
the data from sensors and starts to convert it from analog to digital. Also, it
aggregates the data before sending it for the processing step.

• Boundary Analytics: The IoT info is aggregated and loaded. For processing
the data, it will need to reduce the volume of it previously it goes to the info
inside. This is the point when the boundary analytic works.

• Cloud logic: This primary and last process happens in the data center. Data
uses higher in extent refinement to get expressed to any cloud-based system.
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2.3 Important features for IOT solutions:

An Internet of Things system deals with large amounts of data. Therefore, a system
that can be used on any sort of device and that is easy to use is essential. We came
up with a few aspects that are essential for a simple yet effective Internet of Things
system.

2.3.1 Light-Weight:

Many IoT devices are not suitable for preparing against malware programming be-
cause of their low-borderline operating scheme that is recycled like that of PCs and
cell phones. There are no facilities that use advanced tactics to protect against the
finer hazards of molecular software, and adequate mental space is required to hold
the steadily rising amount of molecular software knowledge. Any bond revives, or
gadget introductions can be facilitated by falling security measures, making it easier
for security experts to do so and keep track of new organizations or other items that
are expected to deal with the display. As a result, falling game plans produce a
mechanism that is efficient, flexible, and capable of being executed in various ways.

2.3.2 IDS:

An Intrusion Detection System (IDS) is a security innovation that was developed
primarily to identify weaknesses that were being exploited against a specific applica-
tion or computer system. Interruption Prevention Systems (IPS) have expanded the
capabilities of IDS by adding the ability to impede threats and distinguish them. As
a result, IPS have become the predominant sending choice for IDS/IPS innovations
and have become the predominant sending choice for IDS/IPS innovations. More
specific information on the organizational structure and capabilities that character-
ize the IDS organization will be provided in this article. An IDS must be placed
outside of the company’s network in order to identify potential risks, which means
that accurate data flow between the sender and recipient will be disrupted. Most
IDS solutions query an inline traffic stream using a TAP or SPAN port to avoid
interfering with normal network operations. In the beginning, IDS was developed
in this manner because the depth of inquiry required for interruption identification
could not be completed at a rate that could keep up with the speed at which ele-
ments of the organization’s system exchanged information on a real-time basis.
Because of this, the IDS can also be used as a listening device. Monitoring of traffic
is done by the IDS. It reports its discoveries to a system administrator, but it is
powerless to prevent a recognized hacker from taking control of the system. After
entering the organization, assailants are well-prepared to exploit holes as soon as
they can, leaving the IDS with an inadequate arrangement for a countermeasure
device. [33]

2.3.3 Multi-Layered:

The multi-sectoral system manages variance and, additionally, their information
at many layers, resulting in an astonishing structure. In an IoT network, data is
transmitted by a range of equipment, standardized, and stored in a number of ways,
as well as moved to various locations. Solitary-overlay models may not result in
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enhanced performance in IoT architectures due to their domain or component level
restrictions. However, a multi-layer system is communicated throughout the system,
accepting cycles at various levels, from sophisticated to simple, depending on the
scenario.

2.4 DEEP LEARNING

AI innovation is utilized in a variety of areas of contemporary life, ranging from
web searches to content separation on social networks to suggestions on business
websites. It is becoming increasingly prevalent in consumer products such as cam-
eras and cell phones. Artificial intelligence frameworks are used to recognize objects
in photographs, decode spoken language into text, match news items, posts, or
commodities with customers’ preferences, and select the most relevant results from
searches. Progressively, these applications make use of a class of methods known
as profound learning to accomplish their goals. In its primitive structure, regular
artificial intelligence procedures were limited in their ability to deal with routine
information. In the past, developing an example recognition or artificial intelligence
framework necessitated the cautious design and significant space expertise to plan
a feature extractor that transformed basic information (for example, the pixel val-
ues of a picture) into an appropriate inner portrayal or element vector from which
the learning subsystem, frequently a classifier, could distinguish or order designs in
the information.[34] Portrayal learning is a collection of approaches that enable a
machine to be dealt with rudimentary knowledge and, as a result, identify the por-
trayals required for location or characterization.[30] Profound learning techniques
are portrayal learning techniques that have varying degrees of representation. They
are acquired through the creation of straightforward yet non-direct modules that
each change the portrayal at one level (beginning with the crude information) into
a portrayal at a higher, somewhat more conceptual level (beginning with the crude
information). Extremely sophisticated abilities can be taught if the structure of a
sufficient number of such changes is followed closely enough. Higher levels of depic-
tion boost parts of the information that are important for separation and suffocate
immaterial variants when it comes to ordering assignments. For example, an image
can be represented by a range of pixel values. The learned elements in the first layer
of depiction are often concerned with the presence or absence of edges in specified
directions and sections of the picture. It is customary for the second layer to sep-
arate themes by identifying unique edge plans and paying little attention to minor
variations in edge placements. It is possible that the third layer may group themes
into larger mixes that are related to different elements of natural articles and that
subsequent layers will distinguish things as blends of these parts. This is an impor-
tant aspect of profound learning since it means that these layers of elements are not
intended by human specialists but rather are obtained from knowledge by employ-
ing a generally beneficial learning approach. Applied profound learning is making
substantial strides in the treatment of difficulties that have thwarted the best efforts
of the man-made reasoning community for a very long time. Eventually, it will be
capable of finding many-sided structures in densely layered information, and it will
be beneficial in a wide range of sectors in science, commerce, and government, as
well as in other fields. Not only has it broken world records in picture recogni-
tion 1–4 and discourse recognition5–7, but it has also outperformed other artificial
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intelligence methods in predicting the activity of potential medication molecules8,
dissecting atom smasher data9, 10, reproducing mind circuits11, and foreseeing the
effects of mutations in non-coding DNA on quality articulation and disease. 12,13.
Perhaps even more unexpected, profound learning has produced astonishingly opti-
mistic outcomes for a variety of tasks in normal language understanding14, including
topic organization, opinion exploration, question answering15, and language trans-
lation16. We anticipate that profound learning will achieve significantly more signif-
icant accomplishments in the not-too-distant future because it requires little to no
manual design and can thus take advantage of increases in the amount of available
computing and information in the near future. The development of new learning
algorithms and models for profound neuronal organizations, which are now being
developed, will only serve to speed this progress. [16]

2.5 Algorithm

In our thesis work, we developed three methods to test our theory and provide
evidence to back it up. The results were also calculated individually for each al-
gorithm, which significantly improved. The most commonly used algorithms are
RNN, LSTM, and GRU. It is possible to think of algorithms as a collection of ef-
ficient stages that are used to solve problems such as processing, data preparation,
and default advising. The algorithm is also a powerful technique that can be shown
in a short period of time, which is particularly advantageous. Nevertheless, another
significant point is that such algorithms are the most effective means of discovering
the optimal solution to a particular problem most straightforwardly and practically.
We will get results for the learning rate, hidden layers, and time-steps if we run
numerous test-train iterations. Then, with the use of an evaluation matrix, we will
gather information regarding perfection, precision, recall, and false positives.

2.5.1 Recurrent Neural Networks (RNN)

Recurrent neural network (RNN) is a magnificent and powerful sort of neural struc-
ture, with an environment rich in encouraging data, which is used to justify the
notion that they possess internal memory. RNNs have risen to the top of the prior-
ity list as a result of the development of LSTM, as well as the increase in computer
power and the massive amount of information technology we must now work on.[13]
An example of a typical RNN structure is shown in the following example:
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Figure 2.1: Rnn Diagram

The RNN contains two types of information sources: current and historical. This
is vital since the data collection contains critical information about what is likely
to occur in the near future, which is why the RNN is capable of performing jobs
that other statistical methods are unable to complete successfully. Finally, the feed-
forward neural structure selects a weight grid in its retrospective components, just
as it does with other in-depth research statistics, and produces the desired outcomes.
Furthermore, the recurrent neural organization will alter your loads of both angle
reduction and backward distribution over time as a result of your training. [18]
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2.5.2 Long Short-Term Memory (LSTM)

LSTM is a neural network that is similar to RNN. The LSTM consists of four
neural networks that work together. It is made up of different types of memory
blocks, which are referred to as cells. The fact that the LSTM is familiar with the
work of the news channel team, which includes the murder case, demonstrates the
utility of the tool. [3]

Figure 2.2: LSTM Diagram

Data is stored in cells and memory management is done through 3 gates. The three
gates are –

1. Forget gate:
The first gate is referred to as the Gate of Forgetting. This gateway determines
what information will be discarded when we remove the cell from its current state.
[23] This is determined by the first layer of sigmoid, which considers the previous
effect as well as the current input, which is:

ft =
∑

(Wf ∗ [ht− 1, xt] + bf)
2. Input gate: Another gate is used to insert another sigmoid layer, which draws
the numbers between 0 and 1 and determines its result. In addition, those values
will be re-established. The election values that will be used to restore cell status are
calculated based on the value of the tanh layer, and these two values are combined
to create a review for the entire province. [23]

it =
∑

(Wi ∗ [ht− 1, xt] + bi)
C ′t = tanh(Wc ∗ [ht− 1, xt] + bc)

In the meantime, the old cell’s status must be changed to that of a new cell. As a
result, even though the previous steps have already determined what we will do, we
still need to carry out the plan. [15]

Ct = ft ∗ Ct− 1 + it, xt ∗ C ′t
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Figure 2.3: Forget Gate

3. Output Gate:
We must make a decision on what to make public. Despite the fact that this output
will be based on the current status of our cell, it will be of the filtered type. As an
initial step, we employ the Sigmoid Layer algorithm to determine which portions of
the cell need to be released. As a result of this, we place the cells in the desired
positions using a tan layer with values ranging between -1 and 1 and multiply the
result by the number of segments we have decided to make by releasing the sigmoid
gate. According to statistics, the situation appears to be as follows:

ot =
∑

(Wo ∗ [ht− 1, xt] + bo)
ht = ot ∗ tanh(Ct)

Moreover, LSTMs look very scary when we look at stats or cells alone. So, walking
through them step by step has made it easier for them to understand. [23]
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2.5.3 Gated Recurrent Units (GRU)

Over the past few years, repetitive neural networks with repetitive hidden units have
shown promising results in a variety of programs and applications. Gated Recurrent
Units (GRUs) are a type of unit that is frequently repeated and is one of the most
closely related varieties among the most frequently repeated units.[22]
GRUs can be thought of as a more straightforward variant of LSTMs, which is also
true. The GRU unit, which was introduced in 2014 and is said to have been inspired
by the Long Short-Term Memory unit, was introduced in 2014. In any case, the
former is significantly easier to conceptualize and implement in models. [25]
The GRU’s general organizational diagram is as follows:

Figure 2.4: Gated Recurrent Unit

A variation on the intermittent neural organization, gated repetitive unit networks
can deal with recollections of consecutive information by storing past inputs in the
interior condition of organizations and planning from the historical backdrop of past
contributions to target vectors on a fundamental level.
Furthermore, two entryways are provided in GRU, including a reset door that
changes the fuse of new contributions with the past memory and an updated door
that controls the protection of the valuable memory. Each secret unit’s ability to
recall or neglect information while perusing or producing an arrangement is adap-
tively controlled by the reset entryway and the updated door. As a side note, the
GRU’s operations continue to such an extent that when the reset entryway is close
to zero, the secret state is compelled to disregard the previous secret state and is
reset with the most recent information available. [27] The amount of information
from the previous secret state that is transferred to the current secret state is con-
trolled by the updated door. This cycle functions similarly to the memory cell in
the Long Short-Term Memory organization and aids RNN in retrieving long-term
data from memory.[26]
Finally, GRU can store and filter information through the use of their own gateways
for refresh and reset, which they have developed. The problem of the perishable
gradient is eliminated as a result of the fact that the model does not always wash
out new inputs but rather stores the correct information and transfers it to the next
network step instead. In addition, it can be used to improve the memory capacity
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of a recurrent neural network and provide simple model training to the network. If
correctly trained, it has the potential to be incredibly beneficial in even the most
difficult of circumstances.[10]

2.5.4 Fold Cross Validation:

With cross-validation, you can evaluate machine learning models on a tiny sample
of data, similar to how you would with resampling. The process includes only one
parameter, k, which specifies the number of groups into which a given data sample
should be divided. In order to distinguish it from other cross-validation techniques,
the method is commonly referred to as k-fold cross-validation. When a precise value
for k is specified, it can be substituted for k in the model’s reference, for example,
k=10 for 10-fold cross-validation.
When it comes to machine learning, cross-validation can be used to determine how
well a model can adapt to new data. In other words, a tiny sample will be used
to see how well the model performs when predictions are made using data that
was not included during the model’s training. It is a popular strategy since it is
straightforward to grasp and produces a less biased or optimistic estimate of model
competence than other approaches, such as a simple train/test split.
The procedure can be summed up as follows:

• Using a random number generator, shuffle the dataset.

• Sort the data into k groups and then sort the groups again.

• Write the following for each distinct group.

• The group can be used as a holdout or test data set.

• Use the remaining categories as a training data set for your students.

• Testing a model against the test set is distinct from fitting a model to the
training set.

• Keep the evaluation score, but throw out the model entirely.

• Create a summary of the model’s ability based on the sample of model evalu-
ation scores.

It is critical to note that each observation in the data sample is assigned to a specific
group and remains in that group throughout the technique. This means that each
sample has a chance to be used in the holdout set once and to be used to train the
model a total of k times. [9]
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Chapter 3

Comparative Study of Deep
Learning:

3.1 Methodology

Firstly, we have imported the KDD-99 cup and NSL-KDD datasets and converted
the string data types to integer data types. Following that, we standardized the
values of the datasets. Then we divided the dataset into two parts: training and
testing (in 70:30 ratio). After that, we trained the dataset using LSTM, Vanilla
LSTM, Stacked LSTM, Bidirectional LSTM GRU, and RNN algorithms. We in-
corporated the dataset into each algorithm in three different ways. First, we have
just divided the dataset into training and testing subsets, which will be used in the
algorithms. Then, we utilized repeated k-folds, in which we divided the dataset into
5 folds and repeated the process for 10 times. After that, we used feature selection
to identify the top 10 features, which we then put into algorithms. We have used
this alternative processing of the datasets to determine how the algorithm works for
each of these different representations.
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Figure 3.1: Flowchart of Work Plan

3.2 Dataset description:

DARPA is a harsh dataset that serves as a starting point. The DARPA dataset
KDD99 is a part-disengaged variant of the DARPA dataset. The NSL-KDD is the
variation of the KDD99 that corresponds to the NSL.
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Figure 3.2: The Relation Between Dataset

Name Training Size Testing Size Note
DARPA 99 6591458 kb (6.2 gb) 3853522 kb (3.67 gb) Base Dataset, RAW TCP/IP Dump Files
KDD99 4898431 311029 Features extracted and preprocessed for machine learning

NSL-KDD 125973 22544 Duplicates removed, size reduced

Table 3.1: Dataset information

3.2.1 KDD99:

The dataset KDD99, which was created in the year 1999 and is the most widely used
in the field of IDS, is the most popular. [6] The interruption identification datasets
from KDD ninety-nine, which are based on the office ninety-eight dataset, provide
marked data to scientists working in the field of interruption identification, and be-
cause it is marked data, it is freely available. Diverse specialists used the datasets in
the KDD ninety-nine interruption identification competition to target the employ-
ment of artificial intelligence for interruption identification and proclaimed location
rates up to ninety-one with phony positive rates under the I Chronicles competition
rules. [2]

KDD99 has following qualities:
1. It contains twenty-four assault types in preparation and fourteen plus assault
types in testing, for a total of thirty-eight attacks on the data set. These four-
teen new assaults are hypothetical tests of an IDS’s ability to conceal attacks and,
as a result, to obscure attacks. At the same time, it is difficult for the Artificial
Intelligence-based Detection Unit to distinguish between these fourteen new attacks
on the network.
2.Kdd99 is a dataset that is energetically imbalanced and can be used to attack
events. Attack traffic accounts for nearly eighty percent of the stream’s total volume
(3925650 attack models through and through 4898430 cases). A typical association
consistently contains approximately 99.99 percent of conventional events per penny
of its total number of events. This rule is mishandled by KDD99.

3. It is a huge dataset for most AI calculations:

The primary collection (fundamental) contains nine highlights that include funda-
mental information, such as the convention, administration, and term, among other
things. The second group (content) comprises thirteen elements that contain infor-
mation about the substance, such as the login exercises, for example. For example,
the number of associations that are identified with a similar host within a two-
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Figure 3.3: KDD99 attack distribution

Group Gathering/Features Count
Basic f1-1,f1-2,f1-3,f1-4,f1-5,f1-6,f1-7,f1-8,f1-9 9

Content f1-10,f1-11,f1-12,f1-13,f1-14,f1-15,f1-16,f1-17,f1-18,f1-19,f1-20,f1-21 13
Tune f1-23,f1-24,f1-25,f1-26,f1-27,f1-28,f1-29,f1-30,f1-31 9
Host f1-32,f1-33,f1-34,f1-35,f1-36,f1-37,f1-38,f1-39,f1-40,f1-41 10

Table 3.2: Four gatherings of provisions in KDD99

second time frame is provided by the third gathering (time), which contains nine
time-sensitive elements. The fourth (have) section contains ten have-based provi-
sions that provide information about the association with the host, for example, the
rate at which associations with a similar objective port number are attempting to
be accessed by various hosts are attempting to get to the host. [14]
The KDD dataset contains twenty-four different assault types. There are forty-one
elements that are addressed in the process of preparing for and testing exams. Their
names are given to all things that are considered to be ”ordinary” or ”assault-type.”
Parts can be divided into three categories in this section. Fundamental social af-
fair depicts the components that are used for providing information on the request
that is utilized as affiliations, second assembling of components depicts judgment
orders, and third assembling depicts appearances that pass on information around
affiliations that have a similar goal among the same organization, and the third as-
sembling depicts appearances that pass on information around affiliations that have
a similar goal among the same organization.

3.2.2 NSL-KDD:

NSL-KDD includes similar components as KDD99, where it includes forty-one ele-
ments and one category of quality. The evaluation appraisal for the peculiarity area
totally relies upon a few AI techniques upon various planning and testing datasets.
The genuinely monstrous deficiency in the KDD instructive archive is the colossal
number of disheartening documents for almost 78%, along with 75% replicated in
train and test set, autonomously.
In the NSL-KDD data set, the attack classes that have been identified are divided
into four categories. DOS: When a victim’s resources are depleted, he or she is
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unable to respond to valid requests. For example, flooding the victim’s system with
requests can result in a denial of service assault on the victim. Therefore, the fol-
lowing are relevant characteristics: ”source bytes” and ”percentage of packets with
errors.”
Probing: The goal of surveillance and other probing attacks, such as port scanning,
is to gather information about the remote victim. ”Duration of connection” and
”source bytes” are two important characteristics to consider.
U2R: Unauthorized access to local super user (root) privileges (U2R) is a type of
attack in which an attacker logs into a victim system using a normal account and
attempts to gain root/administrator privileges by exploiting a vulnerability in the
victim, such as a buffer overflow attack.” number of file creations” and ”number of
shell prompts invoked” are two important metrics to track.
R2L: Remote-to-local (R2L) access is when an attacker intrudes into a victim’s
computer from a remote location. For example, password guessing. The following
are important characteristics: ”Duration of connection” and ”service requested” are
network-level characteristics, while ”number of failed login attempts” is a host-level
characteristic.

Figure 3.4: Broken down by attack and normal data distribution in NSL-KDD

3.3 Preprocessing of KDD-99 and NSL-KDD dataset:

We have taken KDD-99 cup and NSL-KDD dataset and processed the datasets for
further use. Then we checked and removed if there is any null value. Then we
checked and removed if there is any duplicate value. After that, there were features
like “protocol type”, “service”, “flag” and “label” had data type object and other
features had data type int. We changed the object data type to int. Furthermore,
there were 42 columns. We divided the first forty-one columns as features and rest
one as label. Then, we have used StandardScaler for scaling the dataset transformed
the data such that its distribution will have a mean value 0 and standard deviation
of 1. Then the datasets will be separated into training and testing for training and
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testing purpose and we set the training set 70% and testing set 30%.We have used
K-foldcross validation for using in algorithms. Moreover, we have also used features
selection for selecting best 10 features. We have reshaped the dataset 2d to 3d for
using them in LSTM, GRU and RNN. After that, we calculated the data correlation
and plotted a graph for KDD-99cup dataset and NSL KDD dataset in figure 8 and
figure 9:

Figure 3.5: Data co-relation of data in KDD-99
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Figure 3.6: Data co-relation of data in NSL-KDD

We also processed the KDD-99 and NSL KDD datasets for three different tasks,
including using the dataset divided into a 70:30 ratio, using fold cross validation,
and applying in feature selection (see Additional Resources).
Train test split: We obtained accuracy, precision, recall, and f1-score of 0.566 by
dividing the KDD-99 dataset into a 70:30 ratio (70 percent data for training and
30 percent data for testing). As an added bonus, we didn’t have to divide the NSL
KDD dataset because we had two separate files for training and testing. We ob-
tained accuracy, precision, recall, and a f1-score of 0.002 as well as precision and
recall.[21]
Fold cross validation: For the fold cross validation, we utilized Repeated KFold
and made 5 folds, which we then repeated for a total of 10 times. After doing
this fold cross, we obtained accuracy, precision, recall, and a f1-score of 0.95 for
the KDD-99. The accuracy, precision, recall, and f1-score for NSL KDD were all
excellent, as was the recall.
Feature selection: By applying the feature selection procedure to the dataset, we
were able to identify the best 8 features from among 41 possible features, which are
depicted in the figure along with their co-relation.
Finally, we discovered that KDD 99 had accuracy, precision, recall, and a f1-score
of 0.460, while NSL KDD had accuracy, precision, recall, and a f1-score of 0.010,
respectively. The finest eight aspects of KDD99 and NSL KDD, as well as their
scores, are depicted in the figure. It takes significantly less time to use feature se-
lection than it does to use other ways.
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Figure 3.7: Best features of KDD99

Figure 3.8: Best Features of NSL KDD
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Chapter 4

Experimentation

As part of this experiment, we have implemented the LSTM algorithm on the KDD-
99 cup dataset as well as the NSL-KDD dataset. We used feature selection, fold
cross validation, and train test split to determine which approach produces the best
results on each dataset. In each algorithm, we employed a total of 10 epochs and a
batch size of 32.
Our hidden layers have sizes of 268, 128 and 64 pixels, respectively, and our acti-
vation function is relu. We have employed three hidden layers in MLP, with each
layer having a size of 268, 128 and 64 pixels, respectively. In addition, our random
state is one.
LSTM is composed of two input LSTM network layers, each of which has a size
of 128. The second LSTM network layer has a size that is the same as the first.
Following that, we have one hidden layer with a dense size of 30 and finally one
output layer with a size of 30.
One input GRU network layer with a size of 128 and another GRU network layer
with a size of the same as the previous one make up the GRU network layer hier-
archy. Following that, we have one hidden layer with a dense size of 30 and finally
one output layer with a size of 30.
In RNN, we have one input layer with a size of 41 pixels, two simple RNN layers
with a size of 512 pixels, and finally a dense layer with a size of 30 pixels.

4.1 Performance results of applying LSTM on KDD

99:

By relying simply on train test split, we were able to achieve an accuracy of 82%
with a loss of 0.48 percent. Following that, we obtained 96% accuracy with a loss of
0.27% by utilizing only k-fold cross validation. We then achieved 77 percent training
accuracy with a loss of 3.20% by relying solely on feature selection.

Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.82 0.99 0.82 0.89 0.48 45 min
20 0.82 0.99 0.82 0.89 0.49 94 min
50 0.81 0.99 0.81 0.88 0.30 263 min

Table 4.1: Performance result of LSTM on KDD99
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Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.77 0.99 0.77 0.86 3.20 20 min
20 0.81 0.99 0.81 0.89 4.38 41 min
50 0.80 0.99 0.80 0.88 6.77 86 min

Table 4.2: Feature Selection Method

Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.96 0.99 0.96 0.97 0.27 45 min
20 0.99 1.00 0.99 0.99 0.10 94 min
50 0.99 1.00 0.99 0.99 0.11 263 min

Table 4.3: Fold Cross Method

4.2 Using Difference Types of LSTM to compare

the result

Algorithm Epoch Loss Accuracy Precision Recall F1 Score
Vanilla LSTM 10 2.70 0.61 0.95 0.61 0.71

20 0.92 0.89 0.75 0.79 0.79
Stacked LSTM 10 0.44 0.79 0.96 0.79 0.85

20 0.48 0.92 0.98 0.92 0.94
Bidirectional LSTM 10 3.30 0.75 0.99 0.75 0.83

20 0.55 0.71 0.97 0.71 0.81

Table 4.4: Test-Train Split Method
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Algorithm Epoch Loss Accuracy Precision Recall F1 Score
Vanilla LSTM 10 1.99 0.89 0.96 0.89 0.92

20 1.23 0.83 0.96 0.86 0.96
Stacked LSTM 10 0.32 0.95 0.99 0.95 0.96

20 0.32 0.91 0.97 0.91 0.94
Bidirectional LSTM 10 0.24 0.97 0.99 0.97 0.98

20 0.13 0.98 0.99 0.98 0.99
20 0.55 0.71 0.97 0.71 0.81

Table 4.5: Fold Cross Method

4.3 Performance results of applying GRU on KDD

99:

By adopting a simple train-test split, we were able to achieve training accuracy of
99.87% with a loss of 0.0054 and testing accuracy of 86.03% with a loss of 1.5273
while minimizing errors.
As a result of using only k-fold cross-validation, we were able to get a training accu-
racy of 99.87% with a loss of 0.0057 and a testing accuracy of 42.93% with a loss of
7.35. In our experiments, we were able to achieve training accuracy of 98.92% with
a loss of 0.428% and testing accuracy of 47.06% with a loss of 4.87% by utilizing
only feature selection techniques.

Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.95 0.99 0.95 0.94 0.20 49 min
20 0.83 0.99 0.83 0.90 5.34 96 min
50 0.85 0.91 0.85 0.91 2.41 225 min

Table 4.6: Test-Train Split Method

Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.46 0.54 0.46 0.49 8.22 19 min
20 0.47 0.54 0.47 0.49 8.87 39 min
50 0.77 0.90 0.77 0.80 3.25 153 min

Table 4.7: Feature Selection Method

26



Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.98 0.98 0.98 0.98 0.90 61 min
20 0.98 0.97 0.98 0.97 0.47 102 min
50 0.98 0.98 0.98 0.98 0.35 192 min

Table 4.8: Fold Cross Method

4.4 Performance results of applying RNN on KDD

99:

Through the use of a simple train-test split procedure, we were able to obtain train-
ing accuracy of 99.93% with a loss of 0.0079 and testing accuracy of 85.49% with a
loss of 12.193%. With only k-fold cross validation, we were able to achieve 99.93%
training accuracy while incurring 0.0071% loss, and 99.795% testing accuracy while
incurring 7.35% loss, which was sufficient for our purposes. Our training accuracy
was 98.88% with a loss of 0.0427%, and our testing accuracy was 85.7% with a loss
of 0.23% as a result of relying exclusively on feature selection.

Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.80 0.99 0.80 0.88 8.86 65 min
20 0.80 0.99 0.80 0.87 6.48 140 min
50 0.86 1.00 0.86 0.91 4.78 370 min

Table 4.9: Test-Train Split Method

Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.84 0.99 0.84 0.90 5.95 35 min
20 0.84 0.98 0.84 0.90 1.98 65 min
50 0.84 0.96 0.84 0.89 5.15 175 min

Table 4.10: Feature Selection Method
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Epoch Accuracy Precision Recall F1 Score Loss Time
10 0.97 0.98 0.97 0.98 0.51 62 min
20 0.93 0.97 0.93 0.95 1.01 160 min
50 0.61 0.87 0.61 0.65 5.47 385 min

Table 4.11: Fold Cross Method

Figure 4.1: Model loss of LSTM using Test-train Split

Figure 4.2: Model loss of LSTM using Feature Selection
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Figure 4.3: Model loss of LSTM using Fold Cross

Figure 4.4: Model loss of GRU using Test Train Split
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Figure 4.5: Model loss of GRU using Feature Selection

Figure 4.6: Model loss of GRU using Fold Cross
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Figure 4.7: Model loss of RNN using Feature Selection

Figure 4.8: Model loss RNN using Fold Cross
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Figure 4.9: Model loss of RNN using Test-Train Split

4.5 Performance results of applying LSTM and

GRU both on KDD:

We have used Bidirectional LSTM and GRU both. Test-train gives accuracy with
65%, where Fold cross give with 97% accuracy

Method Accuracy Precision Recall F1 Score Loss Time (10 epochs)
Test-train Split 0.65 0.79 065 0.68 1.29 212 min

Fold Cross 0.97 0.96 0.97 0.96 1.41 242 min

Table 4.12: Performance results of applying LSTM and GRU both on KDD
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4.6 Performance results of applying LSTM, GRU

and RNN on NSL-KDD:

Algorithm Method Accuracy Precision Recall F1 Score
LSTM Test-Train Split 0.61 0.57 0.61 0.74

Fold Cross 0.79 0.92 0.79 0.84
GRU Test-Train Split 0.31 0.76 0.31 0.33

Fold Cross 0.72 0.86 0.72 0.77
RNN Test-Train Split 0.71 0.86 0.71 0.77

Fold Cross 0.81 0.87 0.81 0.83

Table 4.13: Performance results of applying LSTM,GRU and RNN on NSL-KDD
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Chapter 5

Result

5.1 Accuracy on KDD-99 Dataset:

If we look at the training accuracy of the algorithms in KDD-99 dataset we get

Method LSTM GRU RNN
Train test split 0.81 0.95 0.80

Fold cross validation 0.98 0.92 0.85
Feature selection 0.96 0.48 0.84

Table 5.1: Accuracy on KDD-99 Dataset

Figure 5.1: Bar diagram of training accuracy on KDD-99 dataset
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Among algorithms like LSTM, GRU and RNN on an average LSTM gave best ac-
curacy. It gave more that 95% accuracy in fold cross and feature selection and gave
more than 80% in only train test split. By using Fold-cross method gave better
result than other two methods and it performed best on LSTM.

Method Algorithm Epoch Accuracy
Feature Selection LSTM 10 0.77

” 50 0.80
” GRU 10 0.46
” 50 0.77
” RNN 10 0.84
” 50 0.84

Table 5.2: Accuracy Based on Feature Selection for 10 and 50 Epochs

We can observe from the Accuracy chart that the Feature Selection approach did
not outperform the others.This is because, due to the intrinsic complexity of neural
networks, the Feature Selection technique is inapplicable. On the other side, in-
creased training time has the potential to improve results.
Furthermore, we obtained superior results by employing the Fold Cross approach.
On the same data, we ran three different types of LSTM experiments.

Algorithm Method Epoch Accuracy
Vanilla LSTM Fold Cross 10 0.89

” 20 0.83
Stacked LSTM ” 10 0.95

” 20 0.91
Bidirectional LSTM ” 10 0.97

” 20 0.98

Table 5.3: Accuracy Based on Fold-cross for 10 and 50 Epochs

The more time we are training on Vanilla LSTM and Stacked LSTM, the more ac-
curacy we are losing. However, Bidirectional LSTM is giving the opposite result.
Accuracy is proportional to Training Time.

Algorithm Method Epoch Time
LSTM Test-Train 20 104 min
GRU Test-Train 20 96 min
RNN Test-Train 20 140 min

Table 5.4: Time comparison between algorithms based on Test-Train Split

Among three algorithms, RNN required more time for training, then LSTM. GRU
needed less time.
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Algorithm Method Epoch Time
LSTM Feature Selection 20 41 min
LSTM Test-Train 20 94 min
LSTM Fold Cross 20 121 min

Table 5.5: Runtime of LSTM for 20 Epochs

Fold Cross took more time for training than test-Train method. Feature Selection
needed least time to train.

Method LSTM GRU RNN
Test-Train 0.48 0.20 8.86
Fold Cross 0.27 0.27 0.51

Feature Selection 3.20 8.22 5.95

Table 5.6: Loss Comparison between Algorithms

Feature Selection lost more data and Fold Cross lost least data during training pe-
riod.

Figure 5.2: Data loss of LSTM during time
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Figure 5.3: Data loss of RNN during time

Figure 5.4: Data loss of GRU during time
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5.2 Model accuracy on NSL-KDD dataset:

The Feature Selection approach is inapplicable to the NSL-KDD dataset since it
lacks the massive amount of data found in the KDD dataset. Bidirectional LSTM,
we feel, would also perform better on NSL-KDD based on our past work and data.

Method LSTM-Accuracy GRU-Accuracy RNN-Accuracy
Fold Cross 0.79 0.71 0.81
Test-Train 0.61 0.31 0.71

Table 5.7: Accuracy comparison between Algorithms on NSL-KDD dataset

5.3 Previous Research

Algorithm Year Accuracy Precision Recall F1 Score
RNN-NSL [11] 2019 0.951 0.901 0.996 0.946
RNN-KDD – - - - -

LSTM-NSL[11] 2019 0.964 0.931 0.990 0.959
LSTM-KDD [20] 2018 0.9885 0.9871 0.9867 0.100
GRU-NSL [11] 2019 0.939 0.885 0.987 0.933
GRU-KDD [20] 2018 0.9868 0.9877 0.9818 0.94
MLP-NSL [28] 2019 0.889 – – 0.39
MLP-KDD [28] – 0.805 – – 0.194

Table 5.8: Different type approach of Deep learning Approach by using KDD-99
and NSL-KD dataset

Dataset Algorithm Error Rate Accuracy Precision Recall F1 Score
ISCX2012[29] LSTM 2.004% 97.996 98.108 97.887 97.997

Dd GRU 3.208% 96.792 98.417 95.018 96.681

Table 5.9: Different type approach of Deep learning Approach by using ICX2012
dataset

After comparing all the analysis we have analysed that the Deep Learning model
needs more huge data for training. Fold Cross method lost least data in training
period and Feature Selection lost most data. RNN needed more time for training
while GRU took less time. The Fold Cross method gave the best accuracy and
Feature Selection did poor. Among all of the models, LSTM with the Fold Cross
method performed best. It gives 98% accuracy. Then we used three types of LSTM.
Vanilla LSTM gave 83% accuracy, Stacked LSTM 91% accuracy, and Fold Cross
with Bidirectional LSTM gave 98% accuracy. We have found that using Fold Cross
on combined GRU and Bidirectional LSTM gives 97% accuracy. NSL KDD didn’t
perform well because it required more pre-processing. Despite that, LSTM with Fold
Cross gave better results compared to others which is 79%. We believe Bidirectional
LSTM would do better on NSL KDD.
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Chapter 6

Conclusion

To conclude, we would like to mention that we have experimented with a variety of
algorithms and datasets for deep learning processes in IoT. The Internet of Things
(IoT) is being gradually deployed to enable innovative applications. Various types
of information are continually collected during the operation of these programs. Su-
pervising and using IoT data to get insight into how to create a shrewd environment
attracts both modern and academic ventures. While significant progress has been
made in this area, there is still a necessity for advanced information expertise in IoT
applications. If you are curious about our work, we obtained a very satisfying result
in the KDD99 dataset by using the LSTM model with the fold cross technique per-
forming the best and feature selection performing exceptionally poorly. Due to the
fact that the fold cross approach lost the least data during the training process.On
the other hand, feature selection discarded the most amount of data during data
preprocessing. As a result, we obtain 98 percent accuracy using the LSTM fold
cross. Additionally, we analyze deep learning using GRU and RNN. However, NSL
KDD performed poorly since it requires further preprocessing, which we cannot give
due to our device shortage. This was used to categorize the data, which aided in
our accuracy. A critical component of the IoT framework is a capable information-
insightful component capable of performing tasks such as grouping, prediction, re-
lapse, and affiliation rule mining, among others. Removing substantial amounts of
knowledge from raw IoT data is a very difficult task that is beyond the power of
conventional information logical ideal models.DL is a good solution for a variety of
arranging and forecasting tasks in the IoT since it can extract numerous levels of
representations from the data sources. Additionally, DL is well-suited for demon-
strating the multifaceted processes associated with diverse datasets. It consists of
a variety of structures with a variety of applications. Time series are predicted us-
ing RNNs and LSTMs. Deep Learning has been widely used to decipher the data
generated by IoT frameworks. Despite the fact that deep learning algorithms have
been used in a variety of IoT applications, the invention must overcome a variety
of obstacles in order to get the desired outcome. These difficulties are highlighted
in this segment. To begin, we must acknowledge that our technical support for the
world’s current pandemic scenario presented a significant obstacle.Due to the fact
that we are all students, none of us have advanced hardware devices for the pur-
pose of LSTM training. We are aware that LSTM requires specialized devices and
additional training time. We believe that if we can use our research lab to develop
more advanced hardware devices, we will be able to provide more significant results
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than this one. Additionally, we face some time constraints. We attempted to use a
model for LSTM and Gru in this work but could not do so due to a lack of training
equipment and time. This task may require the usage of additional preprocessing
procedures. For feature selection, we utilized pick kbest, which has a plethora of
other possibilities but cannot focus on properly due to a lack of time. We may have
utilized alternate ways in the stride of the k fold cross. Thus, these are the primary
constraints on our task. We want to work on these areas in the near future. Deep
learning methods for IoT intrusion detection have finally come in the future. This
is only the beginning of the era of deep learning. There are numerous opportunities
for work on it. It would be worthwhile to promote the development of models based
on specified device kinds. As previously stated, deep learning is mostly used for
feature selection. As a result, in the near future, it will develop some incredible
functions for IDS. While deep learning models outperform classical AI techniques,
their computationally complex nature precludes their usage in time-constrained IoT
applications. As a result, approaches for reducing the computational complexity of
these models without losing precision are required. Finally, it is clear to note that
incorporating deep learning into IoT frameworks will expand the spectrum of usage
of intrusion detection systems.
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