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Abstract

Predicting the price of stocks has always been an exciting and challenging field for
academics and investors for a long time as it helps to gain high-profit margins for
investment companies, investors, and emerging advanced automated trading bots.
Existing forecasting algorithms and studies on statistical models using sentiment
analysis have shown promising results. However, due to the highly volatile nature
of the stock market and many private and public variables that directly affect the
market, it is very challenging to predict prices for extreme situations with reasonable
accuracy. This study introduces a point-weight algorithm for tweets and news to gain
a similar pattern as stock prices, combined with stock data and feed into the RNN
network for time-series prediction. We will experiment with different mechanisms
for point-weight algorithms to compare results, correlate with stock price patterns
and changes while focusing on accuracy. Furthermore, we will experiment with
other multivariate stocks and different architecture of RNN to find how it affects
the accuracy of model training.

Keywords: Social media; Twitter; Newspaper; Stock Market; Prediction; Point-
weight; Sentiment; RNN; LSTM; NLP; VADER;
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Chapter 1

Introduction

1.1 Background

According to [1], Stock market or stock exchange where stock brokers and traders
purchase and sell stocks, bonds, equity, or other securities. As of 2016, there are 60
stock exchanges around the world. In the year 2020, these stock exchanges had a
combined market capitalisation of approximately US$93.7 trillion. The behaviour
of stock price movements are primarily affected by external factors such as socio-
economic issues, inflation, exchange rate fluctuations. Other studies have found that
people are preconditioned to seeing patterns and thinking in groups. Also, irrational
behaviours can sway the market due to press releases, speculations, euphoria, and
mass hysteria.

Social media has a considerable influence on stock prices. As devices and internet
access get more affordable, social media’s impact on people’s lives and choices gets
bigger. According to [2], Social media is used by 3.96 billion people worldwide.
People usually access social media through web-based apps on their devices like
laptops, desktops, and mobile devices. The majority of adults and around 86% of
the younger generation use social media regularly. The most used social media apps
are Facebook, Youtube, Instagram, Twitter, Tiktok, and Reddit to connect with
friends, family, and others.

Twitter is one of the most popular social media platforms for sharing business-
related information and opinions. According to[3], Twitter is a social network based
in the United States that allows users to send and receive tweets. Twitter can be
accessed through its website or its mobile device application software. Even though
only 10% of its total users tweet regularly, the tweets from verified profiles are read
by many people, and people trust the information shared by the verified users a lot.
So, by analysing the Twitter trend, we can get information about what people think
about specific topics or stocks.

News media has been the go-to place for information about current events for many
years. According to[4], the news is distributed through several different methods like
hearsay, publishing, postal service, radio, electronic communication, or through the
testimonies of spectators and witnesses to events. Topics for news reports include
warfare, government, politics, education, healthcare, the environment, economy,
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commerce, fashion, entertainment, and athletic events, as well as strange or unusual
occurrences. People still get information about businesses and companies through
newspapers. However, the news reported on the internet, otherwise known as on-
line news, is delivered quickly, and people find out about recent events almost in
real-time. Online news makes the stock market even more volatile, and as a result,
we have to keep a close eye on news media, especially online news, to increase the
accuracy of stock prediction.

Twitter is mainly used for text-based updates, called ”tweets”. According to[5],
Most celebrities and leaders use Twitter regularly, and we have seen the drastic
impact of Twitter on protests or collective sentiment about any topic. Moreover,
a single investor can monitor Twitter for major announcements instead of various
web pages as, at present, all big companies or agencies have Twitter accounts. In
addition, so many professional traders look up to Twitter to get some information
about stocks.

According to [6], news on the individual firm level or national economy level signif-
icantly influences the investors. Out of the linear relationship between good news
and bad news and their consequent behaviour, sometimes bad news also sheds op-
timistic hope for some stocks. For example, a cyclone notifying news may trigger
better investment in the home insurance stocks. Furthermore, bad news for some
stocks is good news for others. Professional traders utilise the news from various
sources to have the upper hand in the stock market.

When interest rates are lowered, the demand for both funds and shares rises, vice
versa for increased interest rates. According to[7], This is very significant for
economies like the US, where the stock market has the most significant impact
on the national and international economies. Changes in top management are also
a notable factor in the movement of stock prices. If the investors see the change of
direction positively, they perceive that the company will do better in the coming
times and invest more. Drastic changes in the management trigger rumours among
the investors, which often leads to short-selling or panic encashment.

According to [3], Tweets are the main form of communication on Twitter. People
write and post about the topic they want to talk about, and most of the time, people
use Hashtags that link the tweet to all the other posts with that hashtag [14]. This
helps people from all over to join in on the conversation and give their opinions. As
a result, it sets a positive or negative trend on a particular topic. Trending hashtags
attract much attention from people and direct users’ views in a certain way.

1.2 Research Problem

In this research [10], we have found the prediction report on the forecasting move-
ment of the stock market by classifying sentiment from tweets and getting marginal
value from classification algorithms. SVM performs better on classifying and pre-
dicting stock price, but high rises and falls of price have a very high error rate.

LSTM is a improved version of existing RNN, which can capture the long term
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dependency in time series. According to[15], the proposed model of LSTM RNN
can have a more significant impact as the model doesn’t expertise much and is a
time-saving model for excluding some manual steps. Alongside this, much better
accuracy compared to traditional models with a better extent of data patterns. Still,
there are some disadvantages, like slower forecasting speed and more resource costs
than conventional models. LSTM architecture is based on artificial recurrent neural
networks(RNN). It is a deep learning architecture, which can capture the long-term
dependency in time series. According to[15], the proposed model of LSTM RNN
can have a more significant impact as the model doesn’t expertise much and is a
time-saving model for excluding some manual steps. Alongside this, much better
accuracy compared to traditional models with a better extent of data patterns. Still,
there are some disadvantages, like slower forecasting speed and more resource costs
than conventional models.

In the research [16], Deep neural network designs can capture hidden dynamics and
make predictions. If a business’s data is used to train the model, it will be capable
of predicting that company’s stock price. We also discovered that the suggested
system, CNN, can detect some data interrelations. Furthermore, the results show
that CNN architecture can detect changes in trends. CNN has been chosen as the
best model for the suggested system. It makes predictions based on the information
present at the moment. Despite the fact that RNN and LSTM are used in various
time-dependent data studies, they do not outperform the CNN architecture in this
case. This is related to the erratic nature of stock market fluctuations. CNN archi-
tecture outperforms RNN and LSTM in predicting the turbulent stock market.

According to [17], The research of the predictive potential of online web data is still
in its early stages. The numerous connections as well as restrictions of these various
data sources, as well as particular sentiment measurements and their broad applica-
tion to various domains, are unclear. The comparison of different types of data is the
first attempt to extract a range of sentiment indicators from several popular data
sources (Twitter, search engines, and media) and use various sentiment indicators
to predict different financial metrics (DJIA, trading volumes, VIX, and gold) on a
weekly and daily scale using sentiment analysis. Additional research is required to
understand better underlying reasons and how mood indicators are linked to and
predict social and economic phenomena like stock markets.

According to [18], Stock market fluctuation prediction has traditionally been viewed
as a challenging endeavour. Some technical indicators and a sentiment influence fea-
ture were utilised in a study to predict stock market fluctuation using a two-layer
RNN-GRU model. The experiments suggest that the approach and attributes may
accurately predict with minor mistakes. Understanding the significance of several
technical analyses and selecting much more effective methods is crucial. In addition,
additional text material from online social networks should be collected, and senti-
ment should be analysed using more advanced machine learning algorithms such as
interdependent Latent Dirichlet Allocation (ILDA).

So, many studies have been done with RNN and Sentiment Analysis which produced
good results. Still, we want to introduce a new algorithm, Point-weight sentiment,
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and study patterns from social media to find the correlation with stock price pat-
terns and how it affects prediction by leveraging patterns from social media.

The question this research is trying to answer is :
How can we leverage the power of data collected from social media for Stock Market
Price Prediction with the help of Deep Neural Network?

As discussed earlier, CNN, RNN and LSTM are three main deep learning models
used to train a machine to predict market prices using stock market data. We
are using RNN and LSTM and implementing a new algorithm to predict the stock
prices better. We intend to focus our data collection on social media, news and
stock market data and combine them to predict stock prices

1.3 Research Objectives

Our research aims to develop a point-weight algorithm from sentiment analysis and
RNN. We will assign positive and negative sentiment points based on the positivity
or negativity of the news and the number of followers of the source. We will use this
to train a RNN module to predict stock prices. The objective of the research:

1. Developing a different Point-weight Algorithm mechanism from sentiment anal-
ysis.

2. Compare Stock Price with Point-weight data using mathematics and graphs

3. Feed and train RNN with point-weight results and stock data.

4. Experiment with different technical indicators to find how they affect data
prediction.

4



Chapter 2

Literature Review

The stock market is indeed the backbone of a country’s economy and the global
economy in the capitalist world. Companies listed in the stock index raise money
from general people, traders, and investors to make better products and pay work-
ers, which is significant for growing economic and socio-conditions. Along with it,
professionals like investors and traders can gain good profit from the stock market
to continue the financial flow throughout every class of people in our society.

To gain profit, traders and investors require an idea of future patterns of companies
performance to plan their investing. This behaviour of investors impacts companies
to grow hence growing the economic condition. On the other hand, by seeing the
movement of companies’ stock prices, we can see behavioural patterns of a large
number of people. Thus, it is crucial to gain an understanding of future patterns
that helps government, industries, and investors plan more efficiently with this result
and earn profits.

2.1 Sentiment Analysis

Sentiment Analysis is a study procedure for the subjective information about emo-
tional state and personal info. It is widely used technique for analysing the con-
sumer’s voice in materials like reviews and survey responses, as well as online and
social media and healthcare resources [9]. Feelings, attitudes, emotions, and views
all fall under the heading of sentiment. Social media sentiment analysis is an excel-
lent source of data that may help you figure out marketing tactics, increase campaign
success, and so much more. In recent years, there has been a significant study on
sentiment analysis on movie reviews, and Twitter feeds [10]. Sentiment analysis has
been treated as a Natural Language Processing issue at different levels of abstrac-
tion. After originating as a document-level categorization assignment, it has been
handled at the sentence level and, more recently, at the phrase level. At several
layers of depth, sentiment analysis has been handled as a Natural Language Pro-
cessing problem. It has been addressed at the sentence level, and more recently, at
the phrase level, after beginning as a document level classification assignment[11].
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2.2 RNN

RNN is an artificial neural network in which nodes are connected in a directed graph
that follows a temporal sequence. This enables it to behave in a temporally dynamic
manner. RNNs, is a type of feedforward neural networks, can handle variable-length
sequences of inputs with the help of their hidden state (memory). As a result,
tasks like unsegmented, linked handwriting recognition or speech recognition are
achievable. The name ”recurrent neural network” is generally used for two broad
kinds of networks with a similar overall structure, one with limited impulse and the
other with infinite inspiration. The action of these two types of networks is temporal
and dynamic. An endless impulse recurrent network is a directed cyclic graph that
cannot be unrolled and replaced with a strictly feedforward neural network. In
contrast, a finite impulse recurrent network is a directed acyclic graph that can
be unrolled and replaced with a strict feedforward neural network [12]. Recurrent
neural networks are dynamic systems with an internal state at each classification
time step. Circular connections between upper and lower layer neurons and optional
self-feedback connections contribute to this. RNNs can carry data from past step
to present processing step. Thus, Recollection of time series occurrences is created
by RNN occurrences in this way. [13]

2.3 LSTM

LSTM is a deep learning architecture that implements the concept of RNN. LSTM
features feedback connections, unlike conventional feedforward neural networks. It
can process sequences. For example, activities like unsegmented, connected hand-
writing identification, speech recognition, and anomaly detection in network traffic
or IDSs(intrusion detection systems) can all use LSTM[15]. RNNs are the forerun-
ners of LSTM neural networks (RNN). RNN, a descendant of Multi-layer Perception,
excels in settling sequential data. For long-term dependency concerns, RNN’s per-
formance is insufficient. The goal of LSTM is to make RNN better. LSTM has a
more sophisticated inner structure than RNN. [16]

2.4 Related Works

This part aims to critically review previous relevant works in the field of financial
market prediction, especially the works that used sentiment analysis and Recurrent
Neural Networks. We have analysed different techniques used in studies that have
been used to predict future prices of companies, thus understanding behavioural
patterns.

In this study [10], they have labelled Twitter data to predict classification where
they have found, SVM performed best with Unigram parameters. After that, they
have taken the average marginal value from SVM for all the tweets from that day
to predict stock prices. Though they expected stock prices, their main focus was
sentiment analysis in this study.

The research work [17] experimented with the multi-step time series forecasting
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problem and proposed several modelling solutions based on various data patterns.
They also conducted tests to evaluate the efficacy of their suggested strategy, which
included LSTM RNN for multi-step processes and compared the findings to those
obtained using the ARIMA/GRNN model. Although their multi-step forward pre-
diction findings were not highly accurate, they did have a reference value.

The research work [18] proposed a formalisation for stock price prediction based on
deep learning. Their proposed method is a model-independent approach. Instead of
fitting data to a specific model, they identified deep learning architectures used to
uncover latent dynamics in data. For the price prediction of NSE listed businesses,
they employed three distinct deep learning architectures (LSTM, RNN, and CNN).

The paper [19] surveyed a wide range of online data sets and ways for tracking
sentiment to predict the financial market. They compared their predictions with
market indices. DIJA, VIX, and volume prediction discovered increases in direction
accuracy and MAPE of prediction performance. The improvement, however, was
not significant.

In the research paper [20], To anticipate stock volatility in the Chinese stock market,
they developed a model based on RNN with GRU. They suggested specific technical
indicators and a sentiment influence feature, which they then used to forecast stock
volatility using a two-layer RNN-GRU model. They discovered that their model
could accurately predict with minor mistakes.

The research [21] tried to predict how volatile Bitcoin’s price is By studying the
sentiments on Twitter. They collected tweets about bitcoin and classified them into
positive and negative sentiments. The feelings were then fed into an RNN model
and historical Bitcoin prices to forecast future Bitcoin prices. Their overall accuracy
of the price was 77.62%.
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Chapter 3

Work Plan

The purpose of using Recurrent Neural Network (RNN) and the point-weight sen-
timent is to predict stock market price movement more accurately and find the
correlation. In order to do so, the algorithm requires data of previous stock market
prices of the organisation, news and social chatter about the organisation. Then,
the algorithm will predict the organisation’s future stock market price. Figure 3.1
provides an overview of the processes for this study.

Figure 3.1: Work-Plan Chart
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Existing Tweets, News, Stocks, Twitter API data goes into the raw data collection.
After data cleaning and preprocessing(NLP), existing Twitter data gets split into
train and test splits. The train split gets evaluated with a model with reasonable
accuracy, and that model data and unlabeled tweets, the news gets classified and
goes into the entire dataset. Moreover, after calculating points per day, the data
from the point-weight algorithm goes into the whole dataset. The proposed mecha-
nism for a Point-weight Algorithm can be found in Figure 3.2,

Figure 3.2: Point-weight Algorithm

For the point-weight algorithm, the tweets get scaled by account followers. Also,
positive tweets get assigned as ”1” sentiment, and negative tweets get ”-1” assigned.
After multiplying the sentiments with the scales, the tweets will be inserted into the
data dictionary by date. The news also works in the same way that positive news
gets assigned ”1” and negative news gets assigned with ”-1”. Then fixed weights
differ by news source popularity are added to the news. Then, it will be inserted
into the data dictionary by date. Then, all values will be summed up by key from
the dictionary(date).

The data from the entire dataset gets split into train and test splits, and then the
data goes into the RNN algorithm to train with multivariate and gets evaluated
with test data.
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Chapter 4

Datasets

4.1 Input data

For input data we used three datasets. As the first dataset we used a dataset we
found on “kaggle.com” named Historical financial news archive[22]. This dataset
contains news archives of more than 800 U.S companies from 2008 to 2020. This
data represents the historical news archives of the US equities publicly traded on
NYSE/NASDAQ that have above 10$ price for each share. After filtering only the
data of Apple company the total data we used is 20231. We filtered by ticker(AAPL)
and only used content and release date from this dataset. In Figure 4.1 we can see
and example of this dataset,

Figure 4.1: US equities news dataset

Then we used Apple (AAPL) Historical Stock Data. Another dataset we found on
“kaggle.com”[23]. This dataset contains Apple’s (AAPL) stock data from 2010 to
2020. It contains all daily statistics related to Apple’s(AAPL) trading since 2010
including closing price, opening price, maximum price and volume.The number of
total data we used from here is 2323.From this dataset we only took the data of
news and date. This date is shown in Figure 4.2.
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Figure 4.2: Apple historical stock data

The final dataset we used is named Tweets about the top companies from 2015
to 2020 [24]. This dataset, as a part of the paper published in the 2020 IEEE
International Conference on Big Data under the 6th Special Session on Intelligent
Data Mining track, is created to determine possible speculators and influencers
in a stock market. This dataset contains over 3 million unique tweets with their
information such as tweet id, author of the tweet, post date, the text body of the
tweet and the number of comments, likes, and retweets of tweets matched with the
related company. From this dataset we filtered data only for Apple. In Figure 4.3
and Figure 4.4 the company tweet and tweet data is shown,

Figure 4.3: Company tweet

Figure 4.4: Tweet data
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Then we joined these two tables based on the column ”tweet id”. In the Figure
4.5 we can see the joined table.

Figure 4.5: Joined Table

The total number of rows we used from here is 1425013.

4.2 Data Preprocessing

Sentiment Analysis is the process of finding out computationally if a written article
is positive, negative or neutral. Sentiment Analysis is helpful in many sectors. For
example, it can be used to monitor and analyse human behaviour, detect possible
dangerous situations, and determine a general media mood. For Sentiment Analysis
in our research paper, we used vaderSentiment. VADER is a lexicon and rule-based
sentiment analysis tool that is accommodated explicitly to sentiments shown in so-
cial media. VADER is fully open-sourced under the MIT license. By using VADER,
we can tell about the positivity or negativity scale of the output. Many statements
in the news and on Twitter about the stock prices, but how positive or negative the
statements are can be known by using Vader. In vaderSentiment, the scoring works
like a compound score computed by adding up the valence scores of each word in
the lexicon, adjusted according to the rules, and then normalised to be between -1
(most extreme negative) and +1 (most extreme positive). We found that it is the
most useful metric if one wants a single unidimensional measure of sentiment for a
given sentence.

The threshold values we used are:

1. Positive sentiment: compound score >0

2. Negative sentiment: compound score <=0

Firstly, we get all the dates for all three datasets (news and Twitter). Then we
get all the unique dates, and using those dates; we created a dictionary where the
key is date. We append tweets and news in dictionary format to the key ”date”
for each date. This dictionary holds content, sentiment classification using vader-
Sentiment, weight, extra weight. An example of the dictionary is given in Fig-
ure 7 below. In the case of weights, we gave every news a weight of 5 and every
tweet a weight of 1. In the case of extra weight we gave every news item an extra
weight value of 1. In the case of future modifications, we will modify this value
and base it on the news source credibility and popularity. We will count the value
of extra weight for tweets based on the number of comments, retweets, and likes.

12



Here is the calculation:

ExtraWeight = (CommentNum+RetweetNum+ LikeNum)/3

Figure 4.6: Dictionary example

Furthermore, we created a new table with Date and Point as columns. We calculated
the points by using all the values (sentiment, weight and extra weight) for Each Date
(Dictionary key). We used this equation to calculate the points for each date.
PointCalculation = ∑

(sentiment× (weight× extraweight))

The shape of the final point dataset is (1854, 2). Figure 4.7 is an example of the
Point Date table.
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Figure 4.7: Point data

In the Figure 4.8, we see the graphical representation of the point data table from
2015 to 2020.

Figure 4.8: Visualization of point data table

Next, we worked with the APPLE stock data. For this table, we converted the Date
into Y-M-D format. Furthermore, we removed the dollar sign to turn the prices into
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proper numeric values. Next, we combined the Point Data and Stock Data based
on date. An example of the combined data is shown in Figure 4.9.

Figure 4.9: Combined data

Graphical representation of the Combined Data looks like the Figure 4.10.

Figure 4.10: Graphical representation of combined data
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The graph shows that the stock price is correlated with the SM point(social media
point). We can see that the stock price increases or decreases on many dates when-
ever the SM point increases or decreases. In 2019 we can see an extreme case where
both stock price and SM point fell drastically.

4.3 LST)

RNNs are dynamic systems; each stage of the classification has an internal state.
This is because of the circular links between neurons in higher and lower classes and
optional self-feedback. The feedback links allow RNNs to spread data from previous
events to the current processing steps. RNNs then generate a memory of events in a
time series. We used RNN in this project. Sometimes, only recent information needs
to be examined to carry out the present task. In theory, Long-term dependencies
can be managed by the RNN. But in practice, when the range between data con-
nections increases, RNNs are incapable of learning how to connect data. And this
problem is not present in LSTMs. That’s why we specifically used Long Short-Term
Memory. LSTM networks are a special RNN, which can learn long-term dependen-
cies. The long term recall of information is virtually their default behaviour and not
something they struggle to understand.

A diagram of Long Short-Term Memory is shown in Figure 4.11

Figure 4.11: LSTM

The compact forms of the equation of LSTM are :
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Here, the initial states are C0 = 0, h0 = 0 and the operator °are the hadamard
product. subscript t indexing time step.
The variables are:
xt ∈ Rh : input vector for the LSTM unit
ft ∈ (0, 1)h : forget gate activation vector
it ∈ (0, 1)h : input/update gate activation vector ot ∈ (0, 1)h : output gate activa-
tion vector ht ∈ (−1, 1)h : hidden state or output vector LSTM unit
ct ∈ (−1, 1)h : cell input activation vector
ct ∈ Rh : cell state vector
σg : sigmoid function
σc : hyperbolic tangent function

W ∈ Rh×d, U ∈ Rh×h, b ∈ Rh : weight matrices and bias vector parameters that
requires to be learned while training.
Here, the superscripts d and h, representing the number of input features and number
of hidden units.
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Chapter 5

Input Data and RNN Implement

5.1 Input Data Pre-processing

From the above mentioned Combined Dataset, we take all the columns except the
Date column to make a new table and use MinMaxScaler.What MinMaxScaler does
is for every value in a feature, it subtracts the minimum value in the feature and
divides by the range. The range is the difference between the original maximum
and the original minimum. Using MinMaxScaler we scale all of the data between
0-1. Next, we divide the data into train sets. For the training set, there will be two
parts, one is X train, and another one is y train. For X train, for each iteration, we
take 60 steps of data and for y train 60+1 nth number of data. For each iteration,
the number of iterations is increased by 1, and it will iterate until the end of the
row. The shape of the X train for our case is (1166, 60, 1).

5.2 RNN Implementation

For our research, we are using Keras as the deep learning library for implement-
ing RNN. Keras was developed with the focus on warranting fast experimentation,
which is perfect for us as we need to work with massive amounts of data. The faster
we can process the data, the better the result will be. We use Keras to initialise the
model architecture using the Keras Sequential class. This class provides training
and inference features on this model. Next, we added four layers of LSTM, each
containing 50 units. In LSTM, input shape and size will be the total number of
rows and total features. For the last layer, we are getting the shape of 1 or a single
value.

We are using Adam optimiser as the optimiser. Adam is a replacement optimisation
algorithm for stochastic gradient descent training deep learning models. Stochastic
gradient descent is an iterative method for optimising an objective function with
suitable smoothness properties. Adam uses the best properties of the AdaGrad
and RMSProp algorithms to provide an optimisation algorithm that can handle
sparse gradients on noisy problems. Furthermore, we are using a mean squared
error function to handle loss. Mean squared error (MSE) is widely used as the loss
function for regression. The loss is the mean overseen data of the squared differences
between actual and predicted values. For our research, we are using Total epoch
100, and the batch size is 32. The Figure 5.1 below is of a model architecture.
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Figure 5.1: Model Architecture

19



Chapter 6

Result

6.1 Result

We used the 6 features we used to make the combined data (including Social Media
Point) to get our results. For the final epoch we have the loss value 6.3072e-04. As a
test set, we are using the next 50 days date where the date for the training set ends.
After predicting with model and inverse transforming the result, we get results like
the Figure 6.1 below,

Figure 6.1: Using six features(SM Point included))

For the next case, we have only used 1 feature which is the closed price to train and
predict which we can see in Figure 6.2.
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Figure 6.2: Only one feature(Closed price)

For the last case, we have used 5 features which exclude SM Point data to see how
SM Point data influence the accuracy. The visualization is this result shown in Fig-
ure 6.3.

Figure 6.3: Using five features(SM Point excluded)
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To calculate accuracy rate for each prediction we are using Mean Absolute Error.
Mean Absolute Error is a measure of errors between paired observations expressing
the same phenomenon. Equation to calculate Mean Absolute Error is,

MeanAbsoluteError =∑
|(RealV alue− PredictedV alue)|/TotalInput

In Table 1, we can find about accuracy and final loss of train for each case.

Table 6.1: Table 1
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Chapter 7

Conclusion

For this research, the purpose was to see the influence of social media in stock price
movement rather than having the best accuracy. From the result section from Table
1, we can see that for total feature 6 (SM Point included) has the lowest Mean
Absolute Error following to total feature five, then total feature 1. The lowest Mean
Absolute Error means a higher accuracy rate than the other 2.

Stock price prediction using deep learning has always been one of the lucrative
research points for data scientists and researchers. Although much research has
focused on stock price prediction using various deep learning methods, it is still
impossible to accurately predict stock prices in extreme situations. CNN, RNN and
Sentiment Analysis are the main modules that are used in stock prediction, and
we are going to use two of them along with a new algorithm that we are going to
introduce in this research in the hopes that we can improve the accuracy of stock
prediction more than what has already been done.

In future, we can optimise different areas of this process to increase the accuracy
rate to the maximum point. For example, we are diversifying more social and news
data, having more sentiment accuracy, and having more social data overall. We can
also fine-tune our RNN model architecture.
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