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Abstract

In a mobile network, there are a lot of data that can provide network detail about
network efficiency, robustness, and availability. A type of data is mobile network
performance data obtained from the key performance indicators (KPI) or the key
quality indicators (KQI). An integral part of mobile network monitoring is it moni-
tor any unusual pattern in the performance data. The pattern detection or anomaly
detection use case from performance data is essential for mobile operators because it
detects issues in the network that are not possible to detect by the network alarms.
A machine learning-based anomaly detection model is most common nowadays.
This thesis demonstrates a supervised and unsupervised machine learning-based
anomaly detection model. The base data set is paging success rate performance
data of day-level and hourly-level granularity. Secondly, a comparative analysis is
present over various anomaly detection models. Thirdly, the data used in this pa-
per has an imbalance scenario and how the re-sampling technique can affect the
outcome of the anomaly detection model. Lastly, one supervised machine learning
recommends mobile network anomaly detection. However, implementing supervised
machine learning over a large data set is more computational because it requires
ground truth determination. On the other hand, unsupervised machine learning
will cluster various data volumes without any prerequisite. If proper tuning is in
place on this model, it will give an efficient anomaly detection. Another aspect of
this thesis is to identify unsupervised machine learning that is best suited for mo-
bile network anomaly detection. To do that a benchmarking approach is performed
over three unsupervised machine learning, and these are K-means, DBSCAN, and
HDBSCAN. The thumb rule of the benchmark follows as converting the unsuper-
vised machine learning output into a classification problem and then measuring the
model performance. The deep learning implication of anomaly detection in 4G net-
work performance data exercise in this thesis and an autoencoder used to see how
it performs in anomaly detection with moderate accuracy.

Keywords: Anomaly Detection, Supervised learning, KPI, Mobile Networks,SMOTE,
Unsupervised learning, K-means, DBSCAN, HDBSCAN, Mobile network anomaly
detection, Autoencoder.
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Chapter 1

Introduction

1.1 Background

The importance of mobile networks is increasing day by day because they can pro-
vide support in the medical sector, distance learning, fire services, and many more,
and high reliability, speed, and robustness when serving the end-user is the prereq-
uisite. A mobile network is self-organizing [13], consisting of multiple embedded
systems and those that support all the services underlying. To maintain those ser-
vice availability and other qualities of service factors, mobile operators monitor the
whole network objects alarm and performance. An alarm from a network object
indicates a direct service interruption or a warning of possible service interruption.
Nevertheless, an alarm is essential for the understanding of service interruption.
However, alarms are not providing network analysis for hidden issues causing ser-
vice interruption. In such cases, performance management [6] is widely used. The
monitoring of performance management supports a wide array of issue identification.

1.2 Research Problem

In a mobile network, their various domains, each of these domains contains many
network objects. The network object generates counters, and the KPI and KQI are
measured. A mobile operator continuously monitors the network performance data
and uses automation to reach a decision. The most efficient anomaly detection relies
on performance management. Let’s consider a network object which is following
the usual data pattern. An anomaly is considered if there is a sudden change or
spike found in the pattern. Such anomalies might lead to a critical issue and cause
a catastrophic problem. Several types of research are ongoing based on anomaly
detection models and the types of machine learning are supervised machine learning,
unsupervised machine learning, and semi-supervised learning.
There is various use of data set that can be beneficial. One circumstance shows how
the quality of experience KPI [17] from the mobile terminal is further classified into
a scoring system and benefits suggestive promotion of mobile terminal. In a net-
work, a computer or machine is an integral part and possesses a lot of traffic data.
An anomaly detection model is independent of history baseline data and focuses on
generating false positive data applied to computer traffic data. A lot of research on
mobile networks [29] used the supervised learning algorithm IP-OCSVM and used a
modified decision function to categorize the detection anomaly set. Data possesses
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lots of information, hence the optimum selection of machine learning algorithms is
essential for a data set. Statistical anomaly detection [5] is another way that changes
the data more dynamically. For example, it is impossible to get a satisfactory result
of anomaly detection in raw data without any exploratory data analysis or statistical
Implication. A thumb rule for supervised machine learning-based anomaly detec-
tion is mandatory. First, do some exploratory data analysis (EDA) and Statistical
Implications [8] on the data and then apply the base algorithm. Then tune on the
parameter and so on. There are other aspects of the data set while classification is
imposed from the anomaly detection model. There are cases where the data is not
balanced enough. Here Synthetic Minority Over-sampling Technique (SMOTE) [27]
is an efficient technique that works on the imbalance scenario and improves the per-
formance of the machine learning-based mobile network anomaly detection model.
Time Series analysis is very much co-related with the data set, and research [15] de-
picted that if the disruption is in time series data with a sequential hypothesis test,
anomalies are possible to identify. Most of the related work described only one type
of Machine learning implication on the data set and improving the machine learning
output using feature engineering or data mining. Very little research works on the
subset of the performance data set, and supervised machine learning can be helpful
in such type of data. Chapter 3 focused on identifying an anomaly detection model
based on supervised learning and how it works better on different granularities for
network performance data.
Due to the large volume in size of a mobile network, it is prone to different types of
problems. Early detection of this problem will greatly increase service availability.
Hence, anomaly detection is very much important in a mobile network. A Network
consists of an internal domain and an external domain that produces a large number
of data. This data is very much useful for machine learning-based anomaly detec-
tion and it is done by a combination of unsupervised learning K-means and decision
tree (DT) supervised learning[12]. But it is not mentioned why K-means is chosen
as unsupervised machine learning. In another research, a similar combination of
K-means and decision tree is used to predict the anomaly in computer traffic[7].
But K-means is a centroid and flat clustering system and this clustering continue
until the overall cluster reaches convergence. Also, it is attempting to consider all
the data points in the data set to create the cluster, which is not an ideal approach
for anomaly detection through clustering. Another type of unsupervised machine
learning is density-dependent. Flat density-based clustering is DBSCAN and hier-
archical density-based clustering is HDBSCAN. Both of these clusterings are very
effective while dealing with noise in a data set. Such noise is further categorized as
an anomaly. Research has taken place where DBSCAN performed in temperature
data[9]. Another anomaly was detected in-network sensor data from the wireless
domain by DBSCAN along with SVM[22]. HDBSCAN[23] is also used to detect
anomalies in the energy domain. As explained anomaly detection is very much im-
portant for the mobile network, however for a dataset there is no direct rule on which
machine learning is better to use. Due to the large data size of mobile network data,
unsupervised machine learning is the best fit. Current research depicted that for
different domain energy, computer traffic, wireless network unsupervised learning is
used. In this chapter 4, the performance data set of a mobile network will be used,
and through a benchmark approach, it will identify efficient unsupervised learning
for anomaly detection.

3



PCA is well known for dimensionality reduction, but it is not able to identify the
anomaly. In [14] demonstrated how autoencoders is detecting anomalies where lin-
ear PCA fails and does not require any complex computation. Autoencoders are
unsupervised learning which is trained from normal or abnormal behavior on the
data and classify the test data accordingly. Anomaly detection by autoencoder is
used in High-Performance Computing Systems [[25] where training is done over the
normal data because it improves accuracy varies from 88 percent to 96 percent. In
wireless sensor network (WSN) [20] autoencoders are used in two different levels of
anomaly detection one is in wireless sensor and another is in the IoT cloud level.
Here it demonstrated high detection accuracy and a low false alarm rate. In mobile
wireless networks, the performance data is at the time series level and autoencoders
have proven efficient for time series DDoS cyber-attack [30] in detecting anomalies.In
a mobile network, the data size is huge because it serves a huge customer base. To
serve the customer at different domain levels monitoring on anomaly is necessary.
One of these is the spectrum that is allocated to the user during connecting to the
network. During this allocation procedure autoencoders, [16] are useful because au-
toencoders are unsupervised learning and do not require any pre-requisite of data
labeling. There are various types of the autoencoder is available and those are used
as well for anomaly detection for example convolutional autoencoder [18]
All in all, there is no end to research found that work on base mobile network
performance data and perform benchmarking or comparative approach which is
useful for a mobile operator for its anomaly detection mechanism. This thesis aims
to analyze this question and provide a viable recommendation for supervised and
unsupervised learning.

1.3 Research Objectives

The main research objective of this thesis is to find a viable mobile network anomaly
detection model based on supervised or unsupervised learning. During this process,
the base network data is mobile network performance data. Usually, the performance
data is derived from various network element of the mobile network and provide a
deep insight into the network apart from network fault. The focused objective of
this thesis is:

1. This thesis demonstrate how supervised and unsupervised machine learning
behave over mobile network performance data and provide an efficient anomaly
detection model.

2. Mobile network performance data generates in different granularity like hourly
level, day level, or monthly level. This thesis focuses on these different granular
performance data and how different machine learning is used to determine an
anomaly.

3. This thesis also talks about the individual data size and imbalance property of
mobile network performance data. This thesis demonstrates how it is overcome
by SMOTE.

4. Subject matter expert level validation is also exercised in this thesis as a new
approach for mobile network anomaly detection.
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5. Variable autoencoder architecture and threshold influence observed over mo-
bile network anomaly detection.

1.4 Research Methodology

This thesis is set to produce an anomaly detection model for mobile network perfor-
mance data using different machine learning. From the vast area of supervised and
unsupervised machine learning few have been chosen and a comparative approach
related to supervised and unsupervised learning has been proposed. The perfor-
mance data feed from a real network is troublesome work and requires complex
integration. Hence there is a segment of 3G and 4G performance data taken from
real network data and used in this research.

Figure 1.1: Overall Methodology

This mobile network performance data is collected in two different granularity one
is day level data and another is hourly level data. Both this data is collected from
real network and based network element is from the core domain. Fig 1.1 details
the overall methodology of this thesis work. The main verticals are data collection,
feature engineering, machine learning implementation, and validation as applicable.
This thesis is also divided into three levels of work, anomaly detection by supervised
learning or by unsupervised learning, or by autoencoder. Each of these divisions has
a separate feature count in the data set and different machine learning algorithms
implication in 1.1.
The validation of each model to get supervised, unsupervised, and autoencoder
machine learning is done from the confusion matrix, F1-Score, and AUC scores.
The false negative and the false positive are mostly used from the confusion matrix.

1.5 Scope and Limitation

This thesis aims to provide an anomaly detection model of paging success rate data
of a mobile network. The data model is designed to work on numerical data or real
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values such as paging data and its features. The model will not be able to deal with
textual data.
Furthermore, In this thesis, the detection of anomalies of mobile network perfor-
mance data is explored in the core network data only. But in the mobile network,
there are other domains such as transport, access domain, etc which are not explored
for this thesis anomaly detection model.
Finally, the proposed machine learning for anomaly detection has not been imple-
mented in the real network though the data set is from the real network.

1.6 Document Outline

In Chapter 2 has the details of mobile network KPI understanding and in-depth
idea of different types of paging in the mobile network and its features. Derive the
anomalies in mobile paging data and how it effects the customer.
The details of a comparison of various supervised learning-based anomaly detection
over a mobile network are in Chapter 3.
The Benchmarking of different unsupervised machine learning for mobile network
anomaly detection is described in chapter 4.
Chapter 5 has given a brief overview of how a neural network-based autoencoder
is useful for mobile network anomaly detection. The overall outcome of the thesis
describes in the chapter 6 conclusion section.
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Chapter 2

Mobile Network KPI
Understanding

2.1 Mobile Network KPI Understanding

The performance data set is the base data set of this thesis. Performance data is
spread over various network domains. In this thesis, a paging success rate a subset
of performance data will be used. To understand the paging and its importance,
need to understand the call establishment procedure in a mobile network domain.
This is described in below Fig 2.1.

2.1.1 Paging success rate Network KPI

Let us consider a customer ’A’ is giving a call to customer ’B’. A call from customer
’A’ is first tagged with a BTS1 and BTS1 communicating with BSC1 for channel
request and channel allocation is done from BSC1. After that call setup request
was given to MSC from BTS1 and MSC started the call proceeding. During this
time MSC is sending a paging request to all the BSC so that the customer ’B’ and
its associated BSC2 and BTS2 can find it. Once the paging request is successful a
corresponding paging response will be sent from BSC2 to MSC. Upon having that
MSC complete the call setup procedure with BTS2, A call between caller party ’A’
and called party ’B’ is established.
The term paging is defined in a mobile network as an MSC is giving paging towards
the BSC or RNC and vice versa. This is very much important to monitor the
paging success rate KPI because it is directly associated with the call flow and
call establishment. If the paging success rate is decreasing for a mobile network,
meaning customer is not able to communicate with each other. The paging success
rate is associated with paging response and paging failure[4]. The paging response
time is when a BSC/RNC sends a paging response, in response to a paging request
from MSC. The paging failure is the failure count when MSC receives an error from
BSC/RNC. In this thesis, a month of an hourly data set of paging success rate KPI
data will be used. Associated features are as below:

1. PSR, This is denoted as the overall paging success rate.

2. PA, This is denoted the number of paging attempts is given from one node to
another node.
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Figure 2.1: Mobile Call Establishment Procedure

3. PF, This is known as the paging fail count between one node to another node.

4. FTPSR, This is denoted the first paging success rate when in a network mul-
tiple paging attempt is configured.

5. FPA, This is denoted the number of first paging attempt count.

2.1.2 4G network Paging success rate Network KPI

In the above section the paging criteria is described between MSC and BSC. It
is also mentioned paging is require for various domain. In Fig 2.2 a typical 4G
network is described where the key components are User Equipment (UE), eNodeB
equivalent to base station of 3G network, Mobility Management Entity (MME),
Home Subscriber Server (HSS) equivalent to HLR in traditional GSM network,
Serving Gateway (SGW) and PDN Gateway (PGW). MME is the main component
which is used to authenticate UE in Robi network. It also used to track the UE and
select suitable SGW and PGW which is appropriate for the UE.
To do deep learning autoencoder based anomaly detection S1-MME PS Paging suc-
cess rate KPI and its respective feature is used. The main features are described in
below.

1. PPSR, This is denoted as the overall 4G network paging success rate.

2. PPRT, This is denoted the request time of paging given from the MME to UE

3. PPST, This is denoted as the success time of the number of paging given from
MME to UE

4. PPFT, This is denoted as the success time of the number of paging given from
MME to UE.

5. PPD, This is denoted as the delay observed during the paging time.

8



Figure 2.2: 4G network Paging success rate Network KPI

The PS Paging success rate is derived from having the PS Paging success time di-
vided by PS Paging request time. The PS Paging success time denotes Measure
the total number of NAS:Service Request messages at measurement point 2 in Fig
2.2.And PS Paging Requests measure the total number of Paging messages at mea-
surement point 1.

2.1.3 Anomalies in Mobile Network Performance Data

Let’s discuss what is considered to be anomalies in mobile network paging success
rate data. Usually, the paging success rate is derived from the different counter of
3G and 4G network elements, and formulas are derived in eq 2.1 and 2.2. A core
feature of the base 3G paging success rate is mentioned below. However, it also
needs to mention in some mobile networks instead of one paging multiple paging is
configured.

1. PA, This is denoted the number of paging attempts is given from one node to
another node.

2. PF, This is known as the paging fail count between one node to another node.

3GPagingSuccessRate =
PA

PA+ PF
(2.1)

On the other hand in 4G, PS paging success rate derive the how 4G subscriber or
mobile is efficiently authenticated with MME of 4G network. The key feature of
measuring the 4G PS paging success rate is mentioned below:

1. PPRT, This is denoted the request time of paging given from the MME to UE

2. PPST, This is denoted as the success time of the number of paging given from
MME to UE
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4GPSPagingSuccessRate =
PPST

PPRT
(2.2)

The 3G or 4G paging success rate data is quite huge and generated in different
granularity daily level and hourly levels. Before implementing any machine learning
on those data sets ground truth determination is required. To that, the whole
data set has asses by a subject matter expert and after assessment one formula is
provided. It is described in eq 2.3.

ThresholdofAnomalies = maxPSR− 5 (2.3)

Though this equation looks simple the inheritance of this formula is vast. Because
the threshold needs to define for the individual network object level, not all the
network objects. The reason is each network object is serving a different customer
base and has different configurations, hence each network object has to be treated
differently to detect an anomaly. In below table has details of a network object
paging success rate data for 5 days to give an understanding of the anomaly. The
total count of the paging data set is 120 and features are PSR, PR, PF, FTPSR,
and FTPR. According to eq 2.3, the max PSR value of 5 days paging success rate
data is 92.70 and the threshold of anomalies is 87.70. Meanings to say as per the
subject matter expert provided formula any paging success rate data less than 87.70
will be considered as an anomaly in the ground truth.

Table 2.1: Normal Data Set of Paging Success Rate data

PSR PA PF FTPSR FTPR
90.89 87272 8737 87.26 83786
91.29 45117 4300 88.12 43592
91.28 29303 2798 88.52 28418
91.23 24557 2359 88.68 23870
90.91 27725 2772 87.98 26831

Table 2.2: Anomaly Data Set of Paging Success Rate data

PSR PA PF FTPSR FTPR
87.14 125475 18511 82.63 118988
86.89 421110 63538 82.77 401158
86.96 568658 85273 82.15 537253
86.96 561601 84193 81.16 530636
87.33 404493 58640 83.14 385095

Tables 2.1 and 2.2 provide the view of normal data and anomaly data in the paging
success rate data as per the subject matter expert provided formula and this is
applicable to 3G and 4G paging success rate data. Just one important point if the
data duration increase then maxPSR need to adjust and the threshold will be tuned
automatically.
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Chapter 3

Supervised Learning based Mobile
Network Anomaly Detection from
Key Performance Indicator (KPI)
Data

3.1 Research Gap Details

There are two types of machine learning supervised machine learning and unsuper-
vised machine learning.In this chapter it is demonstrated how supervised machine
learning is used in mobile network anomaly detection.The base data set is paging
success rate data and the key contribution of this chapter is as follows:

1. Mobile network performance data size is huge, and it is measured in different
granularity yearly, monthly, hourly and minute levels. But none of the research
is available where multiple granular data is used. In this chapter, mobile
network performance data is day-level, and hourly-level data and observed
how to supervise machine learning performs over those data set.

2. The mobile network runs on absolute precision to ensure the highest network
availability. Hence the deviation between anomalous and normal data is mas-
sive. Such deviation indicates an imbalance scenario and biases the machine
learning outcome. SMOTE is a method used to overcome this scenario which
is also a groundbreaking contribution of this chapter.

The following sections of this chapter will have the details of the mobile network
and which network performance data is part of the chapter. The next sections have
details of the methodology of identifying one supervised learning for anomaly detec-
tion model. The next part will have the details of the performance data, its type,
and ground truth details. The last section has the complete comparative analysis
of all the supervised learning decision tree (DT), random forest (RF), support vec-
tor machine (SVM), gaussian näıve Bayes (GNB), and logistic regression (LR). The
basis of comparative analysis is F1-Score, confusion matrix, AUC of ROC.
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3.2 Supervised Machine learning

Supervised machine learning is a type of machine learning where the ground truth is
the pre-requisite. There are various type of supervised learning but in this chapter
decision tree (DT), random forest (RF), support vector machine (SVM), gaussian
näıve Bayes (GNB), and logistic regression (LR) will be briefly discussed.

3.2.1 Decision Tree

A decision tree [21]is a type of supervised learning which is used to solve classification
and regression problem but mostly prominent in the classification problem. As
name suggested it is a tree shape architecture where the feature is represented by
the internal node, outcome is represented by the leaf nodes and the decision rules
are determine by the branches. The main to component of the decision tree is the
decision node and leaf node. The decision node which is the trigger point of a branch
and leaf node is the end node which does contain a decision but not a branch.The
decision tree is like building a tree and it uses Classification and Regression Tree
algorithm (CART) to build the tree. The algorithm of decision tree first start from
the decision node and comparing the attribute in the decision node, create branches
and reach to the leaf node. The brief algorithm is as follows:

1. Begin the tree with the root node which contains the complete dataset.

2. Identify a attribute in the dataset which contain the most meaningful insight
using Attribute Selection Measure (ASM).

3. Divide the dataset into subsets that contains possible values for the best at-
tributes.

4. Generate the decision tree node, which contains the best attribute.

5. Recursively make new decision trees using the subsets of the dataset created
in step -3. Continue this process until a stage is reached where you cannot
further classify the nodes and called the final node as a leaf node..

The main advantage of decision tree is that it is very simple to understand and take
yes/no decision to move further kind of like a human brain. However it is affected
by over-fitting and solved by Random Forest machine learning.

3.2.2 Random Forest

The Random Forest (RF) machine learning is the advance version of decision tree
machine learning algorithm. It is based on the concept of ensemble learning where
the output is taken from multiple decision tree on the same dataset. As name
suggested the RF [1] algorithm which contains multiple decision tree over the subset
of same dataset and taken the average to improve the accuracy.The greater number
of trees in the forest leads to higher accuracy and prevents the problem of overfitting.
However there are some assumption to get the best output of random forest

1. The features selection on the subset of dataset must have some actual value so
that RF classifier can predict an actual output rather then a guessed output.
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2. The co-relation between the subset of dataset should be as low as possible.

The random forest work of two phases, first it creates a N number of decision tree
and second phase it combine the output. Major steps are.

1. Select random data points from the dataset.

2. Build the decision trees associated with the selected data points

3. Choose the number N for decision trees that you want to build.

4. Repeat Step 1 and 2.

5. For new data points, find the predictions of each decision tree, and assign the
new data points to the category that wins the majority votes

The main two advantages of RF algorithm is it is capable of handling large datasets
with high dimensionality and enhances the accuracy of the model and prevents the
overfitting issue.

3.2.3 Support Vector Machine

Support vector machine(SVM) is a type of supervised machine learning which is also
popular in the classification problem. The main objective of SVM [2] is to create
the best decision boundary in the data set into classes so that any new data can also
be classified easily. The term for the decision boundary is known as hyperplane. As
name suggested SVM used points/vectors to create the hyperplane. SVM is widely
used for face detection, image detection or text categorization. There are two type
of SVM

1. Linear SVM: If the data set is completely classified with a straight line then
it is called the linear SVM.

2. Non-Linear SVM: If there is non-linearity in the dataset then the dataset is
not classified by a straight line. For such cased non-linear SVM is used.

There are a set of tuning parameter which will determine the best hyperplane. Those
are as follows,
Regularization: This parameter signifies how much you want to misclassify the
training data. For large values regularization the optimization will choose a smaller-
margin hyperplane and for low regularization value it will consider larger-margin
separating hyperplane.
Gamma: The parameter gama signifies the with how many feature dataset the
hyperplane is created. If gamma value is low it takes the far data and if the gamm
value is high it only take the closer data set to build a hyperplane.
Margin: A good margin is one where this separation is larger for both the classes.
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3.2.4 Gaussian Naive Bayes

Gaussian Naive Bayes [24] is a supervised machine learning which is based on bayes
theorem. It is mainly a probabilistic classifier because it predict on the basis of
probability of the object. There are two generic terms used in the algorithm Naive
and Bayes.
Naive: It is called Näıve because it assumes that the occurrence of a certain feature
is independent of the occurrence of other features.
Bayes: It is called Bayes because it depends on the principle of Bayes’ Theorem.
Gaussian Naive Bayes is basically meant for binary or multi-class classification. For
cases when you have a majority class and a minority class, the prior probabilities of
the majority class will most definitely dominate the minority class (for e.g. 0.99 ¿¿
0.01) and thus most of the time, all the data points may be classified as member of
majority class. The characteristics of Naive Bayes classifier is as follows:

1. The Naive Bayes method makes the assumption that the predictors contribute
equally and independently to selecting the output class.

2. Although the Naive Bayes model’s assumption that all predictors are indepen-
dent of one another is unfeasible in real-world circumstances, this assumption
produces a satisfactory outcome in the majority of instances.

3. Naive Bayes is often used for text categorization since the dimension of the
data is frequent rather large.

3.2.5 Logistic Regression

From the categorical dependent variable the logistic regression(LR) predict the out-
put. The output of logistic regression [3] is discrete value and lies between 0 to 1.
Logistic regression is a type of supervised learning which is similar to linear regres-
sion but instead of regression analysis it is used to solve classification problem. In
the logistic regression a ’S’ shaped logistic function is used which predict max values
between 0 and 1. The logistic regression has the ability to provide probabilities and
classify new data using continuous and discrete data set.
The main parameter of logistic regression is the logistic function and the assumptions
is as below:

1. In the logistic regression the logistic function is knows a sigmoid function and
it converts the real value within the range of 0 and 1.

2. In the logistic regression a threshold concept is used. Anything beyond thresh-
old denoted as 1 and below the threshold will be denoted as 0.

Last but not the least the dependent variable must be categorical in nature and
independent variable should not have multi-correlation.

3.3 Methodology of Supervised Machine learning

anomaly detection model

In this chapter, supervised learning performs over the performance data set. There
is two part of the overall work. The first part is to prepare a data set with human
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intuition, implying data normalization and re-sampling wherever applicable. The
second one is imposing several supervised machine learning over the data set and
performing a comparative analysis.

3.3.1 Data Preparation

At the initial stage, KPI data consider for 30 days. Then data set’s ground truth is
determined by a subject matter expert of performance management of the mobile
network. After finishing the ground truth determination, a filter imposes over the
overall data set. The filter criteria are to select the network objects which has the
ground truth anomaly count of more than five Fig 3.1. In the Day-level data, the
number of network objects is six, and for an hourly level, the number of network
objects is five. Once this initial data set is ready, A min-max data normalization
exercises on both types of data set. This normalization converts the data to the
same scale for efficient machine learning outcomes. Also, there is another work of
analyzing the imbalance scenario, and if it’s found, SMOTE implies to make the
data set the balance for the next course of action. In the end, two types of data
will be ready for both day and hourly level data. Those are normalized data, and
another is re-sample data.

Figure 3.1: End to End Methodology

3.3.2 Model Implementation and Validation

In both normalized and re-sampled day level and hourly level data, all the super-
vised learnings are implemented one by one shown in Fig 3.1. After finishing the
implementation accuracy, precision, recall, and F1-Score are saved. Then a rank-
ing is done based on all supervised machine learning F1-Score. A slightly different
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ranking is done based on the false-negative (FN) value that resides in the confu-
sion matrix. Another validation step that is followed in this chapter is AUC score
raking. As it demonstrated the area under the curve and receiver operator character-
istic plot of machine learning means the model performance in terms of separability.
After combining all ranking results of F1-Score and AUC, supervised learning is
recommended for anomaly detection of mobile network performance data.

3.4 Data Details and Feature Description

The paging success rate KPI is the performance data set of this chapter. This KPI
measures between network objects which are MSC and BSC or RNC. It denotes
when an MSC declares a mobile is in the coverage area, pages the mobile, and
connects to the mobile trying to connect. There are associated counters and KPIs,
which are tightly coupled with paging success rate KPI considered as key features
of the data set. The performance data is calculated in different aggregation levels
yearly, monthly, daily, or hourly levels. The daily and hourly level paging success
rate is used in this chapter. The total duration of the data set is one month. A
subset of seven days data of day level data is shown in Fig 3.2. A day-level data
is an average aggregation of hourly-level data. However, such average aggregation
removes most of the data variance from the data set. From Fig 3.2 only a few of
the outliers are identified to network objects. Due to this, hourly level data is also
considered for anomaly detection model analysis.

Figure 3.2: Outlier on A Subset of Day Level Data

Fig 3.4 it is showing a subset of hourly level data of 24 hours. The hourly level
data is very much insightful. It reports the paging success rate data every hour.
If anomaly detection is done on an hourly basis, mobile operators will have much
more time to detect those anomalies. The number of outlier to network objects is
also significant showing in Fig 3.4.Both day level and hourly level sample shown in
the above figures have a data point, but it does not say which point is anomalous
and which are not. As supervised machine learning requires ground truth for the
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Figure 3.3: Outlier on A Subset of Hourly Level Data

baseline anomaly detection model, the whole data set is leveled by a subject matter
expert. This human influence helped to get a leveled and base data set ready for
applying multiple supervised learning for anomaly detection.

Figure 3.4: Imbalance Ratio of Day Level Data

Now, look on to the imbalance ratio of both the data set of day-level and hourly-level.
This ratio is determined to the ground truth anomalous and not anomalous data.
In the day-level data, the ratio is very high. In Fig 3.4 it is showing 80 percent data
is not and 20 percent data is anomalous. To improve it, SMOTE applies for better
anomaly detection outcomes. But the hourly level data is more balanced. From Fig
3.5 the imbalance ratio is 62 percent of not anomalous data and 42 percent is the
anomalous data. This is quite a good ratio of imbalance however, still SMOTE is
implied to observe the performance scenario of anomaly detection.
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Figure 3.5: Imbalance Ratio of Hourly Level Data

3.5 Result Discussion of Supervised Machine Anomaly

Detection

The performance measurement of a machine learning algorithm is not straightfor-
ward. Let us consider a set of data where it is depicting that 98 percent of data
denote no anomaly. Now if machine learning is built to produce a result of no
anomaly state. In that case, the machine learning algorithm will have 98 percent
of accuracy. But the problem remains for the anomalous data which is detected by
the algorithm. Hence accuracy is not the exact matrix for evaluating supervised
machine learning algorithms. The most popular and practiced one’s are confusion
matrix, precision, recall, F1-score, or AUC for evaluation.

Figure 3.6: F1-Score Ranking for Day Level Data

18



Figure 3.7: F1-Score Ranking for Hourly Level Data

Fig 3.6 is showing that after applying the proposed methodology over day level data,
most of the supervised learning has outperformed in terms of F1-Score. Furthermore,
after applying the proposed methodology over hourly level data, only the random
forest (RF) algorithm has met the criteria, further is in Fig 3.7.

Figure 3.8: Confusion Matrix of Day Level Data

Now let’s look into more detail of the confusion matrix that is the basis of precision,
recall, and F1-Score of the machine learning algorithm. Among all the parameters
of the confusion matrix, FN is a parameter that denotes the anomalies which are
an anomaly but predicted as not an anomaly. This parameter is important because
it signifies anomalies that are predicted as not anomalies by the machine learning
algorithm.
Fig 3.8 and Fig 3.9 have the details of false-negative for all the machine learning
algorithms of both data types day level and hourly level. While looking at the table
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Figure 3.9: Confusion Matrix of Hourly Level Data

random forest has the lowest FN value 30 among others however, in day-level data
decision tree has the lowest FN value of 3.

Figure 3.10: SMOTE Implication on Day Level Data

As explained earlier, SMOTE implication is observed over the data set, and during
this implication, F1-Score analysis will be discussed. In Fig 3.10 SVM has performed
better in the day level data whereas in normalized data SVM has not performed well.
Here is an important outcome is drawn, data should be properly balanced so that
right supervised model is identified for the network anomaly detection model. On
the other hand, though hourly level data’s imbalance ratio is quite ok, however
SMOTE is implied over the hourly level data. It is shown in Fig 3.11 where RF also
being superior on the overall data scenario.
There is another type of evaluation which is called AUC. AUC denotes the area
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Figure 3.11: SMOTE Implication on Hourly Level Data

under the curve, meaning whether the model classifies 0 as 0 and 1 as 1. It’s also
called separability.

Figure 3.12: Day level Receiver Operating Characteristics Curve

The higher the AUC value is dignified better is the model. In Fig 3.12 and Fig
3.13, the AUC score for random forest (RF) is close to 1. The value is 0.974 for
day-level data and 0.973 for hourly-level data. That seems promising and means the
RF algorithm has good separability in detecting an anomaly. The same is shown
in the plot, both day-level, and hourly-level date set. In the overall analysis, the
evaluation criteria are F1-Score and AUC scores.
In conclusion for any type of paging success rate data, random forest (RF) has
outperformed among all the supervised learning. And the ground truth data is
imbalanced in such case SMOTE is recommended to apply and a support vector
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Figure 3.13: Hourly Level Receiver Operating Characteristics Curve

machine (SVM) is the recommended one to use in the anomaly detection model.
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Chapter 4

Benchmarking Unsupervised
Machine Learning for Mobile
Network Anomaly Detection

4.1 Research Gap Details

The anomaly detection (also referred to as outlier detection and sometimes as novelty
detection) is generally understood to be the identification of rare items, events or
observations which deviate significantly from the majority of the data and do not
conform to a well defined notion of normal behaviour. The main focus of this chapter
is lying on unsupervised learning and anomaly detection models. The contribution
of this chapter is as follows:

1. It briefly describes the mobile network data set, identifies the efficient normal-
ization step that makes the data set ready for exercising unsupervised machine
learning based anomaly detection.

2. Multiple unsupervised learning K-means, DBSCAN, and HDBSCAN implica-
tions will observe over the mobile network data set. During this implication,
necessary parameter tuning of unsupervised machine learning algorithms will
exercise.

3. In terms of benchmarking unsupervised machine learning, a series of validation
will imply. There is usual validation in terms of accuracy, precision, recall,
and F1-Score. However, the data set is fragmenting in different levels such as
monthly, weekly, anomalous data. But the most important one is on the data
set chosen by a mobile network subject matter expert.

4. After the series of validation, one unsupervised machine learning is recom-
mended for mobile network performance anomaly detection.

In this chapter, three unsupervised machine learning will be used and their basic
features and work step will be described in the unsupervised machine learning sec-
tion. In the later section benchmark step for the anomaly detection model will be
discussed and the following section data description and the type of normalization
will be elaborated. In the final section of the result discussion, the overall research
outcome will be shown and how benchmarking of different unsupervised machine
learning is achieved by different levels of validation approach.
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4.2 Unsupervised Machine Learning

Unsupervised machine learning is a type of machine learning in which does have
a pre-requisite of label information. This converts the overall data into multiple
clusters based on the data characteristics and by unsupervised machine learning
model parameters. In this chapter three unsupervised machine learning will be
discussed, those are K-means, DBSCAN, and HDBSCAN. This clustering algorithm
has its model parameter to cluster the data.

4.2.1 K-means Clustering

The K-means is the most interactive unsupervised algorithm. It works by determin-
ing a random k centroid at first in the data set and starting updating the centroids.
This update is continuing until the total cluster scenario reaches equilibrium. As a
distance measurement within the data set using euclidean distance [19]. The basic
algorithm will be as follows for an N number of features within the data point:

1. Randomly pick ‘k’ value as a centroid in the data set

2. Assign each of the values of the feature to the nearest centroids, measured by
euclidean distance. ‘k’ clusters are determined

3. Estimate the centroids in ‘k’ cluster. as the mean of feature, value is assigned
to the cluster

4. Go back to step 2 if convergence is not achieved with the condition new cluster
is significantly different from the previous cluster

The K-means clustering is completely an iterative approach and works until overall
cluster convergence is achieved. Dynamic anomaly case [11] K-means is used however
in this chapter that cluster will be considered as an anomaly that has to lowest
observation.

4.2.2 DBSCAN Clustering

The DBSCAN clustering stands for Density-based Spatial Clustering of Applications
with Noise. This unsupervised machine learning works with data density, clustering,
and noise. The detected noise is categorized as an anomaly. Based on the density
of the data set DBSCAN creates the clusters. Data setpoints are categorized into
three, core points, border points, and noise [10]. A core point is a point determined
by the conditions from where a cluster meets the criteria of minimum samples. The
boundary points are measured by two conditions, one is the number of neighbor data
points of a boundary point must be less than minimum samples and the boundary
point should be a neighborhood to a core point. Lastly, noise points are the points
that are neither core points nor boundary points. The simplest DBSCAN algorithm
is as follows:

1. Classify all the data points as per DBSCAN model parameter

2. Determine noise and categorize into an anomaly.
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3. Assign cluster to the core points.

There is another aspect, the DBSCAN algorithm is highly sensitive to its parameter.
Two important parameters determine the outcome of the DBSCAN algorithm. One
is epsilon and another is min samples. The epsilon is the measure of the neighbor-
hood and min samples stands for the number of minimal sample points within a
cluster. In the DBSCAN algorithm, optimal epsilon value identification is manda-
tory. The optimal value of epsilon is measured from a plot where is y-axis has the
distance and the x-axis represents an array of i where all the data points reside. If
everything works fine, then an elbow will be shown in the graph. The elbow point
corresponding to the y axis value is the optimal epsilon value.

4.2.3 HDBSCAN Clustering

The HDBSCAN is an extended version of DBSCAN clustering. It is a hierarchical
clustering approach rather than a flat one[28]. It converts the DBSCAN clustering
to a hierarchical one and does a flat clustering to find the stability of the cluster[26].
It works on some defined steps and is supported by multiple distance metrics. Key
steps are:

1. Density-based space transforming.

2. Using distance metrics construct a minimum spanning tree.

3. Using connected component build cluster hierarchy

4. Condense the cluster hierarchy based on minimum cluster size.

5. Find and extract stable cluster

The identification of anomalies in the data is like DBSCAN. Here the noise identified
by HDBSCAN will be considered as an anomaly.

4.3 Methodology of Unsupervised Machine learn-

ing based Anomaly Detection

Performance data is a combination of multiple counters generated from network ele-
ments. Based on the formula, the counter is converted to KPI. A KPI deterioration
means there is an issue in the mobile network and customer experience will be af-
fected. Hence KPI’s needs to monitor cautiously. Any anomaly of those KPI’s needs
immediate reporting. In this chapter, a couple of unsupervised machine learning will
exercise on performances data and it will be benchmarked by converting it into a
classification problem. Two major steps are described below:

4.3.1 Unsupervised Machine Learning Implication

The total period of the data set is a month and data granularity is hourly level
data. At first, the raw data is collected, there is a sequence of data normalization
will be implied. First is min-max scaling, then PCA analysis, and last is standard
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scaling. In the next step, unsupervised machine learnings will be implied. During
this implication, different parameter tuning will be performed on the unsupervised
machine learning model demonstrated in Fig 4.1.

Figure 4.1: Normalized Data to Cluster Data

Now it is required to measure the model performance of the clustered data. To
do that, a conversion is imposed so that clustered data change into a classification
problem. That is dependent on the properties of the unsupervised machine learning
algorithm. For example, in DBSCAN and HDBSCAN, the cluster label of ’-1’ will
be considered an anomaly and further labeled to ’1’. The rest considered as ’0’
means no anomaly. On the other hand, for K-means bottom 5 cluster has been
chosen as an anomaly which has the lowest observation

4.3.2 Validation

There are a couple of ways to measure the model performance of unsupervised
machine learning. The most used one is to covert the cluster data into a classification
and then compare it with the ground truth. The performance data set used in this
chapter has its ground truth prepared. The F1-Score, recall, precision, and accuracy
are measured in the usual way.
To further enhance the validation and be in line with benchmark outcome, monthly
data is categorized to a different level at Fig 4.2.At first unsupervised learning will
be implied over the hourly data set of a month. Then the monthly data set will be
divided into four weeks data sets. Those named T1, T2, T3, and T4. Individual
validation of those data set will perform and then benchmarked. Thirdly as ground
truth data is already in hand hence next validation of the cluster will be performed
only for the data sets which are anomalous in the ground truth. Over this data set
unsupervised machine learning will be implemented and benchmarked accordingly.
Lastly, the overall unsupervised learning outcome will be cross-validated by a subject
matter expert.
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Figure 4.2: Validation Workflow

4.4 Data Normalization Details

It is clearly understood, each of the features under the data set has lots of infor-
mation. If unsupervised machine learning is implemented over raw data, it might
not provide the expected outcome. This is due to the data set is not appropriately
normalized. To do that some normalization is recommended to implement before
applying unsupervised machine learning.

4.4.1 Normalization

Machine learning tends to find a pattern within the data sets by correlating multiple
features. However, the issue arises when there is a drastic scale change of the
features. In such case, features are required to be under the same scale to have a
better machine learning outcome. That is called scaling. Min-max scaling is one of
the scaling techniques which will scale the value of the feature between 0 and 1.

x′ =
x−min(x)

max(x)−min(x)
(4.1)

This method takes the maximum and minimum feature value of the data set, after
that scale the feature value as per the above equation.

4.4.2 Standardization

Standardization is converting a feature value by subtracting from its mean and then
scaling following standard deviation. This type of scaling is known as a unit variance.
The basis is, this will transform the features in such a way so that the mean value
will be 0 and the standard deviation of 1. Standardization is recommended to be
implemented over the data set which is zero-centric data.

x′ =
(x− x)

σ
(4.2)
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4.4.3 Principle Component Analysis

In machine learning, principal component analysis (PCA)reduces the dimension of
data. The PCA creates a principal axis on data and keeps rotating the axis. Each
axis denotes a different co-variance. The first principle component corresponds to
the highest number of variances. From the below equation of feature x,y,z the
PC1, and PC2 are determined. The PC1 is a linear combination to determine the
magnitude and the direction of the maximum variance in the data set. The PC2
has less variance and is not co-related with PC1.

PC1 = w1,1(x) + w2,1(y) + · · ·+ wn,1(z) (4.3)

PC2 = w1,2(x) + w2,2(y) + · · ·+ wn,2(z) (4.4)

If PCA is implemented on the data set, it reduces the features number. This sta-
tistical model decides as like as a human though it has limitations, it is very much
affected by the outlier. Hereafter, it is recommended to use normalization on the
data set and then apply PCA. The explained variance also looks prominent, which
means it captured the maximum variance. For component 2 the explained variance
value is 0.992908.

4.5 Result Discussion

As per the validation step, the unsupervised machine learning outcome has been con-
verted to a classification problem. Then model performance management matrix is
calculated for accuracy, precision, recall, and F1-Score. Later benchmarking is com-
pleted comparing model performances using K-means, DBSCAN, and HDBSCAN
unsupervised machine learning outcome First approach is to see the unsupervised
learning implication on a period of one-month hourly level data The key parameter
are as below and is applicable for overall benchmarking.

• In the K-means clustering approach, 5 lowest observation cluster is chosen as
anomaly.

• The DBSCAN clustering approach parameters are, eplison value=0.09 and
minsamples=5. The noise will be considered as anomaly.

• The HDBSCAN clustering distance metrics is ’manhattan’ for noise identifi-
cation and will further categorize into an anomaly.

In Fig 4.3, it is showing the HDBSCAN model has outperformed all other un-
supervised machine learning, however DBSCAN F1-Score 0.49 which is also close
to HDBSCAN. To identify one unsupervised machine learning for mobile network
anomaly detection some additional validation approach has been considered.The
next approach is to categorize a month’s network performance data into four weeks
denoted as T1, T2, T3, and T4. Each of those individual data set has enough
anomaly data points and legitimate data points. Unsupervised machine learning’s
then imposed. However, in this approach, DBSCAN and HDBSCAN performed al-
most similarly for T1, T2, T3, T4 which does not help select a single unsupervised
machine learning. Details are in Fig 4.4.
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Figure 4.3: Benchmarking of Monthly Level

Above two approach does not give the clear indication whether DBSCAN or HDB-
SCAN to use in the mobile network anomaly detection model. Hence another ap-
proach has taken. As described in validation section, ground truth is already known
for the dataset used in this chapter. A separate data set is prepared where only
anomalous data is present.

Figure 4.4: Benchmarking of Weekly Level

From Fig 4.5 during F1-Score analysis, it is observed ultimately on anomalous data
set HDBSCAN has outperformed all other clustering algorithms. The F1-Score is
quite impressive 0.63 whereas DBSCAN is 0.57 and K-means is 0.33. Nevertheless,
the unsupervised machine learning outcome is not straightforward. To make it more
effective as subject matter expertise has been considered and as per the guideline
another anomaly data set has been prepared where the paging success rate value
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Figure 4.5: Benchmark of Anomalous Data Level

relies on between 85.00 to 95.00.

Figure 4.6: HDBSCAN Anomaly Detection

From Fig 4.5 during F1-Score analysis, it is observed ultimately on anomalous data
set HDBSCAN has outperformed all other clustering algorithms. The F1-Score is
quite impressive 0.63 whereas DBSCAN is 0.57 and K-means is 0.33. Nevertheless,
the unsupervised machine learning outcome is not straightforward. To make it more
effective as subject matter expertise has been considered and as per the guideline
another anomaly data set has been prepared where the paging success rate value
relies on between 85.00 to 95.00.
Over that data set, another filter has been proposed to consider only the anoma-
lous data. This data set count is around 1257. Now it is observed that 45 percent
anomaly can detect by HDBSCAN whereas only 36 percent can detect by the DB-
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Figure 4.7: DBSCAN Anomaly Detection

SCAN algorithm. This demonstration of filter data made subject matter experts
certain about HDBSCAN is best suited for network anomaly detection. Details is
in Fig 4.6 and Fig 4.7.Now from F1-Score and subject matter expert analysis, it is
evident that unsupervised machine learning is useful for mobile network anomaly
detection. Among three of the unsupervised learning used in this chapter, hierarchi-
cal clustering HDBSCAN outperformed all others and is recommended for mobile
network performance anomaly detection.
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Chapter 5

Deep learning Autoencoder based
Anomaly Detection Model on 4G
Network Performance Data

5.1 Research Gap Details

It is evident from the above chapters anomaly detection is a prominent use case in
a mobile network. However, in an earlier chapter, it is discussed how unsupervised
learning is helping for mobile network anomaly detection. In this chapter, the fo-
cus will on neural-network-based autoencoders and how it is helping with anomaly
detection. The key contribution of this chapter is as follows:

1. There is no notable research on anomaly detection that has found that work
on S1-MME PS Paging success rate in hourly level data.

2. The 4G network performance data possess the same data inheritance and
neural network-based autoencoder is efficient when data details are the same.
This area is not explored in the current research.

5.2 Neural Network Autoencoder

Autoencoder is a type of neural network that tends to mimic output from input.
The thump rule is followed by the autoencoder which compresses the input into
latent space and reconstructs the output. Autoencoder falls under the category of
unsupervised machine learning also known as feature extraction algorithm. Autoen-
coders’ input is diverse but not limited to text, speech, image, or video. Let’s look
at some of the basic properties of autoencoder:

1. Autoencoder is an input-dependent machine learning method. Like it is only
able to compress and reconstruct the data on which it has been trained. For
example, an autoencoder is trained to reconstruct an image of a tree however
the same autoencoder is not able to reconstruct the image of an animal.

2. Autoencoders has lossy compression means that the decompressed outputs are
degraded compared to the original inputs.
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3. Autoencoders are learned automatically from data examples, which is a useful
property: it means that it is easy to train specialized instances of the algorithm
that will perform well on a specific type of input. It doesn’t require any new
engineering, just appropriate training data.

The basic architecture of the neural network-based autoencoder used in the chapter
is in below Fig 5.1. It possesses two-part the encoder and the decoder.

Figure 5.1: A typical Autoencoder Architecture

Encoder: This part of the network encodes or compresses the input data into a
latent space representation. The compressed data typically looks garbled, nothing
like the original data.
Decoder: This part of the network decodes or reconstructs the encoded data(latent
space representation) back to the original dimension. The decoded data is a lossy
reconstruction of the original data.
Despite the strong details to work on the same data set, it has some bottlenecks in
real-world implications. As a compression method, they don’t perform better than
its alternatives, for example, jpeg does photo compression better than an autoen-
coder. The main use case of autoencoder can be mentioned below:

1. Data denoising

2. Dimensionality reduction: Visualizing high-dimensional data is challenging, it
can be overcome by an autoencoder.

3. Variational Autoencoders (VAE): This is a more modern and complex use-case
of autoencoders that use the probability distribution of input data.

5.3 Methodology of Autoencoder Based Anomaly

Detection

Autoencoder is unsupervised learning based on a neural network that can reproduce
the input. However, the data properties of training data and test data should be
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the same. In this chapter, the base data set is 4G network PS Paging Success rate
KPI data. The anomaly detection use case of this KPI is important because if it
degrades the user will not be able to authenticate with MME and not be able to use
the 4G network.

Figure 5.2: Model of Autoencoder Base Anomaly Detection

Fig 5.2 has illustrated the overall methodology used in this chapter. In the initial
step, the 4G PS Paging Success rate data is collected for 10 days, and on that data,
the necessary normalization technique is implied. The data normalization order
is first principle component analysis (PCA) and then the min-max scaling. Once
the normalized data set is ready, two subsets are created from the data set. The
subsets are the normal class and the anomaly class. After this subset creation,
the autoencoder will be trained from the normal class data and normal data is
constructed for threshold identification. This threshold is dependent on the system
demand and a combination of normal data mean and standard deviation. In the last
step, the anomaly class data is reconstructed and if the reconstructed data is beyond
the threshold then the data will be considered an anomaly. Lastly, the accuracy of
the overall model is determined for the anomaly class.

5.4 4G Performance Data Details

As mentioned earlier for 18 days PS paging success rate data is used for the autoencoder-
based anomaly detection. The total sample count is 1736. This dataset will be
further divided into normal class and anomaly class. The normal class data count
is 1578 and the anomaly class data count is 158. The imbalance between a normal
class and an abnormal class is visible and it is good for the encoder. Because the
more it trained over the normal data, the better it will be able to reconstruct the
data. There are five features those are PS Paging Success Rate(PPSR), PS Paging
Request Times(PPRT), PS Paging Success Time(PPST), PS Paging Failure Time
(PPFT), and PS Paging Delay (PPD). The PS paging success rate is derived from
PS Paging Success Time(PPST) divided by PS Paging Request Times(PPRT)
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Fig 5.3 and Fig 5.4 have the details f the first three features of each of the subsets
of the dataset. It also describes the possible co-relation between the normal class
and the anomaly class. In the normal class, the beginning state of the features is
inclined from high to a low value and the maximum value is in the high state.

Figure 5.3: First 3 features of Normal Class Subset

On the other hand, the anomaly subclass of the data set is inclined from low to
high value, and from both the graph it is visible that there is very less co-relation
between anomaly class and normal class. This low co-relation is good because it
will make the autoencoder reconstruct the normal and anomaly class better.

Figure 5.4: First 3 features of Anomaly class Subset
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5.5 Result Discussion

Autoencoder is a lossy compression mechanism hence in normal and anomaly class
reconstruction the output will not be exact as the input. During the training of the
autoencoder, the parameter of loss monitoring is mean square base and the optimizer
is adam. The number of epochs is 50 and the batch size is 128 for training. In terms
of validation loss based monitor during the training and early stopping criteria are
imposed. In the reconstruction error plotting of the normal class data, most of
the data is lies between 0.000 to 0.050. Using the mean and standard deviation of
the normal class data threshold is determined. The threshold is calculated using
one standard deviation for nominal understanding of autoencoder based anomaly
detection. The threshold value from the normal class data is 0.0313.

Figure 5.5: Anomaly Detection With Respect to Normal Data Threshold

In the anomaly class representation it is seen that the data is spread on the value
from 0.01 to 0.06. In value level comparison it is difficult to detect the anomaly in
the anomaly class. To do that a graphical comparison is done where both normal
class and anomaly class are plotted together and a fine line is drawn for the normal
class threshold. Any value beyond the normal threshold value of either normal class
or anomaly class is considered an anomaly. However, this drawing value of the fine
line of threshold is not adequate for proper anomaly detection which is illustrated
in Fig 5.5
Various factors are driving the outcome autoencoder-based anomaly detection model.
The top two variant factors are:

1. Neuron count and hidden layer count in the encoder and decoder level.

2. Threshold identification of normal data considering one standard deviation or
two standard deviation

Having those factors in mind another observation has put in overall autoencoder lead
work. There are two sets of data normal and anomaly which are trained through the
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autoencoder and finally, the anomaly is detected by the threshold got from normal
data training. An important observation of the above factor on the normal data.
Parameters are:

1. Neuron count starting from 32 to 8 in encoder and 8 to 32 in decoder level or
The hidden layer is 1. The threshold of normal data varies from one standard
deviation or two standard deviations. Corresponding labelling are ”H=1 and
T1=1std” and ”H=1 and T1=2std”

2. Neuron count starting from 64 to 8 in encoder and 8 to 64 in decoder level or
The hidden layer is 2. The threshold of normal data varies from one standard
deviation or two standard deviations.Corresponding labelling are ”H=2 and
T1=1std” and ”H=2 and T1=2std”

Figure 5.6: F1-Score Visualization for Variable Autoencoder Arch.

The Fig 5.6 visualizing the F1-Score outcome of variable autoencoder architecture.
It is clearly visible that most of the auencoder acchitecture provide the efficient
anomaly detection however ”H=2 and T=2std” achitecture provide the least re-
sult. The most efficient autoencoder architecture in terms of F1-Score is ”H=1 and
T=2std”. The details of structure is neuron count starting from 32 to 8 in encoder
and 8 to 32 in the decoder level, hidded layer count is 1 and threshold identification
by using two standard deviation. The F1-Score is 0.51 which is quite promising.
To more sure about the outcome of this paper, another set of validation approach is
exercised. This is based on false positive (FP) value. Here it is also shown despite
all other case in ”H=1 and T=2std” having the lowest false positive value which is
14. This means this autoencoder architecture denoting not anomaly as anomaly is
the lowest possible way.
In nutshell autoencoder is efficient in detecting anomaly in ps paging success rate
data set and its variant factors is helping to get the best and optimal anomaly detec-
tion model. In the focused and comparative method of F1-Score and false positive
base gives more efficient outcome. Most efficient was denoted for the autoencoder
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Figure 5.7: False Positive Visualization for Variable Autoencoder Arch.

having hidden layer count is 1 and threshold is identified using the second standard
deviation.
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Chapter 6

Conclusion

This thesis has described many broader aspects of anomaly detection of a mobile
network. Chapter 4 has discussed day level and hourly level types of data and how
different supervised machine learning influenced the outcome of anomaly detection.
Secondly, it showed why supervised machine learning gave better detection of an
anomaly. Finally, it has described the necessity to test multiple supervised machine
learning implications irrespective of a dataset. That will help to choose a supervised
learning method for the different datasets. The outcome of chapter 4 is that ran-
dom forest supervised machine learning and support vector machines are efficient
for mobile network performance anomaly detection. Chapter 5 has demonstrated
how multiple unsupervised learning is used over mobile network performance data
and what optimization technique will lead to efficient anomaly detection. Because
of using unsupervised machine learning, there is no requirement for ground truth de-
termination. It has also been benchmarked, among multiple unsupervised machine
learning which provides a better network anomaly detection. It has been done by
converting unsupervised machine learning outcomes to a classification problem, and
the model accuracy has been evaluated just like a classification problem. The end
outcome identifies as HDBSCAN has outperformed all other unsupervised machine
learning algorithms for mobile network anomaly detection. Chapter 6 demonstrates
how autoencoder is used in mobile network anomaly detection and provide moderate
accuracy in anomaly detection scenario.
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