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Abstract

The beginning of 2020 will always be a dreadful chapter in human history. Even
with all the recent advancements in the medical sector, the COVID-19 virus proved
to be a major challenge for doctors all over the world. The virus affected different
people in different ways. One of its deadliest symptoms can be observed in our
lungs. COVID-19 can cause various complications in the lungs such as pneumonia,
acute respiratory distress syndrome (ARDS), sepsis, etc. This pandemic, being
highly contagious, can spread and affect a large number of the population in a very
short period. This results in many patients not receiving proper treatment at the
appropriate time. Our proposed CNN model will be able to automate the entire
detection and classification process. It will be trained using large amounts of X-
ray images of lungs, which will provide it with the necessary feature knowledge to
distinguish between an infected lung and a healthy one.

Keywords: COVID-19; CNN; Supervised Learning; X-ray image; Tensorflow
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Chapter 1

Introduction

1.1 Motivation

After the world survived pandemics such as the ones caused by Influenza, Cholera,
and the Bubonic Plague, humans have gotten better at identifying and treating
these life-threatening diseases. As better and more effective medicines and medical
techniques were being invented, we felt much more confident in our endeavor to be
protected from any further pandemics.
COVID-19 arrived in 2020 against all odds. It was one of the most unexpected
phenomenons in modern times, unpredicted by anybody. In a very short period, it
started spreading uncontrollably, infecting people by the millions. Daily life was in
complete disarray, and lockdowns were enforced all over the world in an attempt to
contain the spread of the virus. However, as of May 2021, the world is still struggling
to find some stability with newer and deadlier strains of the virus being reported
every month. We are in complete uncertainty of when the situation will become
normal once again, and if we can ever get rid of this deadly virus.
Since this challenge cannot be faced by humans alone, we have been trying to use
deep learning algorithms to assist us in the process. One of the implementations of
deep learning is using Convolutional Neural Networks (CNN) for identifying COVID-
19 infected lungs from X-ray images. Convolution layers, pooling layers, and fully
connected layers are fundamental building elements in a convolutional neural net-
work[1]. Several neurons are used to create fully connected neural networks. An
artificial neural network is a mathematical model based on the motivation of the
biological brain. It comprises certain properties of the human brain, particularly
the biological neuron of the brain and how it functions as a link between them. The
concept of interconnected neurons is implemented in a neural network to handle
specific problems. A neural network is composed of three layers: input, hidden, and
output. The data from the input is received by the layer of input neurons, and
the processed result is received by the layer of output neurons. Between them are
hidden layers that include numerous neurons in diverse patterns. Weights are ap-
plied to each neuron and multiplied by the input [2]. For the model with numerous
layers, an activation function is used; otherwise, a linear regression model would be
constructed, with restricted performance. To decrease error in huge data sets, the
notion of backpropagation is employed to move back from output layers to preceding
layers [3]. The concept of backpropagation is used to travel back from output layers
to preceding levels to reduce errors in large data sets. Following the discovery of
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mistakes, the weights may be modified using the gradient descendent. The output
from the final Pooling or Convolutional Layer is the input of the fully connected
layer [1]. It is flattened and then fed into the fully connected layer [1].
In deep learning, the deeper the neural network, the more data training is required
to better suit the parameters of each layer. Otherwise, overfitting is quite easy which
leads to a poor generalization ability. In response to this issue, transfer learning is
a viable option [4]. Transfer learning aims to transfer knowledge from the source
domain to the target domain by relaxing the assumption that the training data and
the test data must be independent and distributed in the same way. This will have
a significant positive impact on a variety of domains that are difficult to enhance
due to a lack of training data [5].

1.2 Research Problem

From the early days when the severity of COVID-19 was being realized by the
general populace, countless attempts have been made in search of a cure for it.
Being a virus, it does not truly have a cure, but rather vaccines can be used to
prevent further cases of COVID-19. Therefore, the race to discover the vaccine for
COVID-19 was first initiated.
While the research was ongoing to discover the vaccine by studying the inner struc-
ture of the virus, it continued spreading to the far reaches of the world. Even
developed countries started to notice that they do not possess the necessary equip-
ment and protective measures required to prevent the virus. Even before contracting
the virus, humans were unaware of the protective measure which should be imple-
mented to reduce the risk of contracting the disease. An inadequacy of personal
protective equipment (PPE), masks, and medicines are some of the major causes
of death in both developing and developed countries [6]. The usage of PPE was
previously limited to hospitals only, and producers were unable to cope up with the
increased demand.
Another problem started to arise when a person suspected that they might have
been exposed to the virus and wanted to be certain by going through a test. To do
that, one testing kit was required per person, and the inadequacy of raw materials
was a serious hindrance in producing to meet the rising demand. Additionally, the
global lockdown and travel restrictions also caused bottlenecks in the supply chain,
resulting in the factors of production being inefficiently utilized [7].
The final problem started being apparent once mass people started getting infected
with the virus. Since a lot of the virus’s symptoms were similar to the ones caused
by pneumonia doctors had some ideas about the steps to follow to alleviate the
patients. What they were not prepared for is the sheer volume of the patients that
they were required to diagnose. They bravely rose to face the challenges but treating
infected patients had the adverse effect of infecting some of the doctors in return. As
time progressed, the discrepancies between the number of available trained surgeons
and the number of infected people started to widen [8].
After careful consideration of the previously mentioned problems, our research aims
to answer the following question:
“How to efficiently and accurately detect the severity of COVID-19 infected pa-
tients with the least human intervention to determine who requires the most urgent
treatment?”
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Our research will explore how we may use transfer learning to modify previous
pneumonia-detection models to now be able to identify COVID-19 in X-ray scans
and judge their severity based on CXR scores.

1.3 Research Objectives

This analysis focuses on advancing a COVID-19 detection system to discover infec-
tions from the lungs caused by COVID-19 using a Convolutional Neural Network
(CNN) on top of X-ray images. At the preprocessing stage, abnormalities in data
transmitted by X-ray pictures may be recognized and deleted. The objectives of
this research are:

1. To deeply understand CNN, and how it works.

2. To deeply understand image processing techniques.

3. To develop a model for COVID-19 detection based on X-ray images and train
with its other data.

4. To evaluate the model.

5. To offer recommendations on improving the model.

3



Chapter 2

Literature Review

The COVID-19 detection model is changing rapidly due to the CNN models that
have the advantage to detect infection patterns in the lungs. CNN is one of the most
useful deep neural networks in which several hidden layers execute convolution and
sampling to extract modest to considerable amounts of input data. These layers
are known as convolutional layers, which contain featured input and output. Here,
different channels are intertwined with the information in each layer [9].

2.1 COVID-19 & its Effects on Lungs

COVID-19 is a contagious disease that was initially discovered in Wuhan, China in
December of 2019. Attempts were made to contain the disease around the source,
however, it started to spread globally around March 2020 and has caused a worldwide
pandemic situation causing lockdowns as of the first half of 2021.
COVID-19 is mainly caused by a virus named severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2). The main symptoms include breathing problems,
dizziness, fever, nausea, vomiting, diarrhea, cold, cough, and loss of taste and smell.
In some moderate cases, we may notice dry cough, sore throat, inflammation in the
trachea and the lungs, and in some people, this may turn into pneumonia [10].
Our COVID-19 detection model will mainly be focusing on X-ray scans to identify
the changes which can be observed in a pair of lungs that are affected by COVID-
19 compared to a pair of healthy ones. The severity stages of this disease can be
identified using a metric known as a chest X-ray (CXR) scoring system. Using this
system, we can categorize patients into different stages of infection based on the
correlation of their CXR scores with their age, sex, etc [11].
Some distinct visual changes can be noticed in our lungs. These changes are then
analyzed and their contrast with healthy lungs can give us an idea of the severity of
the infection. In the scan of a pair of normal lungs, we can see the markings inside
the lungs. However, in infected lungs, these markings are hidden by some cloudy
substance, which is caused by increased lung density [12]. Our model can identify
this white pattern and predict the chance of COVID-19 and its severity from it.
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2.2 CNN Architecture

CNN is one of the most amazing deep neural networks in which several hidden lay-
ers execute convolution and sampling to extract modest to considerable amounts of
input data. These layers are known as convolutional layers, which contain featured
input and output. Here, different channels are intertwined with the information
in each layer [3]. Convolution layers, pooling layers, and fully connected layers are
amongst the building components of the CNN architecture. Usually, an architecture
contains one or more fully connected layers, followed by a stack of multiple convo-
lution layers and a pooling layer. In our CNN model, there are a total of 384 2D
convolutional layers, 64 1D convolutional layers, another set of 32 1D convolutional
layers, a flatten layer, a 128 neuron dense layer, a 64 neuron dense layer and a two
neuron output layer. This results in a total of 484 layers.
Forward propagation refers to the process of transforming input data into output
data using these layers. Pixel values are stored in a two-dimensional (2D) grid, such
as an array of numbers, in digital images, and a small grid of parameters called
kernel, an enhanced feature extractor, is applied at each image position. This can
create CNNs highly systematic for image processing because a feature can emerge
anywhere in the image. Although the convolution and pooling operations described
in this section are for 2D-CNN, they are also applicable to three-dimensional (3D)-
CNN [3].

2.3 Supervised Learning

In neural networks, teaching patterns can be categorized into three sections such
as supervised learning, unsupervised learning and reinforcement learning. Hence,
supervised learning takes an input vector which is presented with a set of responses
at the output layer. To put it simply, it uses labeled input and output datasets to
train algorithms which can later classify data or outcomes accurately. However, a
forward pass is done and also it calculates the errors between preferred and actual
responses for each node in the output layer. Later, the values are used to determine
weight changes according to its existing network [3].

Figure 2.1: Architecture of Artificial neuron and Multilayered Artificial neural net-
work.[3]
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2.4 Different Types of CNN Models

2.4.1 Resnet

Resnet is one of the models of the CNN which uses identity concepts to skip the
connection by adding a particular input to output directly. It bypasses a few stages
of training and joins directly to the output, referred to as skip connections. If we
consider X as input, the data travels from layer to layer. Skip connections will not
add any extra parameters or complexity to the process.

Figure 2.2: Diagram shows how Input X is added to Output

We can consider it as F(X) on the basis of input. In CNN Networks it would be Y
= F(X), since X is connected directly with the output we are considering Y = F(X)
+ X. Since we want to get Y = X in the residual network we have to convert F(X)
to 0. If the input is not equal to the output a convolution block is added in the skip
connection to match it.
There are many variations of Resnet, out of which Resnet-50 was used for the main
implementation as it brought better accuracy, precession when compared to other
CNN models. If we compare Resnet of 18 layers and 34 layers we can see that
Resnet of 34 layers works better than Resnet of 18 layers. This is due to Resnet
34 layers having lesser error during training and has better understanding of the
validation data which also helps us to understand better accuracy gains. Due to
that we thought to use Resnet-50 as it had more layers and it was seen to provide
better accuracy gains.
Resnet-50 has a kernel size of 7 * 7 and 64 different kernels with a stride of size 2.
Here 1 layer is found. In the next layer we can see max pooling of size 3 x 3 of stride
size of 2. In the next convolution there is a 1 * 1,64 different kernels, a 3 * 3,64
different kernels and 1 * 1, 256 different kernels. All these layers are repeated thrice,
so we get 9 layers. After that, in the next convolution there is a 1 * 1,64 different
kernels, a 3 * 3, 64 different kernels and 1 * 1, 256 different kernels. All these layers
are repeated four times, so we get 12 layers. In the next convolution there is a 1 *
1,64 different kernels, a 3 * 3, 64 different kernels and 1 * 1, 256 different kernels.
All these layers are repeated four times, so we get 16 layers. In the next convolution
there is a 1 * 1,64 different kernels, a 3 * 3, 64 different kernels and 1 * 1, 256
different kernels. All these layers are repeated four times, so we get 9 layers. After
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Figure 2.3: Resnet-50 Architecture

7



that we do an average pool and end it with a fully connected layer containing 1000
nodes and at the end a softmax function so this gives us 1 layer. Altogether we get
a total of 50 layers.
Many image applications other than image classification, including object identifi-
cation and face recognition have improved due its powerful representational ability.
It also reduces the calculation process of the computer [13].

2.4.2 Inception Net

In our CNN model there can be a lot of problems when the model is big and there
are a lot of parameters. If the model is big, the model cannot perform accurately
due to overfitting. If there are a lot of parameters in the model, it is put up a huge
load while performing computation.So if the model is changed to a thinly dispersed
connected manner layer instead of a fully connected layer it would solve the issue.
InceptionNet follows that particular architecture.

Figure 2.4: Inception Layer

The Inception Layer is made up of three convolutional layers: 1x1 Convolutional,
3x3 Convolutional, and 5x5 Convolutional, with their output filter banks combined
into a single output vector that serves as the input to the second process. The 1x1
Convolutional layer is added before being added to another layer for dimensionality
reduction, along with the previous convolution layers. The Max Pooling layer is
connected in parallel, giving the inception layer another choice.
Out of the four versions of Inception Net we used Inception-v3 for our model which
is an extension of the figure of Inception Layer. Inception-v3 is also a 48 layer net-
work . In Inception-v3 we can factorize into smaller convolutions. Next change we
can do is to add Factorization into Asymmetric Convolutions which helps to reduce
the parameters [14]. For factorization convolutions it explains the reason for the
reduction of computation power and decreases the number of parameters. When
we decrease the size of the convolutions it trains quicker than earlier. Asymmetric

8



Figure 2.5: Inception Modules[29]

Convolutions is performed by converting 1 two-dimensional kernel into 2 one dimen-
sional convolution kernels. For example, 1 x 3 and 3 x 1 can be calculated from 3 x
3 convolution.

9



2.5 Related Works

This section of the report is an analysis of the previous work that has been conducted
in the field of detecting COVID-19 infected lungs using image data. Since COVID-19
is a relatively new phenomenon, the amount of research conducted specifically on it
is quite limited. However, there has been other related research work on identifying
similar diseases such as pneumonia from which we can draw inspiration and use as
a foundation for comparisons and improvements.
Ali et al. [15] created a deep convolutional neural network (CNN) for the classifi-
cation of COVID-19 Chest X-ray images into normal and COVID-19 classes using
ResNet50, InceptionV3, and Inception-ResNetV2 models. The CT imaging results
and the PCR technique had excellent image results, they reported.
Prabira et al. [16] suggested a technique based on deep feature and support vector
machines (SVM) for detecting COVID-19 in X-ray images. They gathered images of
X-rays from GitHub, Kaggle, and the Open-I repository. Despite the short number
of pictures utilized in their analysis, they recovered the deep feature maps of multiple
CNN models and concluded that ResNet50 performs better.
Maghdid et al. [17] suggested a basic CNN with only 16 layers to identify COVID-19
using X-ray and CT images and found decent results, however, the dataset utilized
was small-scale.
Using the Resnet18 model and image patches focusing on regions of interest, Xiaowei
et al. [18] developed an early prediction model to differentiate COVID-19 pneumonia
from Influenza-A viral pneumonia and healthy patients using lung CT scans.
Shuai et al. [19] used CT scans to predict COVID-19 cases, with an accuracy of
89.5 percent, a specificity of 88.0 percent, and a sensitivity of 87.0 percent using the
Inception transfer-learning model. Several CNN architectures, which are currently
utilized for various medical image classifications, were examined across a dataset
of X-ray images to differentiate coronavirus patients from pneumonia and normal
cases [20]. CNN’s were used on a dataset of 224 images of COVID-19, 700 of
non- COVID19 pneumonia, and 504 normal where they report overall accuracy of
97.82. Wang and Wong [21] explored COVIDx, a dataset, and COVID-Net, a neural
network architecture developed for the identification of COVID-19 cases from open-
source chest X-ray radiography images.
In [22], Narin et al. used multiple CNN architectures to categorize normal X-ray
images with COVID-19 X-rays and they showed remarkable classification accuracy,
sensitivity, and specificity.
The research conducted by our predecessors gives us a working plan in improving
on our model, implementing their ideas, and expanding on them to create models
with better performance, trained and tested with larger datasets.
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Chapter 3

Workplan

The primary objective of our project is to display definitive data on whether a patient
is infected by COVID-19 based on their X-ray scans. Initially, we collect various
image databases as our input data. After pre-processing those images to filter out
unnecessary data we move on to splitting the data for training and testing purposes.
We have decided to use 80% of the pre-processed data for training purposes,10%
on validation and the remaining 10% on testing our model for performance metrics.
Afterward, we use the training data to create and train the CNN model which is the
core of our COVID-19 detection system. After training is complete, move on to the
classification stage where we test the remaining input data to identify whether they
are infected by COVID-19 or not. If COVID-19 is detected, the model displays the
information and administers the patient for further diagnosis.

11



Figure 3.1: The flow chart of the proposed COVID-19 detection model using CNN
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Chapter 4

Methodology

Despite the fact that there are a huge number of infected COVID-19 patients across
the world, the number of publicly available online chest X-ray pictures are trivial and
dispersed. As a result, CNN has been used in this study which uses the generalization
capabilities of large datasets to train models, then moves on to smaller chest X-Ray
datasets to continue training. Pretrained models are frequently used in this design
technique which is why deep evolution neural networks are used to create these pre-
trained models. Also, a CNN model can acquire a knowledge of extracting important
picture characteristics and select the most phenomenal display features of data for
initial training.

4.1 Input data

In this study, a total of 13,808 chest X-ray images have been obtained from different
sources which are publicly available datasets, online sources, and published articles
[23], [24]. This repository consists of chest X-ray images for COVID-19 positive cases
along with negative cases. 10,192 normal (COVID-19 negative) and 3616 COVID-19
positive chest X-ray images were selected for this study.
Here, some sample images from the dataset for COVID-19 positive chest X-ray
images has been shown in figure 1.

Figure 4.1: Sample COVID-19 Positive X-ray image from the dataset
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Figure 4.2: Sample COVID-19 Negative X-ray image from the dataset

From the figure 2, we can see the chest X-ray images of COVID-19 negative patients.
So, the lung opacity in X-ray images caused by COVID-19 and other lung-related
diseases is the primary key to differentiate between COVID and non-COVID cate-
gories.

4.2 Data pre-processing

In deep learning, data preprocessing is a critical step that improves data quality and
facilitates the extraction of useful insights from the data. For now, we have only
used genuine X-Ray data in this study and will not consider the development and
use of synthetic data.
Dataset images were labelled into 2 classes which are COVID-19 Negative (0) and
COVID-19 Positive (1). A random 80% of the dataset was used for training, 10%
was used to test, and the remaining 10% was used to validate the data in the
study’s experiments. But, before being used as input to the networks, chest X-ray
pictures were resized. The chest X-ray pictures were resized from 299 × 299 to 100
× 100 pixels in order to meet the CNN model’s compatibility criteria. Also, the
images were transformed to grayscale. The pre-trained model standards were used
to normalize all of the images. The table below summarizes the number of images
per class used for training, validation, and testing in this study.

Types Binary classification Total number of X-ray images Training set Testing set Validation

COVID-19 Positive 1 3616 2892 362 362

Normal 0 10192 8154 1019 1019

Table 4.1: Number of Images Per Class
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4.3 CNN Modeling

The CNN model type that has been used in the study is the sequential model. In
Keras, the simplest way to build a model is sequential. It allows the model to be
built layer by layer. The ‘add()’ function is used to add layers to the model. As it
is mentioned before, the first layer of our custom CNN model is the convolutional
layer which is mainly used to extract features from input images. It contains a set
of filters with height and width which are smaller than input images. Moreover,
the CNN model consists of 3 types of convolutional layers, max pooling layers, fully
connected layers and additional activation functions. In the convolutional layers,
mathematical operations of convolution are performed between the input image and
filters of different sizes with strides 1 and no padding. Then, the filter is slid across
over the input image, and the dot product is used to compute an output layer of that
particular convolution. As the depth starts increasing, inner convolutional layers
help in detecting edges from the output of the previous layer. This will generate
a feature map to pass through the activation function for learning more about the
X-ray images in depth used in the dataset. The activation function used is ReLU or
rectified linear unit as it is easier to train and give better performance by cancelling
out the negative values. It is the most important parameter as it adds non-linearity
to the learning.
Max pooling is the process of extracting windows from the input feature maps
and displaying the channel’s maximum value. It’s similar to convolution in general,
except that instead of using a trained linear transformation (the convolution kernel),
local patches are modified using a hard-coded max tensor operation. Max pooling
differs from convolution in that it generally uses 2 × 2 windows and stride 2 to
down-sample the feature maps by a factor of two. Convolution, on the other hand,
is usually done with 3 × 3 windows and no stride (stride 1) [25]. By convolving
filters across the convolutional layer, max pooling combines the features of the layer.
It helps to avoid overfitting by decreasing the computational cost by limiting the
number of parameters. To prevent overfitting and make the model computationally
effective, a 2 × 2 Max pooling layer is added after the convolutional layer in each of
the three layers [26]. We can notice that after each MaxPooling2D layer, the size of
the feature maps is reduced to half. For example, the feature map is 48 × 48 before
the initial MaxPooling2D layers, but the max-pooling process reduces it to 24 × 24.
So, max pooling’s objective is to aggressively down-sample feature maps, similar to
strided convolutions.
The fully connected layer (FC) or also known as classifier is used to mainly clas-
sify the image more accurately. As convolution and pooling already reduced the
size of the input images to keep unique characteristics of the classification, we then
used flattening to increase dimension of the vector and passed it to FC. FC performs
mathematical functions to classify the given model accurately. Here, instead of using
sigmoid, we have opted to use “Softmax ” activation function to generate our final
yhat values because we are dealing with multiple classification rather than binary.
In the terminal dense layer, the expected dimension is 128 which passes through our
softmax function to output based on exponents of probability for each classification.
However, overfitting can occur while connecting all of the FC layer and there is
the issue of relying heavily on one single feature.To solve these problems, dropout
(dropout 1,droput 2,droput 3) each with value 0.5 that is, half of the neurons se-
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Figure 4.3: Convolution Neural Network

lected randomly will be shut off during training process for further improving our
model’s performance.
The summary of the model is given below:
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Chapter 5

Implementation & Results

For image classification, CNN is a dynamic model because of its features to categorize
image characteristics. This section describes how this suggested model works. At
first, the layers are first arranged in a logical order with width, height, and depth
dimensions. The neurons in a particular layer do not attach completely with all of
the next layer neurons.
However, a Jupyter notebook was used in order to implement and test this model
which is implemented in the following stages: pre-processing of input data, classifi-
cation, normalizing, training, testing and validation.
In this section, the results of implementation of CNN in the given x-ray image
dataset is obtained.

5.1 Implementation

Anaconda, the most popular open source Python data science platform, was used to
write the program, while Jupyter was used as the Python development environment
(Julia, Python and R). Jupyter is a free notebook, open-source, dynamic web appli-
cation that allows researchers to integrate software code, computational output and
other resources in a single document.
Keras, a high-level library for the TensorFlow machine learning framework, was
used to construct the suggested technique using the Python programming language
which is done in Jupyter notebook. Besides Keras, tensorflow and jupyter, other
libraries which we used are Pillow, numpy, scikit-learn, matplotlib, opencv-python
and pandas. A Ryzen 3600 CPU and 32 GB RAM powered the machine.

5.1.1 Building the model

After downloading, we can see that the dataset is divided into two folders which
are- Covid19 Positive and Covid19 Negative. Among them, 3616 images belonged
to label 0 i.e. Covid19 Positive and 10192 images belonged to label 1 i.e. Covid19
Negative. To prepare the pictures for processing, the photographs were kept in the
frequently used PNG format and the order of the color channels was altered from
the default RGB to GRAYSCALE.
The input data folder is read by the following lines of code:
data path=’dataset’
categories=os.listdir(data path)

18



labels=[i for i in range(len(categories))]
label dict=dict(zip(categories,labels))
Here, the main folder contains two sub folders namely COVID and Normal. These
two sub folders are read by the codes given above.
Then the images are resized and the labels are categorized into the dataset using
the following code:
data.append(resized)
target.append(label dict[category])
This whole sequential model structure includes two convolution 2D layers conv2d 4
and conv2d 5, two maxpooling2D layers max pooling2d 1 and max pooling2d 2. In
this case, we create a pool size of 2x2 for max pooling. In between each conv2D
and maxpooling2D layer, an activation function is used. The activation functions
are activation 1 and activation 2 . The next phase is using the flatten function.
All of the pooled feature maps are combined into a single vector in this phase. All
extracted features are flattened into a single column using the Flatten function.
Finally, dense gives the neural network a completely linked layer. Dropout is placed
in between flatten and dense phase layers to create a dropout for avoiding data over
fitting. To add layers to our model, we use the ‘add()’ function. It is done by the
following lines of code:
model = Sequential()
model.add(conv model)
model.add(Conv2D(64,(3,3)))
model.add(Activation(’relu’))
model.add(MaxPooling2D(pool size=(2,2)))
model.add(Conv2D(32,(3,3)))
model.add(Activation(’relu’))
model.add(MaxPooling2D(pool size=(2,2)))
model.add(Flatten())
model.add(Dropout(0.5))
model.add(Dense(128,activation=’relu’))
model.add(Dropout(0.5))
model.add(Dense(64,activation=’relu’))
model.add(Dropout(0.5))
model.add(Dense(2,input dim=128,activation=’softmax’))
For training all of our models, we have used Adam optimizer. It is a deep learning
model training algorithm that replaces stochastic gradient descent which is simple
to set up, and the default configuration parameters work well for the majority of
problems. It uses a first-order gradient-based optimization approach which is based
on adaptive lower-order moment estimates. Besides, Adam optimizer requires less
memory space, it is easy to implement in the output layer, it works well with large
data sets as we use almost 13K images. Most importantly, as it is computationally
efficient because it is the combination of gradient descent with momentum algorithm
and RMS(Root Mean Square) Prop algorithm and so most models just like our model
prefer to use this optimization algorithm in the output layer for compilation. It uses
a single learning rate for all of the weight updates of our dataset that do not change
throughout the training.
model.compile(loss=’categorical crossentropy’,optimizer=’adam’, metrics=[’accuracy’
,keras.metrics.Precision(), keras.metrics.Recall()])
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5.2 Results

5.2.1 CNN

In this section, we demonstrate the relevance of our proposed method by providing
the experimental results. Here, the ratio of splitting the training-testing-validation
dataset is (0.8 : 0.1 : 0.1). In this case, 80% of the dataset is used for training, 10%
for testing and 10% for validation. We trained on 11184 samples and validated on
1243 samples of our dataset.
The summary of training our model using CNN is given below:

We trained the model with an epoch of 10. After 10 epochs, we got a training loss
of 0.0913 or, 9.13% , a validation loss of 0.1106 or, 11.06%, a validation accuracy of
95.87%.
The following figures indicate the above mentioned information:
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Figure 5.1: Determining the training and validation loss

Figure 5.2: Determining the training and validation accuracy
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Figure 5(b) depicts the accuracy analysis of the proposed CNN model. It clearly
shows that our proposed sequential CNN model achieves a significant accuracy rate.
From the results above, we can say that our proposed model is obtaining 96.62%
accuracy on our sample dataset based on X-ray images. Therefore, it can be said
that our proposed model can efficiently classify the COVID-19 negative and positive
patients.

5.2.2 Inception v3

We took the same dataset that was used previously in CNN and used it to train an
InceptionV3 model. However, instead of the previous split ratio, we now separated
the images in a 0.8 : 0.1 : 0.1 ratio.
The summary of training our model using InceptionV3 is given below:

During this phase, we increased the number of epochs to 30, hoping that it might
yield better results compared to the CNN. Unfortunately, the accuracy score that
we received was extremely poor, and the model proved to be quite ineffective in
properly classifying the images into the various classes.
The overall trend of the loss and accuracy during training is given in the graphs
below:
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Figure 5.3: Determining the training and validation loss

Figure 5.4: Determining the training and validation accuracy
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5.2.3 ResNet-50

After InceptionV3’s underwhelming performance compared to basic CNN, we de-
cided to employ the power of ResNet50 to help us to properly identify the different
categories. We kept the image split ratio the same as InceptionV3 and started the
training.
The summary of training our model using ResNet50 is given below:

ResNet50 yielded surprisingly accurate results compared to the InceptionV3 model
that we used previously. The 96.43% accuracy score even surpassed the basic CNN
model’s impressive score (95.87%). It was able to correctly identify 30 images that
we manually input to test the model’s functionality.
The overall trend of the loss and accuracy during training is given in the graphs
below:

24



Figure 5.5: Determining the training and validation loss

Figure 5.6: Determining the training and validation accuracy
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5.2.4 Comparative Analysis of the different models

From the above findings, we are able to notice both differences and similarities
between the accuracies of the models. The basic CNN model and ResNet50 had
both yielded almost identical results, and they clearly determined which category
the image of an X-ray fell under. On the other hand, InceptionV3 seems to be quite
ineffective in this particular case, with a subpar accuracy score which cannot be
relied upon for such critical medical advice.

Figure 5.7: Comparative Analysis between different models
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Chapter 6

Limitations

For X-ray images, both detection and segmentation are prominent. However, this
research has some shortcomings that must be addressed in the near future.
First of all, we could not conduct first-hand research. Also, more COVID-19 samples
can be used to train and test our models and resolve the overfitting issue. In recent
days, the coronavirus is mutating itself and taking different types of forms which
has become a concerning issue all around the world. This can be the cause for our
dataset to become obsolete. Furthermore, the current variants of the virus show
symptoms similar to Bronchitis which is why our models can be futile since they are
more efficient in detecting the virus resembling Pneumonia.
Besides, we have used almost 13,000 images for our model; it would be better if we
could use more images to train our model with an increased number of epochs and
in that way it would show better outcomes. Moreover, it was quite difficult to label
limited images in case of data pre-processing compared to CSV files. In addition,
we have faced difficulties to implement our model as different libraries with different
versions are incompatible with each other. For instance, we had to use older versions
of some of the libraries to be able to run ResNet-50 successfully. Due to the older
and incompatible versions of the python library, we could not use GPU. So, we had
to use the CPU Ryzen 3600 for training our models. Also, we faced difficulties in
converting images from DICOM to JPEG format when we tried to train a different
dataset for our model.
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Chapter 7

Conclusion

Just like in all other sectors of human lives, the use of technology is now the most
viable solution against this global pandemic. Every day newer and better deep
learning methodologies are being implemented in our growing arsenal against bat-
tling COVID-19. Since this virus is relatively new we have limited research and
data concerning it. However, since its symptoms have a similarity to pneumonia, we
have the opportunity to use transfer learning methodologies to convert pneumonia-
detection models to now be able to detect COVID-19, eliminating the time and
resources required to set up a completely new model.
It is possible to state that transfer learning is a deep learning design methodology in
which pre-trained models are frequently used. Deep evolution neural networks are
used to create these pre-trained models. This method in deep learning includes the
initial training of a CNN for a classification issue using large-scale training datasets.
Because a CNN model may learn to extract crucial image features, the availability
of data for introductory training is a necessary part of successful training. It is
determined whether a model is suitable for transfer learning or not based on the
CNN’s ability to recognize and select the most spectacular display features.
In a research paper, transfer learning is seen to diagnose retinal diseases such as AMD
( age-related macular degeneration), diabetic macular edema, etc. Also, with the
same framework, this model can distinguish between viral and bacterial pneumonia
which ultimately can save a lot of lives [27]. With the development of deep neural
networks, it is expected that transfer learning would be widely used to tackle many
complex COVID-19 related problems.
The outbreak of COVID-19 started in late 2019 which developed into a global pan-
demic by March 2020. It has caused a serious negative influence on our daily lives,
including the public health system and the global economy. As it is mentioned be-
fore, this virus is spreading uncontrollably causing the number of affected patients
to grow exponentially. Hence, there is no effective medical equipment or vaccine
to eradicate this disease permanently. Also, there is no certainty whether we will
find its cure anytime soon. So, in these short periods of time, we need to find more
optimum solutions so that we can save as many lives as possible.
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Chapter 8

Future Works

The Covid-19 epidemic is spreading rapidly. As of now, we have used two different
CNN models in this study to try to characterize Covid-19 afflicted individuals based
on their chest X-ray images. Even though the model accuracies are quite good,
we propose that the performance be validated using future dataset updates. This
may be validated by comparing it to fresh data that will be released in near future.
Hence, we may gather more COVID-19 chest X-ray images to validate our proposed
model. In further studies, we can implement Data Augmentation techniques which
are used to increase the input data set by rotating images from all angles, flipping,
cropping, padding and other standard techniques can be used to train the model
more efficiently. Also, deeper CNN models might be scrutinized to predict higher
accuracy for COVID-19 identification. In addition, the models will be modified so
that other lung illnesses such as Pneumonia, Tuberculosis can be detected. These
characteristics will be addressed in future research, as well as the creation of a
graphics-based user interface to assist radiologists in detecting new types of variants
of COVID-19 like Omicron and different imagistic patterns are emerging. For any
practical application of our model, it is recommended to consult medical specialists.
We want to look into the most cost-effective approaches to battle this disease instead
of using flawless detection techniques. Such approaches may be adapted for further
study in order to demonstrate the real-world use.

8.1 COVID-19 App

In the very near future, we are hoping to start development of a cross-platform
application which allows users to upload image scans of their chest X-rays. These
images will be tested in the backend using the model that we developed. After
testing, the user will be given a message regarding the probability of them having
COVID-19. If there is a high enough probability above a certain threshold, the app
will notify the user to perform a COVID-19 test to confirm its result. Additionally,
it will also suggest some nearby hospitals where the user may appoint a test directly
from the app or allow the user to order a self-testing kit.
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Figure 8.1: User Interface Inside the App
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8.2 Federated Learning

Since we are already constructing an app to receive user data on an individual level,
there is an additional functionality that we may integrate onto our system.
Federated Learning is a relatively new machine learning technique. During this
process, the trained model is first stored on a cloud-based server. Devices are able
to download this global model from the server and store it on their local storage.
They are then able to use local training data, which in our case is their X-ray scan to
train the model. Such trained models are combined into a single aggregated model,
and finally that model is fed back into the global model it improve its performance.
Due to this collaborative technique of training models, Federated Learning has been
rising in popularity. Additionally, it solves another problem that was present in
machine learning, which is data privacy and security. Since Federated Learning does
not send the actual data or image into the global model, but rather the metadata or
parameters of the locally trained model, users are able to remain anonymous with
no risk of their personal data being stolen. This will undoubtedly encourage more
people to participate in the training process, who previously stayed away due to the
fear of being compromised.
With the help of Federated Learning, we will be able to enhance our global model
with training data from all over the globe. The collaborative methodology will
undoubtedly improve our model and yield more concrete results.
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Figure 8.2: Our Future Plans of Implementing Federated Learning
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8.3 SMOTE: Synthetic Minority Over-Sampling

Technique

In our research, the dataset that we used is quite imbalanced as it did not contain
equal numbers of COVID-19 Positive and Negative images. If the classification cate-
gories are not equally represented, the dataset is said to be unbalanced. Rather than
over-sampling using replacement, we suggest an over-sampling strategy in which
the minority class is over-sampled by providing ”synthetic” samples which is the
‘SMOTE’ algorithm. The amount of over-sampling is a parameter of this system.
By randomly deleting samples from the majority class population, the majority
class is under-sampled until the minority class reaches a quantity approximately
equal to the majority class. This will allow us to encounter varied degrees of under-
sampling, with the minority class having a better representation in the training set
at increasing degrees of under-sampling.
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