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Abstract

Bangladesh has been suffering a severe traffic congestion issue ever since it has been

on a high paced development roadmap. Researches regarding solving such traffic

issue has been in the talks but has never reached a proper conclusion and far from

implementation. It has slowly grown into a towering challenge to overcome. And

with an aim to topple that tower, we propose a 3 layer architecture to solve this

problem. The proposed model consists of object detection, speed measurement and

decision based on traffic flow. Using neural network object detection algorithms,

it will detect congestion and the speed of the congestion. Then, it will use fluid

dynamics based model to get the traffic flow, pass data between other signals and

provide correct traffic signals. All signals would interact with each other like hive

mind to maximize the traffic flow in any intersection. With the working model we

had at our hand, we ran rigorous experiments to check whether our model works or

not. Our results indicate that our model surpasses all other similarly implemented

models by a noticeably large margin.

Keywords: AITS, ITSC, Deep Learning, Image Recognition, Self-Adaptive Traffic

System, ATS, City Traffic, Fluid Dynamics, Numerical Simulation, Traffic Simula-

tion, Object detection, Optical Flow, Traffic Flow
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Chapter 1

Introduction

Traffic congestion is one of the biggest nightmares for any megacity. Our Dhaka city

is no exception to this as it still has manually regulated traffic systems because of

unplanned road design, weak infrastructure and also for reckless drivers who have

no regard for traffic regulations [15]. According to available statistics, Dhaka in-

habitants spend an average of 170 hours per year on the road, [19] resulting in a

staggering loss of BDT 1 million each day [13]. For this sole reason, modernizing

Bangladesh’s traffic management system has become an urgent need.

There have been numerous studies conducted on technologies such as IoT-based

cloud solutions.[14], [16], [19]. RFID-based vehicle detection, as well as V2I road-

side infrastructure that combines AI and big data. Considering Bangladesh has

many cars that are not equipped with contemporary technology, almost all of these

vehicles missing the smart characteristics that we want to establish an IoT-based

architecture. Which makes implementation of the highly effective, efficient but so-

phisticated much more difficult.[3], [21], [33], [37], [41], [43]

Thankfully, some effective research on forecasting short-term and long-term traf-

fic flow fluctuations using an image-based technique have been published.[34], [39].

Furthermore, anticipating traffic at least 5 to 10 signal cycles beforehand provides

the system with a solid perspective [35] of how the traffic should be managed and

allows the system to proactively modify the traffic signals. In addition, the system

may adjust the length of traffic signals based on traffic load.[5], [36]

This paper will go into detail on the approaches used, such as parametric and non-

parametric models. [36]. Non-parametric models can also be considered as a good

alternative options as recent strides in computational capabilities and data quan-

tity. We can now do several researches with not only Long Short Term Memory,

Recurrent Neural Networks, Convolutional Neural Network, Graph CNN but also
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faster computation with SVM, KNN, Bayesian Network Random forest [6], [7], [12],

[28], [33], [35], [40], [47], [48].

1.1 Research Problem

Traffic congestion causes huge mental pressure on people because it causes rush

among people[28]. Not to mention the amount of carbon emission occurring from

the vehicles since only a scarce amount of cars are hydrogen cell cars. If it is looked

at statistically, Bangladesh loses an unbelievable amount of resources due to the

traffic problem. Around 37 thousand Bangladeshi taka is lost and approximately 4

million profession working hours are being spent on the road[41]. So it can be implied

that, traffic congestions significantly damages our economy, health and environment.

In an approach to solve the problems, researchers went to various domains of sci-

entific discoveries to find which solutions could be implemented appropriately. One

such domain is the new emerging domain of machine learning and artificial intelli-

gence. They have noticed the possibility of integrating these technologies into these

issues, providing a new way to solve these scenarios [20], [21]. Additionally, a lot

more efforts and investments are already being made into this field in order to make

great strides in solving traffic congestion problems.

To put in simple terms, the traffic system that Bangladesh currently maintains

doesn’t deem to even be acceptable. The system is broken and unusable. We respect

all the traffic policemen for their contribution, but it simply isn’t in any shape to be

even recovered. It has a very heavy latency due to manual human intervention. Not

to mention the recurring miscommunication, and it is not even the start [15]. They

communicate with their counterparts on each intersection, but the overwhelming

traffic flow becomes infeasible for human interpretation [30]. In addition to that,

fatigue catches up to them quite easily due to rough environment and weather

conditions, and they lose motivation to conduct the traffic flow properly [28]. But if

we can imagine a big centralized AI controlling everything with end to end control,

we can easily avoid all the drawbacks we mentioned above. Of course, it is not just

traffic police that we are considering weakness. The city has heavy concentration

of vehicle, no strict rules, malfunctioning equipments are just to name a few [33].

Either way, we can safely assess that machine based solutions would perform the

greatest optimization for a scenario like this.
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1.1.1 Motivation

To the following issue, why can’t we adopt IoT-based alternatives? [11], [14], [27],

[29]? Bangladesh has about 3.4 million registered and 3 lacs unregistered cars, ac-

cording to the BRTA database.Almost all of these vehicles lack the necessary modern

technologies for an IoT-based solutions.[10], [37]. However, it is not viable to initi-

ate the process of modernizing automobiles by attaching IoT devices to them right

now. It would not only be an extraordinarily expensive infrastructure, but it will

also be highly unlikely given the country’s current status. [14]. As a result, an

immediate and efficient substitute approach is necessary. With all that in mind,

the question like which appropriate option to select for the best solution emerges.

Is this even possible to find remedies for Dhaka? Yes, considerable study has been

undertaken on this issue in order to select the most appropriate image-based so-

lution customized to the demands of each unique city in order to solve their own

set of traffic challenges.[4], [15], [21], [27], [30], [34], [39], Not only have academics

discovered several methods for analyzing urban flow of traffic, but some methods

have also been substantially deployed.[1], [2], [16].

A deep learning-based traffic state categorization approach based on our studied

articles is suggested to identify congestion problems at urban crossings. A popular

method is to depend on numerical data such as vehicle flow [40], [47]and speed.[40],

[47]. Furthermore, utilizing the YOLOv3,CNN, R-CNN,HOG, or SSD algorithms,

we can gather this sort of data from surveillance cameras. [22] [48] Afterwards, we

can either use them directly using an image-based deep learning method or trans-

form to formulation that can process numerical data. [12]. We discovered a hybrid

approach, that incorporates YOLOv5 with LK optical flow, to more accurately pin-

point the matter. [20], [25], [48]. Together, these two methods offer benefits in

data processing speed and accuracy. It moreover outperforms other object detec-

tion methods such as HOG, SSD, RCC, Fast R-CNN, Faster R-CNN.[21], [30], [35],

[48].

Whenever it comes to anticipating traffic status, [36]AI-based methods [31], [42]

can deliver the most precise prediction to a platform. However, a comparable but

IoT-based system has been deployed and investigated more on the traffic control

system in Bucharest’s congested metropolis.[36]. This study, on the other hand,

will show an updated version of a comparable model that will employ image-based

data rather than IoT-based devices. Algorithms such as the Lucas-Kanade (Lk)

optical approach, for example, can predict speed and anticipate movement of vehi-

cles. [21], [30], [48]. CNN, a deep learning-based model, produces the best results
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when there is a huge dataset. [46]. It is, in fact, frequently employed in traffic

speed prediction.[39] and traffic flow prediction[34].For these circumstances, a mod-

ified CNN with LSTM is also utilized [35]. This method is applicable among most

urban places, even though in this case, we will just address the traffic issue in Dhaka.

To be more specific, the article covers what we will use and analyze the obtained

data to enable for platform reconfiguration [38] for optimal traffic flow [19]. Accu-

rate forecasts in a complex system like urban traffic flow are a difficult undertak-

ing, especially when random disruptions from the environment are present[12], [26].

Moreover, in this example, meteorological circumstances have a role. [26]. We will

also work past these barriers to develop a strong self-adaptive traffic management

system.

1.1.2 Research Objectives

Automated traffic signal control, with optimized route suggestions and provide traffic

flow, is our main goal for this topic. We aim to apply an image based model with

the accuracy of the robust IoT based model. We set our standards to that level,

although achieving 15% of it is more than enough for our purposes. Likewise, we

also target to achieve this model by implementing a framework as simple as possible

so that the system can be implemented as easily as possible. Such high standards

may not be gained in this paper, but we will follow up with our works to see an end

to finally establish a practical and predictable mode. The key goals of our research

are-

1. To gain knowledge if ML-AI based models optimize traffic flow

2. To get insight into how object algorithm detects density

3. To build a smart ML based flow prediction algorithm

4. To judge the model’s performance based on the precision it provides

5. To compare it with flagship models to assess the practical usability of our

model

4



1.2 Thesis Orientation

The following chapters of the paper maintains the order as described below: Chapter

2 discusses literature review, the architecture we are looking for and similar in the

field and existing methodologies and gives a strong analysis of the topics and related

information that has relevance with our work. Chapter 3 presents the methodology

of our work which includes the workflow, proposed model and its details inner work-

ings. Chapter 4 is where we practically attempt to build and implement the model

and results of our findings, as well as compare them with similar models of the same

criteria. Finally, Chapter 5 contains the concluding notes of the thesis paper so far

and discusses future plans regarding the thesis.
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Chapter 2

Literature Review

Solving a complex traffic congestion problem like this is not easy. For this, we looked

into already existing researches regarding the topic. It turns out that approach to

solving traffic congestion is not a novel idea at all. To be precise, there has been at

least a thousand researches conducted solely optimizing traffic flow. Optimization

of traffic flow is not an easy feat, and we also don’t intend to do so. What we want

to achieve is a solution that Bangladesh can easily welcome. Automated solutions

are obviously our main goal but if that requires implementation of infeasible and

expensive infrastructure then it’s safe to say that such a research would go in vain

as the country cannot benefit from it too much. Therefore, IoT based solutions are

to be avoided to implement a feasible solution for the country that is image based

solutions.

To get started with our research, we started searching for documents in popular

site like Scopus, Google Scholar. We search for “Traffic Optimization”, “Intelligent

Traffic Control System”, “Smart Traffic Control”, “Image based Traffic Solution”.

We got a lot of researches and shortlisted to about 1200 documents. Now we went

into advanced filter where we searched for “Image Based Solution”. This helped

us narrowed down to 120 documents. Then we looked for traffic optimization and

traffic solution researches, narrowing down to 80 documents. We also had to remove

some of the false positives that included RFID/IoT/V2I infrastructure. With this

filtration, we managed to drop to 60 researches and article that we deemed worthy

of looking into for our research paper.

2.1 Intelligent Traffic System Control (ITSC)

Commonly used for traffic management, it mostly uses managetic detector and sig-

nal systems using loops [2]. These generally have the capability to control traffic

6



dynamically and optimize traffic flow. It intercepts traffic condition some signal

cycles ahead and directs the flow accordingly to avoid gridlocks. This system is an

integral part of smart city concepts [19]. Two important concepts are to be noted

here, SCOOT [2] system in Ontario and SCAT [1], both are ITSC concepts, based

on dynamic traffic coordination [37]. These systems are extremely competent in

getting accurate traffic flow.

2.2 Used Architecture

The feasible approach that we are planning to implement are more than capable to

solve the problem in our opinion. The approaches we will be following are brilliant

in their own respect field but they have never been used together in a single system.

The approaches we will considering are below:

We will use the following 3 layer architecture for our task that we think would more

than appropriate to have a go at providing optimal solution at our problem.

1. Object Detection Algorithm: The YOLO algorithm is one of the most

widely used object detection algorithm [20], [22], [48]. It uses backpropagation,

convolutional layer, CSP and spatial pyramid pooling for object detection.

YOLO was in action more than eight times [4], [6], [27], [47], [48], among our

literature review. So we can safely presume it to be the most formidable model

for object detection.

2. Optical Flow : Speed detection is a crucial part of our system and optical

flow seems the most comfortable choice. Mentioned 5 times in literature review

[18], [19], [45], [12], this model can use frame differencing to calculate global

speed of a group of traffic more specifically, congestion.[48].

3. Numerical Simulations Module : This module is used in coherence with

above two models to indicate the flow stream of traffic and suggest optimal

route. Using fluid dynamics, it approaches to solve the problem in mathemat-

ical order. [32].

7



2.3 Related Works

This section provides a detailed review of previously completed researches where

smart or intelligent traffic models have been implemented. To be precise, we are re-

viewing mostly image based data, but we also review RFID/IoT/V2I infrastructure

where we extracted and tried to bring up relevant information regarding the case

we are solving.

In the past few years, ordinary computers’ computing capabilities have risen dra-

matically, enabling developing and testing numerous RL and DL based algorithms

to handle traffic congestion problems [3], [7]. The first entirely self traffic signal uses

a Q-estimation network to dynamically learn how to control-based on the Cerebellar

Model Articulation Controller (CMAC). [6]. Silva et al. and Oliveira et al. [49] also

presented a context detector in combination with RL. [8].

Nevertheless, in the last 20 years, artificial intelligence and machine learning have

been explored extensively in the domain of traffic light management. [31], [36], [37],

[42], [44]. Mikami et al. introduced a distributed reinforcement learning system

that employs a genetic algorithm, popularly known as the Q-algorithm, to properly

improve a system’s traffic flow. [3]. Later, empirical correlations based on fuzzy

logic and neural networks, such as Bingham’s projected RL for parameter search,

were demonstrated. [4], Choy’s RL-based adaptive large-area cooperative system

[5]. Nevertheless, because processing capacity was insufficient to do such tasks, the

majority of these preliminary works were limited to theoretical fields.

Depending on these studies, a Hybrid Petri Net model [36] was developed that relied

on traffic-dependent phase lighting. Through a control architecture, this was accom-

plished at a reactive level in Bucharest. [28], [34]. In a number of publications, the

topic of smart cities with ITSC integration was also discussed.

Using deep learning approaches [31], [43], the study states [36] an upgraded version

of the presently used ITSC systems that can forecast traffic circumstances 5-10 sig-

nal cycles ahead of time and dynamically change the signal light.

This system is critical to our work since we will be working on producing an opti-

mized version of the recommended architecture with help for overcoming our coun-

try’s technical shortcomings.
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Chapter 3

Methodology

The focus of this research is to develop an entirely automated traffic management

system. To do our tasks efficiently, we must first obtain photographs from surveil-

lance systems. To execute out this task, we must first collect raw picture data and

label it into various train and test sets, after which we would train our suggested

model using the train set.Likewise, we inject photos into our algorithms and test

them with real-world data to ensure the correctness of the projected traffic flow.

Ultimately, we compare its precision to that of other systems in order to determine

the best one. Figure 1 depicts a high-level overview of the entire process.

This research aims to present a deep learning based AI model that can detect con-

gestion and the motion of it, and can predict its next destination. To achieve this,

first we need raw image data that we can use to build our neural network model. We

will need a properly labeled dataset and, using the train set, we will train the model.

Then using motion detection algorithm we will prepare it for the prediction part. To

easily describe our works, we have divided the whole process into 5 sections. These

are:

1. Dataset Collection: Due to the ongoing pandemic, we couldn’t collect first

hand or primary data. Thus, we had to settle for secondary data collected

from the internet. We will utilize this dataset to train our model and run

further validation.

2. Data Pre-Processing: In this step, we prepared the dataset for our use by

applying some color filter, cropping and other modifications which we assume

will increase the accuracy of tests.

3. Training the Object Detection Model: In this phase, we will train and

test the object detection model, which will be later used for congestion detec-

tion.
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Figure 3.1: Workflow diagram of the proposed model

10



4. Adding Flow Detection: Here, we use the optical flow model to detect the

traffic flow, which will help us detect the congestion.

5. Add the optimization module: In this stage, we add a LWR traffic flow

model

6. Run Experiments and Comparisons: In this stage, we run our model in

parallel with other image based AI models and leverage the capabilities of our

model with others.

3.1 Data Collection

For simulating our ITS, we need data for two of our models. Firstly, to train the

object detection model. Secondly, to test the ITS simulation. These two datasets

are discussed briefly below.

3.1.1 Object Detection Data

Since we are working to solve a problem regarding the traffic scenario of Bangladesh,

commonly used datasets of images or traffic couldn’t be used as they were providing

incorrect result most of the time. Thus, we had to look deeper to find dataset col-

lected by our countrymen. We collected a dataset that was uploaded by faculties of

Green University. This dataset contained images of city traffic in various locations

inside the Dhaka division. This particular dataset contained 3503 distinct labeled

images of vehicles in various areas of Dhaka city. This is a labelled dataset that

contains 21 labels which indicates the vehicle type. The images were labeled using

.xml format, which is not suitable for use with YOLOv5[49]. Thus, we had to change

the label files to .txt format using an online tool called Roboflow. Following is a

brief overview of the dataset original dataset:

Table 3.1: Dataset Summary

Number Of Classes Total Images Train Set Test Set
21 3503 3303 200

3.1.2 Traffic Simulation Data

After implementing our proper model, we need some video data to evaluate the

performance of our model. Our goal is to at least reach the accuracy of the IoT
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models already in existence. For this module, we decided to collect first-hand data

by going to several over bridges of Dhaka city and recording 4 sided footage. Since

over bridges are usually close to an intersection, it represents a more suitable po-

sition of where actual CCTV cameras would be. We opted for video data for this

phase, since we will only be doing inferencing to check the accuracy of our model.

Following is a brief overview of our collected dataset.

Table 3.2: Collected Data For Inferencing

Videos Total Video Size(GB) Compressed Size(GB) FPS
8 10 1.1 24

3.2 Data Preprocessing

Since this is a dataset collected from the internet, a lot of changes had to be made

in order to properly suit with our needs for the proposed system. Also, the dataset

require some standard preprocessing anyway due to a lot of noisy or unusable images.

The following preprocessing tasks were performed to prepare the data for an optimal

condition.

1. Cropping and Resizing: The images were captured with either camera or

smartphone, the framing of which does not match with CCTV format. Since

our goal is applying this model for surveillance systems, we cropped and resized

the image to appropriate format, removing unnecessary parts, only keeping the

road in focus.

2. Desaturating the Images: Most surveillance cameras use monochrome color

format. Especially if it used infrared. Thus, to match the dataset closer to our

expected inferencing data, we desaturated (turned monochrome) those images

that were RGB.

3. Adding Noise: To match CCTV image, we added slight amount of noise

which represent the color and footage type of surveillance systems.

4. Re-Annotating the Images: Since we cropped the images for more focused

and narrow field of view, we had to re-annotate some images.

5. Converting to Text Files: The bounding box information was recorded in

.xml files. To use with YOLOv5, we needed to convert it to .txt file. For

12



this we used the same online tool, Roboflow, that we also used for our image

manipulation in the above steps.

6. Removing Labels During Annotation: Instead of keeping all 21 labels,

we narrowed it down to only 1. Since our goal is vehicle identification, we just

used only 1 label, “vehicle”, which will increase the F1-Score of the model.

This we further discussed in the Implementation section.

As we can see some preprocessing steps might require us to remove some images

which don’t provide required information for the model and may decrease the ac-

curacy of the model, after these preprocessing steps our dataset now looks like the

following:

Table 3.3: Dataset Summary

Number Of Classes Total Images Train Set Test Set
1 2912 2912 0

Here is the data preprocessing steps shown on a sample image:

Figure 3.2: Preprocessing Steps Example
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Although we chose the whole dataset for our training, we decided to collect primary

data later on for the cross validation and inferential statistics.

3.3 Model Architecture

Having a labeled dataset in our hand, we can start training the model through

supervised classification. First, we used the benchmark dataset, Coco128, to see

how well the model performs. As expected, the inference wasn’t accurate enough.

Thus, we proceeded with the baseline model and trained it with our dataset. We

trained the model on several parameters to get the maximum precision possible.

Our constructed model are being discussed below:

1. Object Detection Layer: First we need to detect congestion on the road

before proceeding further with motion detection and congestion prediction.

For this, we used YOLOv5 for vehicle detection. Based on the intensity of the

Figure 3.3: Yolov5 Inferencing Steps

detected vehicle, the model decides whether there is congestion on the road or

not.
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2. Flow Detection Layer: If there is congestion, the model then proceeds to

detect motion of the vehicle (ultimately the whole congestion). This layer is

built using a modified LK Optical Flow model. This can detect vehicle motion

by frame differencing and interpolation of pixels. The mathematical formula

that is working in LK Optical [23]:

ft,t−k = [u v 0]T (3.1)

Additionally, to determine the swarm success rate, we need the summation

of all the vehicles bodies moving in a single frame. Thus, we can get the

macroscopic flow of the traffic using the following formulation:

SR =
1

N

N∑
i=1

(FMi > TFM) (3.2)

[23]

3. Numerical Simulation Model: For this layer, we will be using the LWR

model. The LWR model used the fluid dynamics approach to describe traffic

flow in a single road[17]. This scalar hyperbolic conservation law can predict

the flow of the traffic. More described below.

3.3.1 Global Speed Detection Algorithm

To detect global speed, we will a use a modified LK Optical Flow algorithm. For

that, we will use an algorithm with YOLOv5. There are 2 reasons for choosing this.

First, the ease of implementation. We do not have to work on another sophisticated

deep learning network. Also, implementing the algorithm is much more convenient

for us.

Given the ROI and YOLOv5 optimally detects all the vehicles to an acceptable per-

centage, we can safely assume with the algorithm above we can detect the speed of

the vehicles. The above algorithm is basically a simplified algorithm of the following

equation [23]:

f(x, y, t = f(x+ dx, y + dy, t+ dt) (3.3)
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Global Speed Detection Algorithm [23]
1. Using LK Optical Flow method, we can differentiate the
frame’s from first frame to the next (from πtoπ + 1). Using the similar function,
we can denote as πr from the position of π + 1.

for i = 1; i ≤ n; i++
do
if d = |π − πr| < Td
then:
retain pi
else:
discard pi

# construct a coordinate, computing θ with respect to π → π + 1
if 90 ≤ 0 ≤ 140,
then:
reserve corner point
else:
discard corner point

done:
# Compute mean value of N frame speed as global vehicle speed V

3.4 Fluid Dynamics Approach

3.4.1 Mathematical Formulation

The LWR model is a widely praised, popular model for traffic flow simulation. It is

based on fluid dynamics approach where it defines the relation between density(k),

flow(q) and local speed, V , of a single road. The formulation is as follows[17]:
δρ
δt
+ δq

δx
= 0

ρ (x, t = 0) = ρ0 (x)
(3.4)

Here, ρ ϵ [0, ρmax] defines the density at place and x and time t, max indicating

maximum possible density. Moreover, q also represents the vehicles flux (number of

vehicles across a point in a unit time). We can calculate flux using:

q(ρ) = ρv (3.5)

v referring to average speed of vehicles

Assuming vehicle speeds get adjusted depending on surrounding conditions, we can

formulate v as following:
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v (ρ) =

(
1− ρ

ρmax

)
(3.6)

vmax represents maximum speed where ρ approaches 0

Therefore, the model approaches to define an initial-value problem (Riemann Prob-

lem), ρL, forx ≤ x0

ρR, forx > x0

(3.7)

3.4.2 Computational Functions

Described in Erwin B Setiawan et al., [23] considering the finite volume method for

solving the LWR, they formulated the stability of the numerical solution using the

following, cite49, cite52

δt ≤ minj=1,...,M
δx

|1− ρnj
ρmax

|vmaxρnj
(3.8)

The probable solutions can be mapped in the following table, the Riemann solution

for the LWR model[17],

Table 3.4: Riemann Solution Mapping

Case Structure Of The Solution ρ
n+1/2
j+1/2

ρnj ≥ ρnj & ρnj < ρmax/2 Rarefaction wave heading to the right ρnj

ρnj ≥ ρmax/2 & ρnj+1 ≤ ρmax/2 Rarefaction wave heading to the left ρmax/2

ρnj ≥ ρnj+1 & ρnj+1 ≥ ρmax/2 Rarefaction wave to both direction ρnj+1

ρnj < ρnj+1 & ρnj + ρnj+1 ≤ ρmax Shock wave heading to the right ρnj

ρnj < ρnj+1 & ρnj + ρnj+1 > ρmax Shock wave heading to the left ρnj+1

These 3 modules are key part of our traffic simulation system. Since we solely are

relying on the architecture at hand, we strongly assert that the system we are aiming

for will not only be highly modular but also provide significant results in various

tech stack prepared for real time traffic simulation and intelligent traffic systems[9].
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Chapter 4

Implementation and Results

So far, we have discussed how the model works theoretically and approaches that

should be taken into account to get optimal results. In this section, we proceed

to implement the models practically to build the actual ITS with self adaptive re

correction capabilities. We will try to some extent to mimic the behavior, however

we won’t approach to completely build the model as it is not possible given the

resources we had at hand during these implementations.

4.1 Implementation Roadmap of Proposed Mod-

els

In this section, we describe how we implemented the proposed ITS to some ex-

tent using popular object detection libraries and other python libraries such as

PyTorch. We have discussed our implementations methods below. image model

training python libraries, PyTorch and Keras. We lay out our roadmap for imple-

menting the model below.

1. Object Detection Layer Construction: For this part of the model, we

used a popular object detection model called YOLOv5 and trained it on the

dataset described in section 3.1.1. We will use online notebooks because of

their high GPU capabilities. We will train our model for a certain epoch till

we get an acceptable accuracy to proceed to our next module[48].

2. Flow Detection Layer Selection: We chose a modified version of the LK

Optical Flow model[21] to detect the congestion. For congestion detection we

need to learn the traffic flow[19],[38], to learn whether the traffic is moving or

not. LK optical flow will be used to detect that traffic flow.

3. Numerical Simulation Of Traffic Flow: To identify the relation between

flow, density, local speed we will use LWR Traffic Flow model.[17] By using the
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finite method for the model that we formulated and described in this section

3.4.2, we can an estimated simulation of traffic and implement the prediction

model.[24]

4.2 Object Detection Layer

The first module for our Self Adaptive Intelligent Traffic System is to detect vehicles

on the road, as well as the number of cars. This detection will help us find out the

number of vehicles as well as the density of the vehicles using the ROI approach.

Using the dataset (section 3.1.1, we started training our YOLOv5 model, which is

based on a sophisticated Neural Network design.[25]

4.2.1 Training The Object Detection Model

Our goal for this training was to achieve at least 80% detection rate in detecting

vehicles of Dhaka City streets from grainy/noisy footage. We obtained the following

results on varied epochs. We have laid down our test parameters below, as well as

the achieved. Before starting the test, we chose a pre-trained YOLOv5 large model

which is trained on COCO128, instead of starting from scratch.

Following are the parameters of our Object Detection Model training

train.py --img 640 --batch 16 --epochs 100 --data data.yaml

--weights yolov5l.pt --project vehicle-detection-yolov5 --save-period 10

It took us approximately 6 hours to complete all 100 epochs. We logged our data

using an online tool, and kept track of the results that we were getting.

The summary of our achieved results are described in the table below 4.2:

Table 4.1: Training Set Results

No. Of Epochs mAP Recall Precision Training Loss
20 75.2% 72.02% 86% 2%
50 80.65% 70.80% 85.92% 1.8%
100 82.11% 73.99% 86.73% 1.8%

A graphical overview of the achieved results are shown in following:

19



Table 4.2: Validation Set Results

No. Of Epochs mAP Recall Precision
20 70.2% 72.02% 83.33%
50 81.65% 76.80% 85.92%
100 82.11% 74.99% 86.73%

Figure 4.1: Training Precision

Figure 4.2: Training Recall
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Figure 4.3: Validation Loss

Figure 4.4: Mean Average Precision
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After the 100th epoch, we saw a sudden and unexpected drop in accuracy for the next

few epochs. But after that the graph stabilized. But we didn’t see any better results

than the 100th epoch provided. After 10 more epochs, we noticed the validation

loss gradient was 0. Meaning, the model wasn’t improving any more and after 10

more epochs we noticed an increase in the validation loss graph, indicating that the

model has started to overfit. Thus, we proceeded with the model that we received

after 100th epoch, which we deem has the best accuracy of 82.11%. The precision

gradient over time can be seen in 4.4.

Of course, providing additional data would most certainly improve the F1-score.

However, we didn’t bother to invest any more of our time for this layer, as greater

than 80% is satisfactory for our purpose.

4.2.2 Inferencing and Results

After training, we set on to collect some new data for inferencing and checking if the

model provides sufficient detection as we need. It turns out that the trained model

works as we planned. We modified the YOLOv5’s detect.py file slightly. We added

the code for ROI and vehicle counting and outputting the values in a file for further

use. An example of inferencing working properly using video footage is shown in

figure 4.5.

Figure 4.5: Inferencing Results of Trained Model
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4.3 Optical Flow Layer

In combination with YOLOv5, LK Optical flow can provide the global speed of ve-

hicles using frame differentiation, It can be more clearly seen in the figure below:

Figure 4.6: Inferencing Results of Trained Model

Using this algorithm along with YOLOv5, we can run some inferencing on our col-

lected dataset, the results are described in comparison with a previous test in table

4.3 we get the demonstration of our achieved results in the figure 4.6.

Table 4.3: Optical Flow Accuracy

Method Detection Accuracy Detection Time Speed Accuracy
Faster R-CNN 81.25% 233ms 85.5%

YOLOv5 82.38% 184ms 86.3%

Visibly, we can detect a vehicle’s speed from this data and send this data to Numer-

ical Simulations Layer for further actions. Since, the LWR model requires density

and local speed, we have all the necessary data to get an estimated simulation and

gather prediction data.
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4.4 Numerical Simulations Layer

With the initial problem given Riemann problem, defined in 3.4.2, the convergence

of finite volume method for solving LWR model, we can calculate the norm error

values from the formulation provided by Erwin B. Setiwan et al., where L2 is the

error ratios,

||ρ(x, t)− ρexact(x, t)||L2 = (

∫ l

0

[ρ (x, t)− ρexact (x, t)]
2 dx) (4.1)

The benefit of calculating the L2 norm values is that we can get an estimation of

errors before hand. By calculating the error we can adjust the offset of our model.

This will widely vary based on the results the previous 2 layers provide.

4.4.1 Test Results

In this first test, we try to simulate the traffic light triggered shock wave. We took

data from our first video (following is a snapshot of the image) where we estimated

the road length to be approximately 150 m. Globally we consider x = 0 m and cars

are coming from 150 m. Since the road is empty, the traffic light is currently at red.

From the data, we found ρmax = 0.25v/m vmax = 30km/h. Vehicle density is

calculated by calculating the area from the ROI. Now we have ρL, ρR. Therefore,

we can use the following formulation to get an estimated simulation.[17]ρL, if(x− x0)/t < cs

ρR, if(x− x0)/t > cs
(4.2)

Here. cs = [q(ρL)− q(ρR)]/(ρL − ρR)

If we run this consecutively for our test dataset, we can see how the traffic signals

work during different traffic load. Based on the achieved ration, the traffic lights

will act accordingly to adjust traffic flow.
ρL, if(x− x0)/t < λ(ρL)

1
2
ρmax(1− x−x0

vmaxt
), ifλ(ρL) < (x− x0)/t < λ(ρL)

ρR, if(x− x0)/t > λ(ρL)

(4.3)

Here, λ(ρ) = (1− 2ρ/ρmax)vmax
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We have recorded our test results in table 4.4:

Table 4.4: L2 norm values

M ||ρnum − ρexact||2L Ratio
20 0.135 -
40 0.100 0.36
80 0.903 0.48
100 0.711 0.56

In the figure 4.7, we have tried to show a simplified version of our recorded results.

We have used the finite volume method against the exact solution. As you can notice

in the figure that it varies significantly when shock waves and rarefaction waves are

registered.

Figure 4.7: Testing Final Volume Method Against Exact Solution

These results are a numeric representation of what we would call congestion and

flow. Of course, it does not seem as intuitive at first glance because it is solely

purposed for machines to operate on this data. Additionally, we will have a closer

look at how the traffic light simulation will work in the next section.

4.5 Traffic Light Simulation

If we were to theoretically explain how the light simulation works, we first assume

a scenario in a single lane road where initial density is ρ0, approaching the traffic

light, the cars stop. gradually over time, we see an increasing number of cars, and
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our YOLOv5 model signals that it detects congestion because the vehicle numbers

have passed a certain value. First, let us define the initial variables in table 4.5,

Table 4.5: Simulation Parameters

Variable Parameter
l Length of computation domain
ρl Vehicles flux

vmax Max Speed
vR Vehicle Speed
ρ0 Initial Density

ρmax Max Density
δt Time Step
δx Cell Size

Assume a hypothetical sceniario such as the figue 4.8At ρ0, we have our traffic signal

giving red. Because our object detection layer is not detecting any congestion. As

time passes, ρ0 → ρmax, our object detector model wakes up the optical flow model

for a scan. Now, if the cars are to flow at a given satisfactory speed, it is safe to

assume that the pile up hasn’t occurred yet. However, given, the optical flow layer

detects low speed, meaning vr = 0 , then the numerical simulations model will be

triggered.

Figure 4.8: Testing Final Volume Method Against Exact Solution

With the trigger of the numerical simulation model, it gathers the real time data

from other traffic around it. If the other lights have been dormant for a while, it

seeks for the latest data. With the data collected, the simulation model can simulate

traffic flow and seek for vR = vmax and ρmax → ρ0.

We can expand this problem to more than one traffic light without any major com-

plications. These traffic lights can communicate with each other and will try to find
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out the most optimal route for each case. No, traffic light will show green at the

same time because, it will only react to the lane with maximum flow.
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Chapter 5

Conclusion

Excessive congestion is not uncommon in countries such as Bangladesh, which has

a massive community and a great amount of automobiles. Road congestion not just

causes financial loss, but it also has a detrimental influence on human health and

wastes a huge amount of resources. Under such conditions, implementing an adap-

tive intelligent traffic system for handling this problem would be a huge ’quality of

life’ benefit for all metropolitan residents. Another important issue is that increased

computer capacity has permitted the creation of a plethora of AI-based models that

can already execute at a significantly quicker rate. Undoubtedly, AI-based deep

learning techniques have made significant progress in tackling such types of complex

challenges. Even with that in mind, this research article outlines our endeavor to

create a self-adaptive ITSC system that can regulate traffic intelligently based on

estimates of traffic conditions in the nearish term. As a consequence, it can control

traffic by delivering the appropriate set of instructions via traffic signals and giv-

ing precedence to crowded lanes. Finally, we compare different AI-based methods

with statistics-based approaches in an attempt to discover the best model for our

proposed model.

5.1 Future Works

In the future, we plan to extend our work by implementing a centralized AI model,

preferably based on Deep learning network that can take instantaneous decision

based on the data that the traffic lights are providing which are based on numerical

simulations. We have looked at such models and also found some interest in Google’s

graph neural network technology suggested by our faculty. Such a robust system

can be applicable anywhere, in any infrastructure, and can later be swapped with

smart city features if required. We plan to extend our dataset and realm of testing

to make our already established plan more robust, as well as centralized AI hive

mind technology to predict and optimize traffic flow in the whole city.
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