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Abstract

Environment consists of nature and surroundings where all living beings co-exist.
Harming the environment will in turn harm all living and non-living things alike.
One of the major concerns of environment pollution is air pollution, which affects
human health, vegetation and aquatic life. However, in developing countries like
Bangladesh, air pollution is not considered a major issue. It is mostly caused by
the release of harmful gases into the atmosphere. Our goal is to develop a model
using machine learning which will determine the level of air pollution in a particular
area, detect elements which cause air pollution and predict future pollution level.
Algorithms such as Linear Regression, Facebook Prophet, RNN and ARIMA models
have been used throughout the course of this study. From RNN we have used LSTM
model for prediction which uses special units as well as standard units. With these
models we have predicted the pollutant emission rate for analyzing the area-wise
pollution rate. We have used different type of algorithms to successfully get the
optimum result and to get the final result with less error. This will help to analyze
the overall air pollution condition which will help to take necessary steps accordingly.

Keywords: Environment, Air Pollution, Pollutants, Machine Learning, Linear Re-
gression, Facebook Prophet, RNN, LSTM, ARIMA
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Chapter 1

Introduction

1.1 Overview

The presence of harmful substances in the atmosphere, emitted by both natural and
human sources is known as air pollution. A country is required to have 25% area
of forest to produce oxygen, which is essential for life. However, the total area of
forests in Bangladesh has been reduced to 7-9% [12]. This has affected the quality
of air in Bangladesh. According to the 2019 World Air Quality Report, Bangladesh
has been found to have the worst air quality and its capital city, Dhaka, has the
second-worst air quality among capital cities. The rapid growth of industrialization,
private transportation, and deforestation are the major factors that contribute to an
increase in the level of harmful particles in the air. The government of Bangladesh
is encouraging the people not to cut trees unnecessarily as we all know trees play
a key role to produce oxygen. Bangladesh is the 9th most populous country with
a population of over 10 million. The Air Quality Index (AQI) by U.S Embassy in
Bangladesh states that Bangladesh falls in the ‘Very Unhealthy’ level (285) in the
charter of health concern, so it is very certain that people of Bangladesh face various
kinds of heart and lungs disease because of the air pollution. It is a health warning
that the entire population can be affected. So, in this study, we are working to
create a model to predict the level of pollutants in the air by the year 2030. The
model will use various datasets to obtain a high accuracy prediction that should
help people to take necessary actions to prevent air pollution.

1.2 Research Objectives

One of the major dilemmas in modern times is air pollution. Air is important for all
living beings including plants, animals, and other organisms. According to World
Air Quality, Bangladesh is considered to have the most polluted air in terms of living
for humans [21]. Average human lifespan has become 1.8 years shorter because of
air pollution [19]. The atmosphere keeps the Earth at a habitable temperature for
people to live. But due to air pollution, our ecosystem is facing dramatic change.
Air pollution is the main cause of climate change which also leads to an increase
in temperature. As the temperature increases, the glaciers melt causing the sea
level to rise. There are six pollutants which are the main cause of air pollution,
and those are carbon monoxide, nitrogen dioxide, sulfur dioxide, ozone, particulate
matter, and lead. Air pollution damages the lungs, liver, kidneys, as well as causes



lung cancer, heart disease, and respiratory diseases. Thus, air pollution poses a
deadly threat. The awareness of the dangers of air pollution is not widespread in
Bangladesh. The motive behind this paper is to make people conscious of the effects
of air pollution with proper knowledge and proof. When more people are aware of
the risks, change is bound to happen. Our aim is to predict the level of pollutants in
the air for different areas with the highest accuracy. For that, we have used machine
learning algorithms such as Time series, linear regression method. If people are
aware of the prediction of air pollution level of certain areas, they might consider
staying away from those areas. This will lower the number of people affected due
to air pollution. Moreover, seeing the prediction level, laws and regulations can be
implemented which will regulate the amount of pollutants released in the air. In
this way, we can help improve the air quality.

1.3 Problem Statement

Air pollution is a major concern which results in the loss of life. It is not possible to
explain the level of damage due to air pollution. Air pollution is harmful for human
health. It leads to respiratory and cardiovascular diseases as well as lung damage.
A study by Pope III, C., [1] has shown that long-term exposure to fine particulate
in the air leads to higher risks of both cardiopulmonary and lung cancer mortality.
Presence of a pollutant such as PM2.5 increased the risk of cardiopulmonary and
lung cancer mortality by a huge margin. Follow-up study claimed that the number
of deaths tripled. Further studies by Andersen, Z., Hvidberg, M., Jensen, S., Ketzel,
M., Loft, S., Sgrensen, M., Tjgnneland, A., Overvad, K. and Raaschou-Nielsen, O.,
[3] claim that exposure to NO2 and NOx in the air for more than thirty-five years lead
to a rise in chronic obstructive pulmonary disease (COPD), especially in patients
diagnosed with diabetes and asthma. In countries like Bangladesh, air pollution is
caused by burning of fossil fuels, emission of harmful gases from factories and exhaust
from vehicles. According to a study by Dasgupta, S., Huq, M., Khaliquzzaman, M.,
Pandey, K. and Wheeler, D., [2], young children and women from lower income
households suffer from prolonged exposure to air pollution than men and women
from higher income households with more education. This is due to household
pollution caused by primitive cooking methods and lack of proper ventilation in
lower income households. In this paper, machine learning algorithms such as linear
regression and time series forecasting have been used to determine the level of air
pollution.



Chapter 2

Related Work

To measure the extent of pollution we use machine learning and deep learning al-
gorithms. We looked at existing research and found a lot of study has been carried
out in this sector.

Rubal and Kumar, D., [14] have proposed a hybrid technique in order to predict
pollutants in the air. This technique is the combination of differential evolution and
random forest method. This proposed technique surpasses the more commonly used
methods with higher area under curve, higher success index, higher accuracy, lower
cost as well as higher correlation . The accuracy is 80%.

Siwek, K. and Osowski, S., [9] have used algoritms such as genetic and stepwise fit
selection feature. They compared the outputs with the outputs of correlation of
single feature. The experiment showed that using the two algorithms together had
a higher accuracy of prediction. However, correlation of the single feature led to
much lower level of accuracy.

Castelli, M., Clemente, F., Popovi“c, A., Silva, S., and Vanneschi, L. [17] have
created an Support Vector Regression (SVR) model which is a variant of Support
Vector Machines (SVMs), to predict the extent of pollutants so as to predict the Air
Quality Index (AQI). The accuracy was 94.1%.

Azar, A., Elshazly, H., Hassanien, A., Elkorany, A., [5] proposed a hybrid system
which combines the feature selection phase with the classification phase. The feature
selection phase is made up of the Genetic Algorithm method while the classification
phase uses the Random Forest method. This hybrid model obtained 92.2% accuracy.
Shakerkhatibi et al., 2015 [8], in their paper used Artificial Neural Network and
Conditional Logistic Regression in order to demonstrate the relationship between
polluted air and cardiorespiratory diseases. Hospital admission data and air quality
data were analyzed using ANN and LR which showed a notable connection between
the two. The study showed that exposure to nitrogen oxides lead to cardiovascular
diseases while exposure to particulate matter causes respiratory infections. The
results of LR and ANN were compared which showed ANN gave better predictions.
Azid et al., 2014, [6] Principal Component Analysis (PCA) and Artificial Neural
Network (ANN) to predict the level of air pollution. They used PCA to pinpoint
the place of origin of the major air pollutants. A combination of PCA and ANN
was created to predict the air pollution level. PCA-ANN produced better results
than PCA.

Zhao et al., 2018 [16], in their paper, used Recurrent Neural Network (RNN), Ran-
dom Forest (RF) and Support vector machines (SVM) to predict Air Quality Classi-



fication (AQC). They proposed building a better prediction model called RNN-AQC.
As the RNN-AQC name suggests, they used RNN to measure AQC. RNN was se-
lected as it can work on non-linear data resolving sequential problems. AQC was
used instead of more commonly used AQI as AQC helps to determine the level of in-
tensity of air pollution. The proposed RNN-AQC model produced a higher accuracy
compared to SVM and RF.

The k-nearest neighbors (KNN) algorithm is a supervised machine learning algo-
rithm which was used by Saad et al., 2017 [10] to measure the level of indoor air
pollutants. Indoor air pollution is caused by tobacco smoke, cooking oil and other
household cleaning products. Indoor air quality data was collected on which data
preprocessing and feature selection was carried out before it was used as the input
for the classification. The KNN model scored an accuracy of 97%.

Heydari, A., Nezhad, M. M., Garcia, D. A., Keynia, F., and De Santoli, L. [20]
proposed a new hybrid intelligent model based on Mutual Information (MI), Elman
neural network (ENN), long short-term memory (LSTM) and multi-verse optimiza-
tion algorithm (MVO) that has been used to predict air pollution. The study shows
that they used time series algorithm to predict which model performs well. The
result of MI, LSTM, MVO gave better prediction.

Yeganeh, B., Motlagh, M. S. P., Rashidi, Y., and Kamalan, H. [4] used support
vector machine (SVM) for the prediction and partial least square (PLS) for data
selection tool for their dataset. The data had multiple parameters such as air pres-
sure, temperature, wind speed, direction and air humidity. The results they got had
good accuracy for both of the methods but shows even better accuracy for hybrid
PLS-SVM.

In this article, Aditya C, Chandana R Deshmukh, Nayana D K, Praveen Gandhi
Vidyavastu [11] explain how PM2.5 has affected our health. They explain how it
plays an important role in the pollutant index because it will be a major concern
for human health if its level arises. Dan Wai has applied Naive Bayes classification
and support vector machine algorithms (SVM) to ensure the highest accuracy in
predicting the air condition in Beijing city. The main objective of their system was
to measure the PM2.5 levels and make predictions on a particular date. They use
Logistic regression to confirm if the sample is clean or not and they predict the
future PM2.5 value using autoregression. Their dataset contains six futures and
they are Temperature, Wind speed, Dew point, Pressure, PM2.5 Concentration,
Result (data sample is classified either to be polluted or not polluted). They have
found out that logistic regression is best fitted for their system. Moreover, they have
acquired 0.998859 and 0.000612 for mean accuracy and standard deviation accuracy.
To get this result they use autoregression on their time-series dataset and predict
7 days prior PM2.5 value. As a result, they come to the conclusion that logistic
regression and autoregression both can be efficiently used to detect the quality of
air and predict the level of PM2.5 in the future.

The issues of linear regression were explained in details in the article by Kerckhoffs,
et al. In their article, they tell us that linear regression expected three linearities
of predictor and they are potential interactions, pollution relationships, and using
predictors which show vast correlation therefore may not identify the optimal model.
Likewise, they expressed that neural networksl1, irregular forests12, and other ma-
chine learning techniques offer prospects to make methods for pollutants of air by
learning the basic connections in a train set, with no predefined constrictions. In



this article, the studied and looked at modeling techniques which are 11 in numbers
for foreseeing spatiotemporal flexibility of PM 2.5 fixations in the course of rapidly
spreading forest fire occasions and discovered that Random Forest, General Boost-
ing, and SVM performed in a way that is better than linear regression modeling.
However, Van den Bossche et al referenced in their article that to make black carbon
LUR model observing project there are no critical differences between LASSO, lin-
ear regression, and SVR. They likewise analyzed a lot bigger number of algorithms
and the various discoveries in their examination for short-term training data and
to some degree conflicting discoveries in past studies foreclose the judgment on the
empirical performance of models.

The findings above helped us understand how drastic the air is changing due to
pollution and its effect on human health. Also, it encourages us to build our own
model and a suitable dataset which will help us to understand the change in air
particles and the effect it will have in our future.



Chapter 3

Methodology

We have selected a dataset containing values of different harmful gases and AQI
values of different cities in India from 2015 to 2020. We will use this dataset to run
our models for calculation and prediction. We will use the following algorithms for
our prediction:

e Facebook Prophet
e Linear Regression
e RNN (LSTM)

e ARIMA

3.1 Facebook Prophet

We have used Facebook Prophet algorithm for time series forecasting. It uses Stan
for optimization to fit a non-linear additive model and generating uncertainty inter-
val [18]. Many linear and non-linear functions are used as parts in Prophet. It is an
additive regression model. We need to find,

y(t) =g(t) +s(t) + h(t) + & (3.1)

where, piece-wise linear or logistic growth curve is denoted by ¢(t), periodic changes
and holidays effects are denoted by s(t) and h(t) accordingly, error terms denoted
by €;. The logistic growth model is fit using the following statistical equation,

C

= o (3.2)

g(t)

Where, carry capacity, growth rate, offset parameter is denoted by C, K and M
accordingly. Using the following statistical equations Piece-wise linear model is
fitted,

_{ Bo+ B z<ec
v Bo—PBec+ (Br+P2)z x>c

By the following function Seasonal effects s(t) are approximated,

(3.3)



Z (an cos <2mt> + by sin (27;”)) (3.4)

The period is denoted by P and we need to estimate the Parameters such as aq, by
for seasonality modelling.

Stat —— Data Collection ———— > Data Preprocessing ——— = Testing Set ——

Fit data for prediction and Perfo_rm (_ZFOSS
select interval width Validation

i — |

Setseasonalityand .\ yalize prediction Evaluate
holidays Result -

Training Set ——>

l

bad good
score - score Final Prediction
Decision
Sequence

End

Figure 3.1: Workflow Diagram of Facebook Prophet

3.2 Linear Regression

Linear regression is a supervised machine learning algorithm using which we can
determine the independent and dependent variables. The dependent variable is x
which is plotted on the x-axis and the independent variable is y which is plotted on
the y-axis. It demonstrates a relationship between the dependent and independent
variables using the line of best fit. Regression analysis technique can be used to
predict the concentration of different elements in the environment. The formula for
linear regression can be expressed as:

J =B+ Bix (3.5)

Here, the y-intercept is denoted as 30 and the slope is denoted as 31.

This algorithm is used to find out the value of y based on the given value of x, using
the linear regression equation. However, there is bound to be some error. So, we
construct a line of best fit in order to minimize the error. We can calculate the error
using the formula:

€ =Y — i (3.6)
where, y; = actual value of y for the nth observation y; = and predicted value of y
for the nth observation.
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Figure 3.2: Workflow Diagram of Linear Regression

3.3 RNN (LSTM)

RNN is a networking technique that is able to model any sequence of information like
the Time Series Algorithm or Natural Languages [15]. Long Short-Term Memory
(LSTM) is extension of RNN which is in a position to extend memory. For RNN
models, LSTM are used as the building blocks. Like several other deep learning
algorithms that we all know, RNN are comparatively old but efficient. Nowadays,
increasing computing power, large number of data and the support of LSTM, has
brought RNN to the spotlight.

Firstly, in LSTM, we select the data we want to remove using the following formula,

fe=0 Wy [hi1, 24 + by) (3.7)
The sigmoid function is used to achieve this. It uses its previous state h;_; and its
current input x; to determine the next function.
it =0 (Wl . [htfl, l’t] + bl)
ét = tanh (WC : [ht—17 .Tt] + bC)

The next part consists of the sigmoid function we used previously and the tanh
function. The sigmoid function is responsible to select which values to keep and
which ones to discard. The tanh function is responsible to attach weight to the
values which are not discarded depending on their level of importance.

(3.8)

o =0 (W [he—1, 2] + bo)
hy = oy * tanh (C})
In the last step, we determine the output of the sigmoid gate o,. The final output

h; is the product of the output of the sigmoid gate and tanh function containing the
cell value.

(3.9)
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Figure 3.3: Workflow Diagram of RNN(LSTM)

3.4 ARIMA

For our time series analysis, we have used an autoregressive integrated moving av-
erage (ARIMA) model. ARIMA is used in order get more insight of the data or it
is used for prediction.

In ARIMA, AR implies that the variable is relapsed on its own prior values. M A
represents linear sum of error terms [7]. Here, I means integrated. The difference
between the current value and the old values are represented by I.

The ARIMA hyperparameters defines this polynomial factorisation property with
p =9p' —d, and is given by:

(1 - Z gszZ> L)X, = (1 + Z 0; L2> (3.10)

In this formula, ¢ is an integer index and X; is a real number. Also L is the lag
operator, the 0; are use as the parameters for the moving average step and &; stands
for error terms.

Stat ——— Data Collection ———> Data stationary check

i

Find efficient <—— Traindata <—— Make data stationary ————> Testdata

hyperparameters

\% ARIMA

v

Prediction and performance
metrics calculation

v

Performance evaluation

\’

End

Figure 3.4: Workflow Diagram of ARIMA
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Work Plan

Start ——— Data Collection ——— Data Prepracessing ———— Data Analysis

v

Testing Set

Train-Test Split <——— Feature Selection

v

l

Facebook
Prophet

|

\L Training Set l l

Linear
Regression

|

RNN (LSTM)

|

ARIMA

Data Prediction

v

Perform Cross
Validation

low

Performance ~ 5¢°T® J

Firstly, we acquire a dataset. The data is preprocessed and analyzed by removing
null and redundant values.
our dataset into test and train. We input the training set into our models which
then give us the prediction values. We perform cross-validation and evaluate the
performance of the predictions. Then we run our models on the test set and check
the performance. If the model has low scores, we go back to the training step and
repeat. If it has high scores, we can say our model is suited for data prediction.

Evaluation

Q/ high score

Result Analysis

Figure 4.1: Workflow Diagram

A feature is selected for prediction.

10

Then we split



Chapter 5

Experiment and Analysis

5.1 Data Collection

When it comes to data collection, we need to find a dataset which is appropriate
for testing, is clearly labeled and has enough features. A single dataset [21] was
acquired from Kaggle, containing daily air pollutant and air quality values of 26
cities in India from 2015 to 2020. The dataset contains more than 29000 instances
and 16 features. The features are namely City, Date, NO, NO2, CO, SO2 etc. 13
features carry float values and the rest of the 3 are string values. The data has been
collected from 24 cities in India.

# Column Non—-Null Count Dtype

0 City 29531 non—null object
1 Date 29531 non—null object
2 FMZ.5 24933 non—null floatéd
3 FM10 18391 non—null floatéd
4 NO 25949 non—null floated
5 NO2 25946 non—null floated
6 NOx 25346 non—null floatéd
7 NH3 19203 non—null floatéd
8 CO 27472 non—null floatéd
9 502 25677 non—null floatéd
10 o©3 25509 non—null floated
11 Benzenes 23908 non—null floateéd
12 Toluene 21490 non—null floatéd
13 Xylene 11422 non—null floatéd
14 AQT 24850 non—null floatéd
15 AQTI Bucket 24850 non—null object

Figure 5.1: Dataset description

11



5.2 Data Preprocessing

The dataset was saved in Microsoft Excel Comma Separated Values File (.csv) for-
mat. From our dataset, we selected Delhi as our target city as it had fewer null
values than the other cities. The data was in a daily format, meaning there were 30
iterations for every month. We averaged and converted the data from a daily-basis
to a monthly-basis. By averaging, we did not need to omit the null rows. This
helped us in giving better prediction results. The data from 2020 was incomplete.
So, we ignored those and used the data from 2015 to 2019.

We tested our dataset using ADCF (Augmented Dickey—Fuller) test. We omitted
the outliers from the datasets. After calculating the monthly average, there were
few cells with null values. We used dropna() function to ignore those null values. A
graphical representation is given below showing the change by ignoring null values.

_subplot:

0

‘
o . .
[Before] [After]

Figure 5.2: Before and after ignoring null value

5.3 Data Visualization

As we are using such a large dataset, we tested it to find stationary and non-
stationary data. We had to make our data stationary so that our model performed

better. By observing the plot of the graphs, we can assume the trend and can detect
if our prediction is in the right track.

— s

NO
PM10

Figure 5.3: Graphical representation features values

Visualizing data helps us to see the trends in prediction. We can also be aware if
we need to make further changes to our dataset.

12



5.4 Data Analysis

We divided the dataset into test and train in the ratio, 15:85. We did hyper-
parameter tuning for optimizing our model to get better results.

For predicting with Prophet, we selected the frequency in monthly basis and set
the interval width to 95%. We set seasonality="True’ as emission rate of a gas in-
creases or decreases seasonally. The accuracy of Prophet depends on the percentage
of MAPE[19]. We got some MAPE values below 20% and some above 20%. So,
the MAPE below 20% can be said to have a good result and the ones above need
improvement. After prediction, we compared the forecast value with the training
and testing dataset which gave good accuracy for most of the features. Then we gen-
erated a graph to visually compare the difference between the actual and predicted
values.

=LAVAAYIR TRV

2015 2016 2017 2018 2019

Figure 5.4: Comparison of actual(y) and predicted(yhat) value using Facebook
Prophet

For linear regression, we first labelled the feature we wanted to predict. Then we
copied all the features into a new dataset except the labelled feature. We divided
the new dataset into training and testing sets. Then we ran linear regression on the
training set. Lastly, we fed the test set in order to find the predicted data. The
predicted values were then stored in an array. The highest accuracy was 97% and
the lowest was 5%. We plotted the prediction results in a graph as shown below.

500
o ,~.
\ | h‘\ i
300 [V |
| 4
200 | |
K:
100 A |
= Actual H
Predicted
01 . - T T T :
0 10 20 30 40 50 60

Figure 5.5: Comparison of actual and predicted value using Linear regression
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For RNN model, we first divide our dataset into training and testing sets. There
are 60 data points in our dataset. We used 32 data points for our training set and
28 data points for our testing set. Then we have to make an object that contains
batches. We have to convert the series into a Numpy array, defining windows and
the number of inputs and outputs. Subsequently, we have to write a function using
TensorFlow to construct batches. For the batches, we take value that is 1 less than
the time period. Therefore, the output we get must have three parts which are,
quantity of batches, the size of the windows and the number of inputs. Then we
need to divide the dataset into five equal batches in order to form objects with
batches. To make a RNN model, we need RNN, variables that have tensors, losses
together with optimization. To reduce RMSE, we use optimization for a continual
variable. After building the architecture for RNN model, we have to train and test
our model in order to predict data.
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Figure 5.6: Test plot for PM2.5 using RNN
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For ARIMA model, we check that if our data has any kind of trend and seasonality
in it. If we find any kind of trend and seasonality then we separate that which allows
a more accurate prediction of our values. Moreover, we split our total 60 data point
into two parts train and test where train contains first 50 data point and test contain
last 10 data point. Here the train is helping the model to understand. Moreover, we
then find the p, d, and q value by using combination here we find the RMSE(Root
mean square deviation) value for each p, d, and q value of total 128 combinations
and sorted the lowest RMSE value and use it as the order to building and training
our model. After training is complete, we predict our value and evaluate the model
on the test data point. So, finally, our model successfully plots the original value
with the new value that we found.

N,
il \/”/ WY e

-100

ain
PredictionARIMA

2016 2017 2018 2019
Date

Figure 5.7: Graph of PM2.5 using ARIMA
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Chapter 6

Result Analysis

Accuracy, MAE (mean absolute error) and MAPE (mean absolute percentage error)
values are shown in the tables below.

6.1 Facebook Prophet

For Facebook Prophet, we have predicted all the features by splitting our dataset to
training and testing dataset to 85% and 15% accordingly. It is a generalized additive
model it has three main parts which are seasonality, trend, and holidays. We have
kept the seasonality true as environment pollution varies in different time of the
year. For tuning purpose we have nullified the outliers and kept the changing point
to default value which is 0.05 to ensure that our data doesn’t overfit or underfit.
We have added holidays so that it can know the significant changes on that days.
Frequency was set to monthly and historical forecast was set to true so that it will
use only the last point of each historical forecast to compute error scores. The
accuracy of Prophet model depends on the value of the MAPE[19].The formula of
MAPE and MAE are given below,

n

1
MAPE = - Z

y* forecast — 1’ true

. -100%
P y* true

N o (6.1)
MAE = — i —

=1

Where, n = the number of errors, Y = summation symbol, |z; — x| = the absolute
errors.

For most of the cases the value was significantly good. But few of the cases it didn’t
perform well as the values of that feature was non-stationary and Prophet does not
perform well on non-stationary data as it is difficult to find the actual trend and
seasonality of inconsistent data patterns.

For monthly prediction Prophet outruns many other time-series models as it has
built-in hyperparameters which allows to adjust seasonality. For non-stationary
data it cannot comeup with a good solution though you try to change the data to
stationary as much as possible with scaling and other methods but when it gets a
stationary dataset we witnessed robust performance. Though seasonality and trend
are difficult to quantify, FB Prophet does a great job capturing both from other
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models. The ability to include holidays does significant effect while predicting the
values.

Table 6.1: Error values of Facebook Prophet

Model Facebook Prophet
Features | Training data Testing data
MAE | MAPE(%) | MAE | MAPE(%)
PM2.5 9.37 8.5 10.691 | 15.8
PM10 30.505 | 15.2 37.99 |28
NO 5.7 19.5 12.04 | 45.8
NO2 8.33 16.7 6.139 | 14.1
NOx 16.7 23.4 23.45 | 38.75
CO 0.297 | 25 0.22 18
SO2 2.32 15.9 4.64 34.3
03 0.074 | 4.5 0.094 | 5.9
NH3 3.64 9 3.76 10.3
Benzene | 0.63 23.4 0.75 25.1
Toluene | 7.887 | 52.3 4.181 | 15.9
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6.2 Linear Regression

We have arranged the accuracy of prediction using linear regression in the table
below.

In order to determine the accuracy in linear regression, we need coefficient of deter-
mination. The higher the coefficient of determination, the better the performance.
The formula to find the coefficient of determination is given below,

R? =1— (RSS/TSS) (6.2)

Where, the Coefficient of Determination is denoted by R?, Residuals sum of squares
is denoted by RSS and the Total sum of squares is denoted by TSS.

For linear regression, 85% data was selected for training and 15% for testing. From
the table, we can see that PM2.5 has the highest training accuracy of 92.44% while
NOx has the lowest testing accuracy of 4.95%. The 4 gases, NOx, CO, SO2 and O3
show a much lower accuracy compared to the others. This is because there was a
huge number of null values in the dataset for these 4 gases. The other gases had
comparatively lower number of null values. So they produced a better result with
higher accuracy.

Another reason for the lower accuracy is that the values were not constant. The
values changed considerably with very high variation. The values for these 4 gases
showed high variation. However, the values of the other gases showed much less
variation. This is one of the reasons the accuracy was higher.

The accuracy values of linear regression are shown in the table below:

Table 6.2: Accuracy values of Linear Regression

Model Linear Regression

Features | Training accuracy(%) | Testing accuracy(%)
PM2.5 92.44 85.52
PM10 90.27 77.48
NO 91.71 79.18
NO2 91.62 70
NOx 77.21 4.59
CO 75.19 18.76
SO2 60.72 32.78
03 60.78 29.01
NH3 72.29 42.23
Benzene | 88.11 61.99
Toluene | 60.7 65.7
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6.3 RNN (LSTM)

For Time Series Forecasting with RNN using LSTM we have predicted all the fea-
tures by splitting our dataset into test and train. And to get better result we have
divided our dataset into training and testing sets, 53% data was selected for training
and 47% test. Unlike any other neural networking models, RNN uses its memory
to run lengthy data. In the other neural networks, the inputs do not need to be
related to each other. But in RNN model, we need all the inputs that are related to
each other. Some features of the dataset we are working with has some disconnected
inputs. Basically, the inputs are not related to each other for example we can look
at training and testing accuracy of PM2.5. So, after splitting our dataset into test
and train, we have scaled our dataset using MinMaxScaler to get a standard value.
We have performed this to prevent features with wider range.

After finding error values we calculated the accuracy for RNN model. As we can
see for most of the cases the value was not that good. But few of the cases it did
perform well as the input values of that feature were related somehow and the data
that are not related does not perform well for this model as it is difficult to get
accuracy.

Table 6.3: Accuracy values of RNN (LSTM)

Model | RNN (LSTM)

Features | Training accuracy(%) | Testing accuracy(%)
PM2.5 31 41
PM10 2 16
NO 72 82
NO2 76 86
NOx 66 7
CcO 83 98
SO2 90 97
03 75 89
NH3 85 91
Benzene | 97 98
Toluene | 64 81

RNN can only be used on related data which are dependent on each other [15]. Data
with huge range can cause problem while finding accuracy. Moreover, it is quite hard
to train RNN as it cannot process lengthy data. So that is why for some features
this model has a large error value and is unable to predict accuracy. From the above
description we can say that we are unable to use this dataset for this algorithm
efficiently, as for some features it is unable to predict accuracy. Our dataset is huge
and the values are not dependent on each other. Hence, the accuracy values are
quite low.
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6.4 ARIMA

For our time series analysis with ARIMA model, we predicted our values by splitting
our dataset to training and testing dataset to 85% and 15% accordingly. Unlike other
models, ARIMA models are used where the data is non-stationary. We can make the
data stationary by using an initial differencing step [13]. We separate the trend and
seasonality from the features until we where left with random errors. We calculate
the hyperparameters of ARIMA model. After that we build our model and predict
our values. For most of the cases the value was significantly good. But few of the
cases it didn’t perform well due to small dataset.

Table 6.4: Accuracy values of Arima model

Model ARIMA

Features | Training accuracy(%) | Testing accuracy(%)
PM2.5 57.92 82.65
PM10 40.53 70.27
NO 86.86 91.39
NO2 87.74 85.56
NOx 75.44 77.29
CO 97.45 98.98
SO2 92.26 94.93
03 85.39 85.84
NH3 87.74 94.93
Benzene | 98.92 99.25
Toluene | 93.16 95.12

For time series analysis ARIMA model is used for more insight on the data and
for prediction. ARIMA model has built-in hyperparameters which allows to adjust
seasonality. For non-stationary data it come up with a good solution to we change
the data to stationary. However, ARIMA is best fitted with large dataset but
our dataset is a mid-range dataset for that our prediction accuracy sometime goes
downwards. Anyhow, ARIMA perform great due to the ability to separate the
seasonality and trend does great effect while predicting the values.
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Chapter 7

Performance Evaluation
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Figure 7.1: Graphical representation of testing accuracy

From the above diagrams, we can see that the results of ARIMA model are consistent
and better than the rest. So, we can say ARIMA model has the best performance
and is best suited for our dataset.

In ARIMA model, we split our data in such a way which can give us the best
result possible. ARIMA is used for a much clearer understanding of the data and
for prediction of future values. Furthermore, we separate seasonality and trend by
converting the non-stationarity data to stationarity, which help us acquire more
accurate prediction. Where Facebook Prophet in some cases didn’t perform well as
the values of that feature was non-stationary and Prophet does not perform well on
non-stationary data as it is difficult to find the actual trend and seasonality. Again,
in Linear Regression model the reason for the lower accuracy is that the values were
non- stationary. The values changed considerably with very high variation. In RNN
model we can see the same issue where RNN also give higher RMSE value due to
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the fact that the dataset has seasonality in them. Anyhow, in ARIMA model we
then find the p, d, and q value by using combination here we find the RMSE(Root
mean square deviation) value for each p, d, and ¢ value of total 128 combinations
and sorted the lowest RMSE value by that we ensure that we can get the highest
accuracy possible. For this reason. ARIMA performance is comparatively better
than the others.

21



Chapter 8

Future Work and Conclusion

8.1 Future Work

In future we will predict air pollution level of different region of a country. Then we
will compare those prediction and will create a visual mapping of threat level (such
as mild, medium, high) over the country. Using models such as, logistic regression
and Decision Tree we will try to predict the area-wise health threats which people
may face. Lastly we will try to improve our prediction models by including new
time-series models and by doing necessary tuning to the model.

8.2 Conclusion

Air Pollution is the biggest problem faced by the world today. A problem that needs
to be solved at any cost as our human life depends on it. We humans depend on
the air around us to live, without it we would die. As we have seen previously, there
is considerable unreliability in estimating both detection, effects, and the data we
can find. So many attempts were made to detect the sources, effects, and causes
of air pollution. We are accountable for damaging our environment. Regulating all
possible scenarios is not viable. So, by reducing exposure can prevent the possible
health issues and also protection of the population is best achieved. Still, though
we will try our best to provide a good model to utilize air pollution that can help
us with possible outcomes. Applying machine learning algorithms on a detailed and
organized datasets we can certainly generate enough information to estimate the air
pollution level and related cause of a country. With the help of previous research
papers and available datasets, we are certain to achieve our goal. Finally, we believe
that this paper will contribute to the environmental science and society. Also, this
model further makes us aware of the needs and challenges in the future.
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