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Abstract

In superstore business, the recency, frequency, and monetary (RFM) based on cus-
tomers’ purchase results is preferred to categorize valuable customers in order to
increase profit margins. This paper develops an enhanced RFM (recency, fre-
quency, monetary) and LRFM (length, recency, frequency, monetary) model, namely
LRFMV (length, recency, frequency, monetary, and volume), and then clusters the
data using the standard K-means, K-medoids and Mini Batch K-means algorithms.
The results obtained from the three algorithms are compared and the K-means al-
gorithm is chosen for the superstore dataset of the proposed LRFMV model. All
clusters created using these three algorithms are evaluated in the LRFMV model and
a close relationship between profit and volume is observed. A clear profit-quantity
relationship of items has yet not been seen in any prior study on the RFM and LRFM
models. Grouping customers aiming at the profit maximization existed previously
but there were no clear and direct depiction of profit and quantity of sold items.
To establish a relationship between volume and profit, this study applied unsuper-
vised machine learning to investigate the patterns, trends, and correlations between
these two variables. The traits of all the clusters are analyzed by the Customer-
Classification Matrix. The values of LRFMV variables that are larger or less than
the overall average for each cluster are identified and utilised as their traits. The
RFM model, the LRFM model and the suggested LRFMV model are compared, and
the outcome indicates that the LRFMV model may create more segments with the
same number of customers while maintaining a greater profit per head.

Keywords: Customer segmentation; RFM analysis; LRFMV analysis; K-means;
K-Medoids; Mini Batch K-means; volume; silhouette; elbow; traits
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Chapter 1

Introduction

Customer segmentation is the process of classifying or segmenting a customer base
according to common factors such as age, gender, interests, and buying habits. This
enables marketing departments to engage particular smaller markets with relevant
messages that increase the likelihood of consumers purchasing something. Customer
segmentation is based on a number of considerations. This involves demographic
information about consumers such as ethnicity, religion, wages, and schooling, as
well as information about their place, lifestyle, and buying habits. Marketing au-
tomation software enables the collection of necessary data, the definition of these
customer segments, and the execution of marketing strategies. Businesses may use
customer segmentation models to get a deeper understanding of their consumers’
tastes and desires, as well as to customize marketing materials to be more cus-
tomized. Customer segmentation essentially enables companies to optimize sales
and deploy marketing capital efficiently. Additionally, it will enhance customer sup-
port and increase customer satisfaction and segmentation by RFM analysis can en-
sure the right customer support for the right customer. RFM segmentation enables
marketers to communicate with individual groups of consumers in ways that are far
more important to their unique actions – and therefore produce significantly bet-
ter engagement rates and improved loyalty. As with other segmentation techniques,
RFM segmentation is an effective technique for identifying classes of consumers that
need special care but it lacks the ability to determine customer loyalty. In this case,
LRFM model was developed as an extension of RFM model. Here, ”L” denotes
length which indicates the length of a customer’s first and last transaction within a
certain time period. This must be measured in order to increase the value of recency
produced by customers based on the length of the most recent transaction with a
certain time period.

In the research, an in-depth comparison of RFM analysis, LRFM analysis and
LRFMV analysis is shown. RFM analysis is a form of measured mathematical anal-
ysis that enables a company to group all of its users according to their behavior. It
is an acronym for Recency, Frequency, and Monetary. Numerous experiments have
shown that by adding a component to the initial RFM Model, the predictability
of customer behaviour may be increased. By simply increasing the duration of the
customer connection (L) and the volume of the customer (V) in the RFM Model, the
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efficiency and accuracy of customer segments are increased. By using the conven-
tional RFM Model, business entities are unable to differentiate between long-term
and short-term clients, which the LRFMV Model enables. After determining RFM,
LRFM and LRFMV values respectively, K-means algorithm, K-medoids algorithm
and mini batch K- means have been applied. After evaluating customer values us-
ing the LRFMV model, customers have been profiled using the k-means clustering
algorithm.

1.1 Motivation

The term ”superstore” refers to a store that is self-service and physically organised
with multiple divisions to ensure a diverse variety of food and grocery goods[54].
This retail type is often smaller than a hypermarket but larger than a standard
grocery store.

A superstore’s customers are generally local individuals and small enterprises that
need home goods replenishment on a recurrent basis. The suppliers to a superstore
are typically manufacturers of household items located in regions far from the ulti-
mate customers. In fact, the superstore serves as a shopping environment, bridging
the divide between distant suppliers and local buyers. The superstore’s ”product”
under this setup is its supply chain[30] and the main essence of the business model
is to get as many individuals from all socioeconomic backgrounds through the door
as possible and to keep them.

Walmart, one of the world’s biggest companies, operates about 4,700 shops in the
United States, including almost 600 Sam’s Club locations[12]. It is the biggest
private employer in the United States. It has the ability to offer its product at a
discount to competitors in the marketplaces in which it operates. This may have an
influence on markets other than retail, such as manufacturing and production.

After the industry started in the early 2000s in Bangladesh[54], superstore chains
have risen in prominence with the general public. According to the BSOA (Business
superstores Owners’ Association), over 121 superstores have opened in Bangladesh
over the last 16 years[36]. Many of these retailers often offer online shopping. Given
population size and rapid urbanization of Bangladesh, observers and retail owners
alike agree that Bangladesh’s superstore network is insufficient. superstore chains
have evolved in stages around the globe, not necessarily in first-world economies, as
market consumption patterns changed and real incomes increased. To extend these
shops, it is essential to monitor customers’ shopping habits. Recently, superstores
such as Meena Bazar, Agora, and Shopno have become more common in Bangladesh
for regular household supplies than department stores, owing to the wide variety
of products available. It can be considered as a thriving industry in Bangladesh,
and identifying their target audiences has become a necessary phase in developing
marketing campaigns for various customer segments.

According to the facts shown above, it is critical for service businesses to retain
customers over time since this is the only way to reduce expenses and increase
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customer satisfaction via a greater knowledge of their requirements and expectations.

Though customer profiling has been found in other technical contexts, new func-
tionality of the RFM model has been added to improve clustering, and some studies
have attempted to profile superstore customers.

The research aims to bridge this divide by creating a customer profiling system
focused on real-world retail customers. It suggests, in particular, a combined solution
focused on clustering for customer profiling in superstore operations. This feature
evaluates customer values using the LRFMV model, followed by customer profiling
using the k-means clustering algorithm which is an unsupervised learning algorithm.
Unsupervised learning is a process in which the computer takes inputs x1, x2, ... but
does not gain supervised target outputs or incentives from its environment[8].

Then, in order to elicit the association between a store’s expense and revenue, the
purchasing habits of shoppers and the quantity of products bought are gathered.

1.2 Problem Statement

Although mass marketing strategies may be successful, believing that everyone is
interested in buying what you’re selling is a time-consuming, inefficient, and expen-
sive strategy. Rather than using a one-size-fits-all approach, successful segmentation
categorizes customer data according to similar resources or behavioral characteris-
tics, allowing complex advertising and personalization campaigns for more timely,
substantive, and reliable marketing communications.

According to Desouza et al. (2008)[15], organizations may use segmentation to
distinguish and categorize consumers depending on those characteristics, allowing
them to define target audiences. These characteristics, when handled properly, can
enhance both the service and the product.

Numerous segmentation components are available for segmenting customers[58].
Customer segments may be described using demographic data (age, wages, business,
etc.) as well as transaction records (sales and purchasing data). The RFM-analysis
is mostly concerned with the latter. The descriptive method is characterized by its
simplicity of execution, straightforward treatment, and friendly versatility (Jasmin,
2020)[58].

In the 1960s, catalog distribution firms used RFM analysis to conduct targeted
marketing (Blattberg et al., 2009)[18]. RFM is a classification method that includes
three factors into consideration: the recency level and monetary value of each con-
sumer. According to Wu et al. (2014)[37], The following meanings apply: recency
is the time interval after the most recent purchase; frequency is the number of sales
made within the same time span, and cumulative is the overall amount of money
invested on all transactions made within the same time period.

One of the shortcomings of the standard RFM paradigm is its inability to distin-
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guish between long-term and short-term buyers. Additionally, it lacks the ability to
intelligently associate customers with products. As discussed previously, the LRFM
model is capable of quickly identifying a consumer’s loyalty, but there is always a
disconnect between the product and the customer.

Thus, the study is attempting to address the following questions:

• How much influence does the LRFMV model have on superstores?

• How does it outperform the traditional RFM & LRFM model?

• How can LRFMV model be extemporized and compared with the
RFM and LRFM model ?

1.3 Research Objective

The key goals of the proposed model are:

• To present the correlation between the volume of products and the profit
earned against each customer.

• Calculate the LRFMV value and perform customer segmentation with the
appropriate number of clusters by the standard K-means, K-Medoids and Mini
Batch K-means algorithms

• Comparing the findings from the standard K-means, K-Medoids and Mini
Batch K-means algorithms

• Comparing the result of LRFMV analysis with the traditional RFM analysis
and LRFM analysis

1.4 Research Methodology

This thesis is aimed to propose an extension model of traditional RFM analysis on
a given dataset. Just like any other research, Data collection is needed to create an
ideal dataset. Since collecting data from primary sources can be time-consuming and
costly,the dataset used is created by others to conduct the study. The data used
in this dataset are quantitative which is used to calculate the metrics of Length,
Recency, Frequency, Monetary value, and Volume. The variables used to calculate
these above-mentioned metrics consist mostly of sales data and the purchase history
of customers. No personal information of customers is used in this research . The
dataset used is a client/customer-driven informational dataset that contains the
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relative details of orders placed with different vendors and markets between 2011
and 2018. 24 attributes were included in the dataset, including Ship Date, City,
Category, and Order Priority.

This massive dataset was generated by Tableau Software, Inc. They are one of the
biggest data-related organizations in the world. They maintain a current version of
this dataset.

1.4.1 RFM Model

According to Segal (2019)[56], Recency, frequency, and monetary value is a mar-
keting measurement technique utilized to determine a business’s or organization’s
best clients by the application of specific metrics. Three quantitative considerations
serve as the foundation for the RFM model.

• Recency: How recently a consumer purchased something.

• Frequency: The frequency at which a consumer makes a transaction

• Monetary value: The amount of money spent by a consumer on sales.

The term recency, frequency, and monetary value (RFM) is thought to have orig-
inated with an article titled ”Optimal Selection for Direct Mail” in a 1995 edition
of Marketing Science by Jan Roelf Bult and Tom Wansbeek.[56].RFM analysis of-
ten confirms the advertising cliché that ”80% of revenue comes from 20% of cus-
tomers.”[56].” RFM research significantly aids the business owners in determining
what they need to do about the customer.

RFM values are determined by integrating their Recency, Frequency, and Monetary
values. For instance, customer 111 recently put a low-value order. Customer 333,
on the other hand, always places large-value orders and recently made a purchase.
Customers that earn three stars in each ranking category are the most valuable.

The RFM model is based on user-business transactions in order to establish a solid
data-driven approach that is grounded in real-world facts. This client data is graded,
reviewed in more detail, and then segmented in order to target certain client seg-
ments. This strategy enables businesses to analyse each customer’s historical pur-
chasing behaviour in order to anticipate and affect future consumer interactions.

Segmentation techniques used by market research firms prior to the invention of data
analytics segment consumers based on demographic and psychographic factors. Re-
searchers always predict population behaviour using sample audiences, which limits
market researchers’ ability to forecast user behaviour for niche consumer groups and
specific customers.
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1.4.2 LRFM Model

According to Wu et al (2014)[37], The LRFM model was built on the basis of
the RFM model, a well-known technique for analysing customer values for market
research. Reinartz and Kumar (2000)[7] discussed the RFM model’s inability to
differentiate between long- and short-term partnerships with consumers. Consumer
satisfaction is determined by the partnership between a business and its consumers
and is built over time by effective customer relationship management.Additionally,
Chow and Holden (1997)[6] imply that customer loyalty and profitability are con-
tingent upon the connection between a business and its consumers. In this respect,
it is vital to examine the customer’s relationship duration in order to identify the
most loyal consumers. Customer loyalty is determined by the connection between a
business and the customers and is built over time via effective customer relationship
management.

As a result, Chang and Tsay (2004)[9] expanded the RFM model to the LRFM
model by factoring in duration (L), which is defined as the time span (in days)
between the database’s first and latest purchase.

1.4.3 LRFMV Model

The study included volume (V) which denotes the quantity of products in a single
transaction completed by a customer to segment the consumer base more effectively
and to relate between customer and products. Volume may influence the profit gen-
erated from certain customer base in a positive way. The values of LRFMV variables
that are larger or less than the general average for each cluster are discovered and
utilised as their features.

1.5 Scope and Limitation

This thesis is set to provide an evaluation of RFM and the extended version of RFM
model, LRFMV model by segmentation of customers using K-means, K-medoids
and mini batch K-means algorithms. Since this evaluation is based on numerical
values, it is not applicable to qualitative data of textual values. Moreover, as it only
deals with the sales data, it is unable to analyze the customer behavior based on
personal data like age, demography, gender, race, etc.

Moreover, If there is less variance of quantities of product, then the change of values
of LRFM and LRFMV may be insignificant. The dataset used in this research does
not distinguish between the units of the quantities (for example, litre, kg etc.) .
Additionally, as the number of dimensions rises, a distance-based similarity measure
tends to converge to a fixed value for each given pair of samples. So to reduce
dimensionality PCA is applied.
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1.6 Thesis Outline

The rest of the thesis is designed as follows:

Chapter 2 contains a Literature review and an overview of the related works

Chapter 3 contains a detailed discussion about the proposed model. It is consist
of data collection, data preprocessing, proposed workflow, feature extraction, and
model specification

Chapter 4 describes the comparison amongst RFM, LRFM and LRFMV model
after applying k-means, k-medoids and mini batch k-means algorithms.

Chapter 5 contains a discussion about analyzing the results. It describes statistical
result analysis of each clustering algorithm applied in this study.

Chapter 6 is the chapter of the conclusion. It contains a research overview, con-
tribution, impacts, and future works.
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Chapter 2

Literature Review

Over the years, many approaches for data analysis have been developed widely
applied in different fields. As the volume of transactions in the business grows,
it has become more difficult to segment profitable customers in order to enhance
sales. In the customer segmentation process, the RFM model can be applied on
the purchase experience of a customer, the development of improved prediction and
classification techniques [42], [22]. To optimize marketing results, both customer
segmentation and customer targeting are needed [21]. The transactional data is
first subjected to an RFM analysis,[49], [34] after which clustering techniques like
standard K-means,[51], [4], [23] Fuzzy C-means [38] ,[46], and Repetitive Median
based K-Means (RM KMeans) algorithms for clustering [40] are used. Following
that, the clusters are further evaluated in order to segment customers appropriately.

For better forecasts and identifications, numerous researchers used RFM analysis.
For instance, customer satisfaction [20], customer lifetime value [11], churn pre-
diction [59], [42], CLV measurement [13] forecast a customer’s reaction to direct
marketing [21] can be analyzed using data mining models and customers can be
classified according to their profitability. Some authors used the RFM model to
create a two-phased model mechanism that can be thought of as a new segmented
solution [44]. In addition to superstore research, RFM is also used in a variety of
sectors, including banking and insurance [10],[13], telecommunications [16], politi-
cal score generation [55], on-line industries [25], travel agencies [17], retail industry
[43], medical field [42], [31], and so on. The study conducted by Tavakoli.M et al
[53] includes the importance of behaving with customers according to their back-
ground and category which has evolved significantly in recent years. The optimal
cluster numbers is first ascertained using the self-organizing maps system (SOM)
by Daoud.A et al [39]. After ascertaining the best cluster numbers, the K-means
algorithm is utilized for clustering customer data after performing RFM analysis for
each customer of an online selling company in Morocco. Customer segmentation
has been used as the basis for customer understanding and classification, and as
segmenting customers is the RFM model, the most successful approach has been
considered.

Cheng and Chen mined classification rules by combining the quantitative value of
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RFM characteristics and the K-means method in the rough set theory RS theory
[20]. The proposed model helps companies to develop CRM and also minimize the
drawbacks of different data learning tools for establishing CRM. Based on subjective
judgement, the obtained output is classified into three, five, and seven classifications
with the help of K-means clustering and determines the class which has the highest
consistency rating. The authors used the rough set LEM2 framework to generate
decision rules. However, an improved RFM model offers satisfying accuracy and
profit margin in most situations.

Using weighted frequent pattern mining, Cho and Moon [33] proposed a personalized
recommendation scheme in which the RFM model is used to categorize prospective
clients. A good customer profiling was generated by applying the RFM model from
the client’s details. As a consequence, they were able to provide the clients with an
effective recommendation. The firm’s net margin was also boosted as a result of its
ability to track valuable clients. However, instead of using standard RFM models,
they could get a decent result by factoring in any other variables.

To improve data mining approaches for customer analysis, Bachtiar.A suggested a
two-step mining approach based on the RFM model [48]. The obtained data is
first analyzed using the RFM technique and later on segmentation using K-means
clustering. Customer characteristics are described by IF-THEN rules after the clus-
ters are further examined using association rule learning. Silhouette coefficients
and Connectivity measures are utilized for assessing the cluster results and eval-
uate accordingly. Because of using the two steps approach for customer analysis,
accurate insight on customer behavior as well as purchasing tendency are gained
which can actually help to improve marketing strategy significantly. In the associ-
ation study, only frequent mining patterns have been used, as infrequent patterns
are not obtained from the clusters. As a consequence, useful customer research data
could be lacking at this stage. Furthermore, the use of modern RFM models could
strengthen the research process by analyzing profitable customers more precisely as
some additional variables are taken into account.

Many researchers started to develop modern RFM models in order to see how they
outperform existing RFM models by introducing new variables. For instance, Yeh
et al. proposed the RFMTC model where T indicates Time after first purchase
and C demonstrates Churn probability and it can quantify the likelihood of the
buyer repeating the acquisition as well as the estimated gain of the cumulative
amount of possible sales [14]. Wei.J et al [31] concentrated on the LRFM, which is
an expanded RFM that contains an additional parameter named Length. It refers
to the summation of days between a client’s initial and final appointment at the
clinic. The average LRF values for each cluster and all patients are estimated, and
the values that are higher than the average are analyzed, indicating core patients.
They also formulated their marketing techniques and created twelve clusters for a
total of 2258 dental patients using the SOM (self-organizing maps) methodology.
The result is definitely better than the traditional RFM model but there are also
some limitations. It is clearly observable that the above mentioned papers have
not stated about the interconnection between profit and their proposed model as
increasing profit is the main goal in most of the business.
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Another great research has been conducted by Christy, A.J. et al [49] where they
designed a new approach using the RFM model on the transactional data. They
compared and contrasted the findings of RFM with the regular K-means and Fuzzy
C-means data mining algorithms. In the mentioned paper, a new approach for
selecting centroids at the start for the K-means algorithm is suggested. The proposed
modified algorithm is named as Repetitive Median centered K-means algorithm or
RM K-means. Here for comparative analysis, they considered execution of time,
iterations, and cluster compactness for both of the algorithms. The authors observed
that RM K-means performs better than the other two algorithms because it takes
less time to execute and has fewer iterations. Traditional RFM models, on the
other hand, will make it difficult to identify prospective customers. In certain cases,
combining parameters with conventional RFM yields the best results and provides
the best solution.

In specialized clinics, Mohammadzadeh.M et al [42] discovered opportunities for re-
peat clients in order to maximize profit and minimize patient failure costs. They
used the RFML model to forecast new client turnover and conduct behavioral re-
search on specific existing patients. Following this, the authors applied the K-means
algorithm to group clients and compare different groups of three clinics. A decision
tree classifier was also used as a churn predictor based on which the number of
faithful and turnover patients were identified. Conversely, due to demographic and
regional factors, the suggested approach may not be effective in all cases.

Sarvari et al.[41] used a variety of data mining techniques, as well as the K-means
algorithm, neural networks and Apriori association rule mining to develop WRFM
(Weighted RFM), a revised RFM process [41]. They analyzed the customer data
in Turkey of a multinational pizza restaurant network by considering demographic
data with RFM variables. The cluster is analyzed using both an unweighted con-
ventional RFM value and a weighted WRFM value, demonstrating that adding
demographic variables into account yields an excellent outcome with positive as-
sociations. Both the Kohonen algorithm (SOM) and the K-means algorithm have
been studied and compared for customer segmentation. Between the two cluster-
ing algorithms used by the author, K-means produced more consistent results in
terms of cluster consistency and runtime. The proposed model shows how WRFM
combined with clustering strategies outperforms conventional RFM and strengthens
marketing strategy, resulting in increased profits for the business. More demograph-
ics characteristics should be considered and compared to standard RFM to see how
they work. Aside from that, other variables may be considered in order to observe
customers’ purchasing patterns more systematically.

The RFM model was extended by Soeini.AR et al.[60] by adding two more variables:
duration and cost. Here, L denotes the period after the first transaction or the
duration of the customer relationship, and C denotes the customer’s expense. In the
paper, SPSS software and the K-means algorithm is utilized for clustering the clients
of an insurance company. The authors contrasted the two models using association
rules and came to the conclusion that LRFMC outperforms the standard RFM
model. The fundamental disadvantage of the suggested model is it is only applicable
to a single group, whereas a model should be more universal. A methodology that
is suited for all marketing categories should be used to find profitable customers.
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Tanaka.T et al.[45] proposed a solution for long-term revenue declines for Japan’s
superstore stores which is a result of demographic shifts. They introduced a new
model for identifying loyal customers by extending the traditional RFM method.
Along with the RFM model they combined IF and ISF scores and observed that
it gives better performance in respect to the classification accuracy by accuracy,
precision, recall, and F value indicators. Good customers are also evaluated suc-
cessfully by Criterion Variables and Coefficients in their proposed model. By this, a
better understanding of features that contribute to the retention of excellent clients
in Japan’s superstores was accomplished. Rather than using the RFM model, they
have developed a new expanded model that outperforms the RFM model.

A composite technique integrating clustering and association rule mining is pro-
posed by Guney.S et al, 2020 [57]. For the segmentation process, the authors used
modified RFM that is LRFMP alongside apriori algorithms and K-means algorithm
for the association rule mining. With the traditional RFM model, L (Length) and
P (Periodicity) are introduced by which customer value can be measured success-
fully. The aim of the suggested LRFMP model is to assist defining the qualities
and consistency of customers with various buying patterns in the grocery and retail
sectors [43]. The authors [57] used this model to obtain the values of subscribers
with the help of K-means algorithm and determined suitable subscribers on the ba-
sis of an actual customer data from IPTV suppliers of services. Customers that are
subscribers are divided into groups consists of four after the report determines the
most appropriate cluster number with the help of the K-means algorithm. Although
using modified RFM in their research purposes identified potential customers, VoD
transaction records are obtained by the STB devices only. As a result, transactional
data using other devices are not considered here. Besides, the approach is limited
to Turkish customers and so it can not be said that the approach will be applicable
in all geographic areas.

An innovatory technique in order to obtain all RFM sequential patterns from cus-
tomer purchase information of a Taiwanese retail chain has been suggested by Chen.
Y et al. [19]. With the use of the RFM pattern for Sequential Pattern Mining (SPM),
the authors proposed a segmentation approach for analyzing client buying behavior.
RFM-Apriori, RAFM-Apriori and GSP has been executed here with the Java lan-
guage. The difference between RAFM-Apriori and traditional RFM-Apriori is in the
measurement for recency structure by averaging the recency scores of the data items
within the series. The time of execution and total patterns for RFM-Apriori and
RAFM Apriori is analyzed and compared. The GSP and RFM-Apriori are compared
considering the execution of time, recency, monetary value and total amount of pat-
terns for both of them. The traditional Apriori algorithm (GSP) [5] is modified and
a new algorithm is proposed named RFM-Apriori for generating RFM-patterns by
the authors [19]. The dataset collected here is from an offline retailer where there
are major differences between online and offline retailing data with respect to the
scale of visiting frequency, product purchase rate, customer visits, etc. That’s why
the proposed model may not be suitable for online retail shops where the model
should be more generalized and flexible.
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Chapter 3

Proposed Customer Segmentation
Model (LRFMV)

3.1 Proposed System Model

Finding a proper and appropriate data set for the intended outcome was the first
step in this project. Tableau Software has published the dataset online which has
been used. This firm specializes in datasets and databases. The dataset was not
preprocessed because it had a large number of null and arbitrary values that could
stymie the research. Then, through a series of stages, this dataset has been pre-
processed.

Preprocessing consists of four steps which are known as Data cleaning,data integra-
tion,data dimensionality reduction and feature selection and data transformation
though the proposed dataset did not need any data integration. After preprocessing
,feature extraction had been done of that dataset by calculat- ing the desired L, R,
F, M, V components for establishing the LRFMV model. Data frame joining process
has been materialized in order to combine L,R,F,M,V together. The optimal and
efficient number of clusters has been found for the K- means algorithm by using the
Elbow and Silhouette method. The feature reduction step was for reducing the 6
cluster representation to 2 dimensions for complexity. Cumulative Explained Vari-
ance and PCA have been used for feature reduction and representing the dataset
in two dimensions. The clusters of customers have been generated by applying the
K-means algorithm and evaluated by comparing them with the RFM and LRFM
model. Evaluation has taken place with the compari- son of LRFMV,LRFM and
RFM models. 6 efficient clusters for the dataset for K-Medoids, Mini Batch K-
means and K-Means have been demonstrated and afterward, those clusters have
been apprised by profit-volume correlation, calculating profit for different clusters,
calculating the number of customers in each cluster, etc. Customer segmentation is
being assessed by using a customer classification matrix and labeled the customers
as aggressive, passive, bargain-basement and carriage trade. For failing into cluster
evaluation it was started from the data preprocessing step again.
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Figure 3.1: Work Process of the proposed LRFMV model
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3.2 Data Collection

In this global pandemic of Covid-19, it was really impossible for us to search for a
real-life dataset in person. The dataset was collected online which was shaped and
published by Tableau Software which is a business intelligence software company
based in the United States, creating interactive data visualization software. They
basically work with databases and datasets of different organizations. Tableau aids
in the visualization and comprehension of data. Their visual analytics platform is
revolutionizing the way people solve problems with data. Businesses of all sizes
rely on Tableau to help them become more data-driven. Tableau has a variety of
web portal development services available. For small-scale deployments, it includes
quick-start capabilities that can be finished in a matter of hours. They have a
Tableau desktop, server, reader, and online service, among other things.

Figure 3.2: Raw Dataset
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Figure 3.3: Raw Dataset

Some attributes’ description which has been extracted from the main dataset have
been given below. These are the desired attributes for our proposed model.

Order id: It has been used to extract how many products were bought in a single
order.
Order date: It needs to know how many orders were made by a single customer in
a specific day.
Customer ID: In order to identify the sales for every customer,customer id is
needed.
Sales: Sales is required to know the amount of transaction to calculate monetary.
Quantity: Quantity refers to the amount of a specific good.
Profit: It requires analyzing the data in the future.
Renamed the features to Sales: It refers to total purchase and calculating the
total price on the product.
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Figure 3.4: Dataset with selected columns

The dataset was originally collected from a superstore by Tableau Software, which
later modified it. There is no personal information in this dataset, such as age, oc-
cupation, income, or name of any customer. These are hidden by Tableau Software
to ensure customer confidentiality and privacy. They also filled many items of any
attribute with arbitrary or imaginary values in the dataset. Global Superstore is
a data set that contains around 50000 records. It’s a client/customer-driven infor-
mational dataset that contains relative data of orders placed through various sellers
and markets from 2011 to 2018. Ship Date, City, Category, and Order Priority were
among the 24 attributes included in the dataset.

3.3 Data Preprocessing

3.3.1 Data inspection before preprocessing

Superstore business has been an emerging business for the last few years in the South
Asian region and the process of finding potential and profitable customers will be
really beneficial for this sector. This research aimed to scrutinize the cluster of
potential buyers by preprocessing a dataset of a superstore.Before heading towards
preprocessing,some graphical representations have been plotted in order to have a
short glimpse of the raw dataset of a superstore.

The following graph is giving a visual representation of profit earned from different
products under some sub-category being sold in the supershop. It is visible that
copiers make the largest profit in that supershop where tables category is making
loss
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Figure 3.5: Profit made from different sub-categories of products
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The following pie chart is showing the sales on the basis of some main categories of
products sold in that superstore. It is visible in the pie chart that the technology
category is the most sold item in the superstore which means that the superstore
earns the most revenue from this item.

Figure 3.6: Sales per category

The below mentioned bar chart is similar to the figure 3.4 but it has been plotted
with respect to date and more sub-categories have been added.Sales of different
types of products on different dates is clearly noticeable to understand the earned
revenue and it helps to analyze profit margin.
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Figure 3.7: Barchart of sales by category based on order-dates

3.3.2 Data Cleaning

Data cleaning procedures are used to substitute missing values and fix incorrect
data. Each of these activities can be carried out in a variety of ways, depending on
the user’s preferences or problem set. Each task is discussed in detail below, along
with the methods used to execute it.

The phrase ”noise” refers to a large volume of irrelevant information. Duplicates or
semi-duplicates of data records, data segments with no value for specific study, and
unnecessary information fields for each variable are examples. Random data can
be removed via binning, regression, or clustering. [28].The binding strategy is used
to smooth out sorted data. The data is separated into equal-sized chunks, and the
procedure is carried out in a number of ways. Each segment is handled separately.
All data in a segment can be replaced by its mean, or boundary values can be
used to finish the work. Linear regression and multiple linear regression can be
used to smooth the data when the values are conformed to a function. The process
of discovering and dealing with outliers using techniques such as data clustering is
known as outlier analysis. Multiple ways can be employed to cope with missing data.
If the output label for the classification problem is absent, the training example can
be ignored.
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The mean or median can be used to fill in the missing value using central tendency
for characteristics to replace the missing value. And each class has its own central
tendency metrics.

Eliminating the training is usually discouraged since it results in data loss because
attribute values are being removed that can bring value to the data collection[29].

Filling in missing values is lengthy and is not advised for comprehensive data sets.

Global constants like ’N/A’ or ’Unknown’ can be used to fill in the missing value
when using a standard value to replace it. Although this is a simple method, it is not
without problems. Missing values can be anticipated and replaced using methods
like regression and decision trees, which use the most likely value to fill in the missing
value.

For data cleaning, the central tendency for attributes to replace the missing value
has been used[50]. In the dataset, there were many arbitrary and null values which
were creating a barrier in establishing the proposed model. So, the mean or average
value has been found for those columns where null values occurred frequently.

3.3.3 Data Integration

Data integration has turned into a critical aspect of pre-process because data is
acquired from numerous sources. This could result in duplicate and inconsistent
data, resulting in poor data model accuracy and speed.

To deal with these issues and ensure data integrity, techniques such as tuple repeti-
tion detection and data conflict detection are being investigated. There are various
techniques for accomplishing this integration, which are listed below.

The term data consolidation refers to the process of physically combining data into
a single data repository. Data Warehousing is generally included.

Data propagation is a process that involves the transmission of information[47].
Data propagation is the process of copying data from one area to another utilizing
programs. It is event-driven and can be synchronous or asynchronous.In data virtu-
alization, an interface is used to deliver a real-time and uniform view of data from
multiple sources. In data virtualization, an interface is used to deliver a real-time
and uniform view of data from multiple sources. All of the data is accessible from a
single location.

The dataset did not need any data integration as it was integrated enough to do the
calculation and plotting.
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3.3.4 Data dimensionality reduction and Feature selection

Analysis gets more challenging when dealing with vast volumes of data, as data
min- ing is a methodology for dealing with big amounts of data. To prevent this,
a data dimensionality reduction technique was used. Its purpose is to increase
storage effi- ciency while cutting costs for data storage and processing. The main
aim of this research paper is to add a new component volume to the existing LRFM
model.To reach the goal, many attributes need to be dropped from the raw dataset
and unsupervised learning allows us to drop the inconsequential attributes and select
the important features.

3.3.5 Data Transformation

The final stage of data preprocessing is to convert the data into a format suitable
for Data Modeling. This stage transforms the data into a format that can be used
in the data mining process. This can be done in a variety of ways:

Construction of new attributes/features: To add new attributes, a group
of attributes is used. Additional qualities are built from the supplied collection of
attributes in this methodology to enhance the mining process..
Aggregation: Summary and aggregate procedures are performed on a group of
attributes to create new attributes.
Normalization: The data for each attribute is scaled to a smaller range. This is
used to scale data values inside a specific range (-2.0 to -1.0 or 1.0 to 2.0)
Discretization:Discrete or conceptual intervals are used to replace raw numeric
attribute values, which can subsequently be structured further into higher-level in-
tervals. The raw values of the numeric attribute are replaced with interval or con-
ceptual levels in this way[50].
Nominal data concept hierarchy generation:Higher-order ideas are generalized
from nominal data values. Attributes are changed from one level of the hierarchy
to the next in this example.

Transforming the data into a format suitable for Data Modeling is the final phase
of data preprocessing. This step is conducted to change the data into a format
that can be used in the mining process. In the data transformation phase, a set of
attributes (Length, Recency, Frequency, Monetary, Volume, K-means, K-Medoids,
Mini Batch K-means etc.) is used to create new attributes. To aid the mining
process, additional attributes are built from the supplied collection of attributes in
this technique. To create new attributes, summary, and aggregation operations are
conducted to a set of attributes. The extracted L, R, F, M, V is rescaled with data
standardization technique in such a way that the mean value of the attribute is 0
and standard deviation for the resultant distribution is 1.
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3.4 Feature Extraction

The LRFMV model is used to define key and potentially important customers in
this study of a superstore’s consumers. The K-means strategy is used to partition
a total of 51290 records into six clusters when the segmenting variables are L, R,
F, M, and V.K-Medoids and Mini Batch clustering approach have also been used
but K-Means is considered as the most suitable one.As a result, the superstore will
be able to distribute and leverage capital more effectively and efficiently, allowing
it to meet a wider range of customer needs while still increasing profits[47]. The
customer values in the clusters can be generated and examined to provide useful
decision-making information for the superstore’s client retention and profitability
based on different customer classes.

The LRFMV (length, recency, frequency, monetary, and volume) model is a straight-
forward but effective market segmentation method. According to this article, LRFMV
analysis will segment the client base and maximize the purchase reaction rates of
marketing efforts. LRFMV research enhances market segmentation by looking at
how long (length), when (recency), how much (frequency), how much money (mon-
etary), and how much money a customer spends (volume). Customers who had
recently invested a lot of money and purchased a lot of items were much more likely
to react to potential promotions, according to the study. As a result, the scope of
LRFMV research has been broad[47]. As a result, direct marketers may be able
to benefit from LRFMV research. Customers are categorized into four categories
based on frequency and monetary value: best, spender, uncertain, and frequent.
Through length and recency, the customer relationship matrix assists management
in identifying the characteristics of four different types of customer relationships[28].
The volume highlights the customers who provide more profit to the organization
as their buying habit is larger than any other customer segment.

3.4.1 Calculation of L

Difference of days between a customer’s first and last visit is referred to as length
in the LRFMV model. It denotes the distance between two specific visits, or more
specifically, it refers to the purchases made on these two dates. Mathematically,
if the last purchase date and the first purchase date for a particular customer is
denoted by pl and pf respectively then Length, L can be calculated as,

L = pl − pf

Table 3.1: Calculated Length (L)

In the above table, it can be observed that Length (L) has been calculated with
respect to a customer id. After the customer has completed their first and last
purchase, the length of these two purchases has been calculated. It is, in essence,
the time interval between two consecutive sales. So, if all the individual’s purchases
have been added between these two times,the Length(L) can be found.
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Customer ID Length

0 AA-10315102 919.0

1 AA-10315120 0.0

2 AA-10315139 319.0

3 AA-103151402 483.0

4 AA-103151404 553.0

... ... ...

17410 ZD-2192548 385.0

17411 ZD-2192564 0.0

17412 ZD-219257 0.0

17413 ZD-2192582 570.0

17414 ZD-2192596 0.0

3.4.2 Calculation of R

Recency refers to the days after the last visit of any particular customer. It indi-
cates the days which exist after any valuable customer’s last purchase to find the
irregularity after that visit. The Recency (R) value was calculated. Mathematically,
If the most recent date of the dataset is denoted by Dr and the last purchase date
of a particular customer is Cr then Recency, R can be calculated as,

R = Dr − Cr

In the following table, the above formula has been used for calculating the recency(R)
for each customer id.
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Table 3.2: Calculated Recency (R)

Customer ID Recency

10553 AA-10315102 358

5926 AA-10315120 960

7922 AA-10315139 149

3280 AA-103151402 184

1185 AA-103151404 819

... ... ...

6849 ZD-2192548 751

5925 ZD-2192564 1409

11818 ZD-219257 1199

20962 ZD-2192582 196

15736 ZD-2192596 750

To do so, firstly the most recent date in the dataset had been found and saved as a
variable, then stored only the most recent dates of each customer in a data frame.
Then each customer’s most recent visit/purchase date had been subtracted from the
dataset’s most recent date. Recency was assigned to this data.

3.4.3 Calculation of F

The number of purchases made by a customer in a customer life cycle of time is
referred to as frequency. Counting the total number of times a customer purchased
any service from the superstore yielded the Frequency (F) value. Mathematically, If
the purchase for a customer is denoted by pf then Frequency, F for that particular
customer will be,

F = count (pf )

Here, by the count method, the total number of purchases for a particular customer
is calculated. We will calculate the frequency per customer id, using this formula in
the below-stated table.
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Table 3.3: Calculated Frequency (F)

Customer ID Frequency

0 CS-121757 9

1 DB-1361548 8

2 SH-203951406 7

3 RP-193901406 7

4 AI-108551404 7

... ... ...

17410 BS-1755134 1

17411 RB-1946548 1

17412 VP-2173026 1

17413 MC-17425130 1

17414 JF-5415137 1

3.4.4 Calculation of M

Total number of transactions and total expenditure for all those transactions were
needed to calculate the monetary.In a customer’s whole life cycle,total amount
of his comprehensive transactions has been divided with the number of those
transactions in order to find the value of monetary.Mathematically, if the total
spending on purchasing of a customer is ps, x is the total number of transactions
denoted here. Monetary, M can be calculated as,

M =

∑x
n=1 ps
x

Using this formula, we will calculate the money for each customer id.
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Table 3.4: Calculated Monetary (M)

Customer ID Monetary

0 AA-10315102 272.3280

1 AA-10315120 2713.4100

2 AA-10315139 738.9495

3 AA-103151402 2390.2760

4 AA-103151404 376.7540

... ... ...

17410 ZD-2192548 434.0560

17411 ZD-2192564 1225.3920

17412 ZD-219257 59.9400

17413 ZD-2192582 339.0507

17414 ZD-2192596 269.3100

As a result, we decided to use the mean value per sale as our monetary value (M)
using the above table. Monetary is the com payment fee of any purchase of a
customer.

3.4.5 Calculation of V

Volume is a rescaled version of the quantity of goods purchased by a potential
customer.It identifies a group of valuable customers for any company by highlighting
the amount of their purchased product over a set period of time or a set number
of visits.It is the proposed term by us in this research paper which adds value to
the LRFM model by figuring out the customer clusters that give more profit to an
organization. It shows that if a customer buys a large amount of product in his
certain visits regardless of the spent money he will contribute more to the profit of
that organization.
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Table 3.5: Calculated Volume (V)

Customer ID Volume

0 AA-10315102 4.875000

1 AA-10315120 7.000000

2 AA-10315139 2.479167

3 AA-103151402 3.000000

4 AA-103151404 2.000000

... ... ...

17410 ZD-2192548 2.833333

17411 ZD-2192564 2.250000

17412 ZD-219257 4.000000

17413 ZD-2192582 2.500000

17414 ZD-2192596 5.500000

In the above-mentioned figure,the volume had been calculated for each customer
id using the volume formula. The detailed formula is like this- Mathematically, if
the quantity of purchased products for a particular customer is Q, x is the number
of transactions made by a specific customer on a specific day while calculating the
average of different attributes, n is the number of days while transacting in his
customer life cycle.

V =

∑n
i=1

(∑x
j=1Qj

x

)
i

n

In this paper, the mean quantity is being calculated by grouping the dataset with
both the customer id and the sale date. It will provide us with the average quantity
of products purchased by each customer on specific days.The quantity’s mean will
be calculated once more. This time, however, it will be grouped solely by customer
id. It will be referred to as Volume (V).

3.5 Correlation of volume with other features

To select profitable customers for superstores, all six LRFMV parameters must be
considered. Each parameter should have distinct characteristics that do not overlap
with other attributes.The RFM model has been by including two new variables, L
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and V. Previous research demonstrated how L is associated with other attributes and
why it is important to consider in order to enhance profitability in market segments.
[42] [31] [60] [57] A heatmap is generated here to visualize the relationship between
the newly added feature called volume and other parameters L, R, F, and M.

Figure 3.8: Heatmap for LRFMV model

The graph above represents the relationship between each parameter. The indication
ranges from light to dark, or from strongly associated to less connected (1.0 to -0.2).
It is observed that the newly introduced parameter V has a very weak relationship
with each of the other parameters L (0.2), R (0.0), F (0.2), and M (0.4), and is quite
strong with itself. It signifies that V is a unique feature and can not be replaced
by other features. Therefore, to validate the statement, the LRFMV model can
be employed as a unique model and see if it outperforms the traditional RFM and
LRFM model.

3.6 Model Specification

Focusing on the process of determining some independent variables need to include
and exclude from the research which is referred to as model specification follows
some methods.Elbow method,Silhouette coefficient,Cumulative Explained Variance
Ratio and PCA have been used as the paramount process as the model specification
for this research.

3.6.1 Elbow Method

The elbow approach is a very effective method for identifying the optimal cluster
numbers in clustering procedures. The approach first came into the discussion by
Thorndike in 1953 [31]. The primary idea behind this strategy is to choose the elbow
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of the curve of the cluster association graph with error reduction and then increase
K values until the gain of K is stable.
The maximum number of clusters that should be employed for a given dataset
is determined by the elbow curve that is chosen by the heuristic approach. The
elbow method based on SSE values generates the best number of clusters for larger
datasets[52]. In this research, K-values were measured to select the best clusters
based on SSE as a performance indicator of elbow technique. For a definite clustering
methodology, the average distance between the points inside a cluster represents the
average internal sum of squares.
In terms of mathematics,

SSE =
k∑
k=1

∑
xi=Sk

‖xi − αk‖22

For any given dataset let X = {x1, x2, x3 . . . xn} , x having n points, K is the cluster
numbers where K < n and k ∈ {1, 2, 3, 4, . . . K}. In the above formula αk denotes
the centroids of the associated cluster Sk ,where

αk =
1

|Sk|
∑
xi∈Sk

X

After computing SSE for each cluster, the result is put onto a graph. The ideal
number of clusters is found by identifying the bend in the curve.

Figure 3.9: Elbow Method
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In the above figure, the number of clusters, k = 1, 2, 3, 4, ...K is shown on the x-axis
and the corresponding SSE values for each cluster are shown in the y-axis. When
the value of k is raised, the graph begins to flatten significantly and the SSE value
becomes insignificant. Here a bend is seen on the graph for the value of k = 5. The
mentioned thing actually demonstrates the ideal amount of clusters which is needed
for the segmentation for the particular dataset X. When the value of k is increased
from 5 the graph gradually smoothes out. If the k value is excessively high, the bend
actually prevents the clusters from overfitting the data. Many essential clusters may
be eliminated from the data if the value of k is excessively low.
As a result, selecting the ideal amount of clusters is actually required to achieve
effective data segmentation. The Elbow method consists of less complexity and is
really easy to use. Additionally, as a validity indicator, SSE works well in terms
of determining how effectively an object functions. When there are several bends
or the overall curve is flattened, the elbow approach fails. Other approaches for
determining the optimal number of clusters is also utilized in certain circumstances.
Furthermore, when dealing with huge data sets, the elbow approach requires a lot
of time to execute since the SSE value must be computed for each cluster. In most
circumstances, however, the elbow technique is quite beneficial for calculating the
ideal number of clusters.
This method can be a potential one for determining an optimal clusters for the K-
means method. This K-means process can give a variety of clusters depending on
the dataset and user’s demand. Data variance, dimensions, etc are the reactors for
the total amount of clusters in case of particular datasets. But an efficient number
of clusters is really important for creating any kind of model to avoid data traffic
and a clear understanding of a paper. For ensuring the effective cluster numbers for
the dataset, the elbow method is used.

Figure 3.10: Elbow Method for the LRFMV model
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In the graph, it is noticed that an optimal cluster numbers is on x-axis, and the sum
of squared distances is on y-axis. It can be observed that the most curved line lies
between 4 and 6. If the ceiling margin is being considered, 6 will be considered as
the number of efficient clusters.

3.6.2 Silhouette Coefficients

The silhouette coefficient is a statistic used to determine the quality of a clustering
process. Its value is between -1 and 1.
1: Specifies that clusters are clearly distinct and isolated from one another.
0: Implies that clusters are indifferent to one another or that the spacing between
clusters is quite small.
-1: Indicates that clusters have been allocated incorrectly.
According to Rousseeuw (1987)[3], the silhouettes are beneficial when proximities
are measured in ratios (as with Euclidean distances) and when dense and clearly
differentiated clusters are desired. Indeed, the definition makes use of average prox-
imities in the same way as demonstrating a positive association linkage does, which
is known to perform best when clusters are approximately spherical.
Mathematically, silhouette coefficient can be written as,

S(i) =
c(i)− d(i)

max{c(i), d(i)}
, if |Xi| > 1

where an d(i) represents the average intra-cluster distance between object i and
other data points, that is, the average distance between each point within a cluster.
And c(i) is the average distance between the cluster where the object i belongs to
all other clusters the object i does not belong, i.e. the distance between all clusters
and X denotes the cluster.
When a cluster contains a single object, it is impossible to clearly define the value
of d. As a result, the value of ”d” should be zero, which appears to be the most
neutral value.

Figure 3.11: A visual representation of objects involved in the calculation of S(i)

31



As it is known that this method is used for confirming the methodical number of
clusters like the elbow method,this method is being used for confirming the cluster
number. For applying the standard K-means, K-Medoids and Mini Batch K-means
algorithms it is compulsory to know how many clusters are appropriate for the
dataset based on the variety of information.The Silhouette Coefficients were used to
determine the number of clusters. The Silhouette score yielded the same result of 6
points for the three algorithms.

Figure 3.12: Silhouette Score

In the Silhouette Coefficient calculation, it is spotted that the value of the Silhouette
Coefficient for the standard K-means has started decreasing from cluster 7. Till
cluster 6 it was rising and the value was 0.4224 for cluster 6, and for cluster 7, it
was 0.4185. It indicates the downfall of coefficient value which continues till cluster
14.

3.6.3 Cumulative Explained Variance Ratio

To lower the complexity of our suggested model, we must first lower the dataset’s
dimensionality. To develop an easy-to-understand model that is also fast to execute,
we must first determine the suitable dimension of the dataset, and principal com-
ponent analysis (PCA) is a powerful technique for reducing the dimension of the
data. However, before we go into PCA, we must ascertain the utility of our primary
components. We utilize the Explained Variance Ratio to determine the utility of
your primary components and the number of components to include in our model.
The explained variance ratio indicates the proportion of variation that each of the
specified components contributes. The cumulative percentage indicates how much
variation is explained by the first n components. For instance, the cumulative Rate
for the second component is equal to the total of the first and second components’
variance percentages.
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Figure 3.13: Cumulative Explained Variance for random 200 points

Here,it is seen that the first 10 components contain 75% of the variance, on the
other hand, approximately 50 components are needed to describe nearly 100% of
the variance.
Before using k-means,it is required that how many dimensions are appropriate for
representing this dataset or observing trends, jumps, clusters, and outliers.The Cu-
mulative Explained Variance Ratio method is used to do so.
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Figure 3.14: Cumulative Explained Variance for our proposed dataset

The number of components vs. variance graph has been plotted using this
method.Any number of components can be combined to achieve a ratio of 0.90
to 1.00. (90 to 100 percent). The more the number of components the more will be
accurate. So,a round figure has been chosen which is 2 and it shows that 2 or higher
numbers as the number of components as the optimal result. So, 2 has been chosen.

3.6.4 PCA

For different fields of unsupervised machine learning, PCA is a remarkably successful
approach. Pearson first [1] proposed principal component analysis (PCA) in 1901,
and Hotelling [2] later on improved it in 1933 and named it as ”principal compo-
nents”. It’s a dimensionality reduction approach that involves compressing a dataset
of higher dimensional feature space into a lower dimensional feature subspace with
the goal of maintaining the majority of the relevant data [1] , [35]. Maintaining a
big number of dimensions in the feature space might result in a big volume of space,
which can affect the effectiveness of data mining algorithms for a given dataset. As
a result, dimension reduction actually aids in increasing the algorithm’s accuracy by
extracting as much variation from the original data as necessary. Mathematically
PCA aims to create a linear mapping L in order to maximize the variations from
the original data D.
In other words, PCA solves the equivalent eigenvalue problem of the covariance ma-
trix by maximizing the cost of the function LTML with respect to L[35] Eigenvalue
and Eigenvectors always come in pairs and their numbers are equal to the dimen-
sion of the data Principal components are actually the direction of the Eigenvectors
where Eigenvalues provide the variance from each principal component. For any
given data D, if dxy demonstrates the pairwise Euclidean matrix for a high dimen-
sional data and ‖γx − γy‖ is the Euclidean distance between low dimensional data
points γx and γy then PCA will try to find the linear mapping L for maximizing the
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cost of function:

P (Y ) =
∑
x,y

(
d2xy − ‖γx − γy‖

2)
By maximizing the variances from the original data, the higher dimensional fea-
ture space is reduced to lowerer dimensional feature subspace after computing the
Eigenvalues from the Eigenvectors.

Figure 3.15: 3D featured dataset
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Let X, Y, Z be three-dimensional axes where PC1, PC2, and PC3 are 3 principal
components of the original space. We observe some scattered data points in the
high dimensional 3D region of the original data.

Figure 3.16: Dimensionality reduction to 2D using PCA

After applying PCA in the original data the dimension is reduced from 3D to 2D
by finding the maximum variance by computing and reorienting the coefficients of
Eigenvalues from the Eigenvectors of the covariance matrix. When input character-
istics have a lot of dimensions and data is difficult to visualize, PCA is applied. By
minimizing the space by increasing the variations, PCA also ensures that valuable
information is present. It also gives the variables a synchronized low-dimensional
form of the original space. It also has certain limitations, such as the size of the
covariance matrix being identical to the data dimension, and Eigenvalues and Eigen-
vectors being equal to the dimension of the data. As a result, computing eigenvalues
accurately for bigger datasets becomes more complex. Another issue is that small
variance components aren’t as significant when using PCA, consequently, prediction
accuracy might deteriorate. In the majority of instances, however, PCA improves
productivity in unsupervised machine learning.
In the study, six features L, R, F, M, V have been extracted respectively. It will be
really complex to analyze and portray a dataset in six dimensions.The Cumulative
Explained Variance Ratio is being used to know how many dimensions are suitable
for the dataset to represent and analyze the graphs.
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Table 3.6: PCA on the dataset of the proposed model

Dimension 1 Dimension 2

0 2.026663 0.113448

1 -0.688949 3.941569

2 2.452061 -0.404806

3 1.44086 1.647351

4 0.648339 -0.694921

... ... ...

17422 1.207285 -0.365144

17423 -1.652813 0.649655

17424 -1.412286 0.062498

17425 1.365681 -0.705877

17426 -0.811169 0.749766

PCA transformed the data frame from six to two dimensions. It increased the
interpretability of the dataset along with reducing the number of dimensions without
any information loss.
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Figure 3.17: 3D representation of PCA on the dataset of the proposed model

The above mentioned figure is the 3D representation of PCA for the Table 3.6 on the
dataset of the proposed LRFMV model. Here for both dimensions different colors
has been used for different numbers in case of better visualization.

3.6.5 K-means Algorithm

For unsupervised machine learning, the k-means method is known as a popular clus-
tering strategy for segmenting dividing a bunch of unprocessed sample points into
distinct groups. To address the clustering issue, MacQueen proposed the k-means
method in 1967 which was one of the simplest unsupervised learning algorithms at
the time [57]. The algorithm takes a set of unlabeled data points and assigns them
to one of k groups, with each cluster containing data of a similar sort. The optimal
cluster numbers can be identified with the help of the Elbow method, Silhouette Co-
efficient method, gap statistic, etc. The process of clustering begins by determining
the centroids and placing them in the unlabeled data which can be entirely random
or actual data points from the real data set, X. After applying a defined distance
metric to compare the distances, the data points with the shortest distance will be
assigned together around the centroid and the centroid’s value will be computed
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again by computing the mean value of each group’s data points. The process will
continue until the criterion function becomes minimum after numerous calculations.
At the end of the procedure, each centroid will be placed in the center of its circular
decision boundary known as clusters.

Figure 3.18: Unlabeled data before applying the K-means algorithm

Figure 3.18 indicates a the total number of points together with the x and y-axes
for any dataset X. The data points labeled as blue have not yet been clustered and
are spread throughout the graph.
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Figure 3.19: Labeled data after applying the K-means algorithm

In figure 3.18 , it is noticed that the unlabeled data points ‘n’ from figure 3.18 are
labeled into 4 clusters with the help of K-means. To measure the distance between
the taken points and each centroid several distance metrics, such as Chebyshev
distance, Euclidean distance, Manhattan distance, Minkowski distance and so on,
can be used to determine the minimal distance between them.Euclidean distance will
be used as a distance metric here. Mathematically, for any given dataset: let X =
{x1, x2, x3 . . . xn } x having n points, the Euclidean distance between the vectors
i = {i1, i2, i3, . . . , in} and j = {j1, j2, j3, . . . , jn} can be written as,

Eij =

√√√√ n∑
k=1

(ik − jk)2

The criterion function can be defined as below-

SSE =
k∑
i=1

∑
α∈Ci

‖a− αi‖2

Here, Ci denotes the cluster where α and αi is the average of that cluster. SSE
denotes the sum of squared errors for all points of data in the dataset. The distance
measured for the mentioned criterion function is Euchdean distance [41]. Using the
Euclidean Distance formula each data point’s distance from the centroid is computed
and utilizing K means the objects that are near to the centroids are placed next to
each other The process continues until the next new centroid is found.
The process of creating new centroids is visible for each step until the crite-
ria function becomes minimal in the above figure for each given dataset X =
{x1, x2, x3 . . . xn} with n number of points. The distance between the n points and
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Figure 3.20: Graphical illustration of the K-means clustering process

the current centroids is calculated and the points that are closest to the centroids
are gradually grouped together and create clusters. The K -means algorithm is sim-
pler to implement and works well with large data sets. For unsupervised learning,
converged data can be easily visualized within a short time using the algorithm. The
k-means can be difficult to apply when there are a large number of variations in dense
data sets. On the featured data, PCA can be used to reduce dimensions. Outliers
affect the grouping of the data when using the K-means algorithm. Nonetheless, the
K-means algorithm is an effective technique operates in commercial sectors to seg-
ment customer and product data and aid in the development of business models. In
case of applying the LRFMV model, we employed the K-means clustering technique
to generate efficient clusters and find the potential customers to earn more profit.
Cluster number was derived by the Elbow and Silhouette method and clusters have
been created by the K-means algorithm.
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Figure 3.21: K-means clusters for LRFMV model

Following that, the k-means algorithm is applied to get clusters for the proposed
LRFMV model and the above graph is projecting the clusters. In the graph,it can
be observed that six different clusters have been shown with six different shades
of colours in the graph where green is denoted for cluster 0 and purple is assigned
for cluster 5. K-Means algorithm has been applied on the RFM and LRFM model
also and further explanation and comparison prove that it is the best clustering
technique for the proposed LRFMV model .
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Figure 3.22: 3D representation of K-means clusters for LRFMV model

In the above figure, a three dimensional representation of K-means clusters for
LRFMV model has been illustrated. The clusters are labeled with six different
colors (teal, indigo, blue, green, purple and red) in order to visualize competently.

3.6.6 K-Medoids Algorithm

K-Medoids is a conventional clustering method that splits an n-object data collec-
tion into k a priori determined clusters. The silhouette is a useful tool for figuring
out k. When compared to k-means, it is more noisy and outlier sensitive[24]. Actual
objects can be used to represent clusters in the K-Medoids methodology, with one
representative item per cluster, and a medoid is an object in a cluster with the
minimum average dissimilarity to all other objects in the clusterThe other objects
are grouped along with the most similar representative object. The partitioning
method is based on the idea of reducing the sum of the differences between each
object and the reference point with which it is connected.[24].

It chooses ’k’ points at random from the data (’k’ is the number of clusters to form).
The validity of the choice of k’s value has been tested using techniques such as the
silhouette technique and the K-Means method. Each data point is given to the
cluster that contains the closest medoid.The distance between each data point in
clusters namely C1,C2,C3 and all other data points is computed and added.
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Figure 3.23: Graphical illustration of K-Medoids algorithm

K-Medoids is a clustering approach that is similar to the K-Means methodology.
It belongs to the unsupervised machine learning category. In terms of how it
determines the clusters’ centers, it differs significantly from the K-Means algo-
rithm[26].The former chooses the average of a cluster’s points as its center (which
may or may not be one of the data points), whereas the latter always chooses the
clusters’ actual data points as their centers (also known as medoids).

Figure 3.24: K-Medoids for LRFMV model

In figure: 3.24, it is noticeable that 6 clusters have been identified for the pro- posed
the LRFMV model after applying the K-Medoids algorithm. Different colors like
blue,green,red etc. have been assigned to highlight the clusters and K- Medoids
approach has given more number of clusters than the standard K-Means algorithm.
Moreover,K-Medoids has also been applied for RFM and LRFM model for further
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comparison analysis.

Figure 3.25: 3D representation of K-Medoids clusters for LRFMV model

A three-dimensional depiction of K-Medoids clusters for the LRFMV model is shown
in the figure above. To facilitate visualization, the clusters are labeled with six
distinct hues (teal, indigo, blue, green, purple, and red).

3.6.7 Mini Batch K-means Algorithm

For clustering huge datasets, Mini Batch K-means has been proposed as a replace-
ment for the K-means algorithm[27]. By sampling a fixed-size subsample of the
dataset rather than the entire dataset, this strategy saves time and money. The
fundamental concept is to use tiny stochastic groups of adjusted data that may
be kept in storage. Each repetition, a fresh random selection of the information is
picked and used to refresh the clusters, and the process is repeated once convergence
is reached [32]. As the number of iterations grows, each mini batch refreshes the
clusters with a convex mix of prototype and example values and a falling learning
rate. The number of examples assigned to a cluster is inversely proportional to the
speed with which the procedure is completed.The influence of additional instances
lessens as the number of iterations increases, and convergence can be detected when
no changes in the clusters occur over a long period of time.
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Figure 3.26: Implementation of Mini Batch K-means algorithm

In the above-mentioned figure, the Mini Batch K-means algorithm has been applied
on 4000 random data points and the batch size was 200. It can be seen that 3
uniform clusters have been generated after a certain number of iterations.

Figure 3.27: Applying Mini Batch K-means Algorithm on LRFMV model

In the figure 3.27, it can be seen that for the proposed LRFMV model 6 clusters
have been formed after applying mini batch K-means which is similar to K-means
algorithm where the density of clusters 0.1,3,4 is higher than that of clusters 2,5.Mini
Batch has also been used for clustering in the RFM and LRFM model in order to
find out the efficiency of the proposed LRFMV model.
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Figure 3.28: 3D representation of K-means clusters for LRFMV model

The graphic above exhibits a three-dimensional representation of Mini Batch K-
means clusters for the LRFMV model. The clusters are labeled with six various
colors to aid with viewing (teal, indigo, blue, green, purple, and red).
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Chapter 4

Comparative Analysis

For any unsupervised learning, analysing the performance from the result by cluster-
ing techniques is an important issue. We considered two methodologies to compare
the performance of RFM, LRFM and LRFMV. One of them is the number of clus-
ters generated by the three models RFM, LRFM and LRFMV and another one is
the clustering quality for each of them.

4.1 Number of clusters

4.1.1 Number of cluster determination for KMeans algo-
rithm

To compute the optimal number of clusters for the RFM, LRFM and LRFMV
model the Elbow Method and the Silhouette Coefficient is applied. It’s important
to know the total number of clusters before applying K-means so that the data
doesn’t overfit in case of high value for K and important features are not excluded
in case of lower value for k.

In case of RFM model with increasing the value of k the graph gradually
becomes flatten When k exceeds 4, the graph flattens out and the SSE values
become insignificant. As a result, the bend in the above Elbow curve can be
calculated as k = 4, which is also the RFM model’s optimal number of clusters for
our dataset. Using the Elbow method,The four clusters have been discovered for
the RFM model for the data set.

Now, the cluster numbers for the RFM model for the dataset using the Sil-
houette score is calculated. Here, the Silhouette Value for k gradually increases
till the value of k = 4. When the value of k exceeds 4, the Silhouette drastically
becomes less (0.4674035614222174 when k = 5, 0.43326621579270996 when k = 6,
0.3981119827887891 when k = 7, . . . ..and so on). Therefore, k = 4 is the cluster
numbers when the corresponding Silhouette score is 0.471724277212437.
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Figure 4.1: Applying K-means Algorithm on RFM model

Figure 4.3 demonstrates the usage of the k-means algorithm to construct four
clusters for the RFM model. For the k-means clusters of RFM model four different
shades have been used to represent the clusters (cluster 0: green, cluster 1: blue,
cluster 2: red and cluster 3: purple).

In case of LRFM model, the ideal cluster numbers are determined using
both the Elbow Method and the Silhoutte Method for K-means algorithm. As
the value of k is increased, the graph flattens out. When k is greater than
5, the graph flattens and the SSE values become unimportant. As a conse-
quence, the bend in the above Elbow curve can be computed as k = 5, which
is exactly the ideal number of clusters for our dataset according to the LRFM model.

Besides Elbow method, the cluster numbers for the LRFM model for the
dataset are also derived using the Silhouette score. In this case, the Silhouette
Value for k steadily grows until it reaches k = 5 and the Silhouette Value is
0.4210816270834872. When the value of k surpasses 5, the Silhouette gets signifi-
cantly smaller (0.41775957732139857 when k = 7, 0.402157582846443 when k = 8,
0.35841125721368255 when k = 9 and so on). As a result, when the matching
Silhouette score for LRFM model is 0.4210816270834872, the cluster numbers are
k = 5.
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Figure 4.2: Applying K-means Algorithm on LRFM model

From the above figure it is visible that 5 clusters are formed from LRFM model by
applying K-means algorithm. The clusters are labeled with five different colours in
order to visualize properly (cluster 0: blue, cluster 1: red, cluster 2: green, cluster
3: brown, cluster 4: magenta).

From figure 3.15 it is observed that the clusters are indicated on the hori-
zontal axis, and the SSE values for the clusters are indicated on the vertical axis.
Here after exceeding a certain value for k the curve becomes smooth. In this
scenario, the value for k is 6. When the value of k exceeds 6 the change of SSE
corresponding to k gets smaller. As a result, it creates an elbow point at k = 6 and
that is the ideal number of clusters found for the dataset.

To measure the ideal number of the clusters more precisely the Silhouette
score is used to determine the cluster number. It is seen from figure 3.17 that
the Silhouette Value for k steadily rises until it reaches k = 6. When the
value of k crosses 6, it significantly decreases (0.4185709369336526 when k = 7,
0.3614374374627813 when k = 8, 0.36872579425202234 when k = 9, . . . ..and so
on). When the value k = 6 , the Silhouette score is 0.4224064188058843, so the
number of clusters that is detected is 6. As a consequence, four clusters are formed
in the RFM model, five clusters are formed in LRFM model and six clusters in the
LRFMV model using both the Elbow technique and the Silhouette coefficient for
K-means algorithm.

In case of k-means clusters of LRFMV model six different shades have been
used in the figure 3.26 to represent the clusters (cluster 0: green, cluster 1: blue,
cluster 2: black and cluster 3: yellow, cluster 4: red and cluster 5: purple). That
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implies the LRFMV model develops more segmentation for the purchase behavior
of the customers, which is highly essential for identifying potential customers. The
correct choice to develop the superstore business can be determined by analyzing
the 6 clusters of the LRFMV model.

4.1.2 Number of cluster determination for K-Medoids algo-
rithm

In the K-Medoids algorithm, a medoid is the cluster’s most central element, with
the shortest distance between it and other points. Because medoids are unaffected
by extremities, The K-Medoids algorithm is less susceptible to outliers and noise
than the K-Means method. The mean of the data points is a metric that is heavily
influenced by extreme points. If the data contains outliers, the centroid in the K-
Means algorithm may be pushed to an inaccurate position, resulting in erroneous
grouping. Both Elbow method and silhouette score is used in case of K-Medoids
algorithm for RFM model to determine the optimal cluster numbers. In both cases
just like K-means algorithm the four clusters are produced for RFM model.

Figure 4.3: Applying K-Medoids algorithm on RFM model

In the above mentioned figure, K-Medoids approach has been applied on RFM
model. Four clusters have been identified here and four different colors are assigned
to mark them individually (cluster 0: blue, cluster 1: red, cluster 2: green and
cluster 3: brown).
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For LRFM model, applying K-Medoids algorithm optimal cluster numbers are de-
termined by using both elbow method and silhoutte coefficients just like for K-means
algorithm. Hence, the optimal cluster number for LRFM model using K-medoids
can be determined as five.

Figure 4.4: Applying K-Medoids algorithm on LRFM model

In the above figure 5 clusters are formed by LRFM model applying K-Medoids
algorithm. Each clusters are labeled with five different colors to visualize in a better
way (cluster 0: blue, cluster 1: red, cluster 2: green, cluster 3: brown and cluster
4: magenta). Here cluster 1 and 0 is a bit scattered where cluster 2, 3 and 4 are
compact.

It is clearly visible that cluster number has been reduced for both RFM and
LRFM models compared to the fig 3.23. From LRFMV model, six clusters are
formed using K-Mediods algorithm. Six different shades have been used to represent
the clusters (cluster 0: blue, cluster 1: red, cluster 2: green, cluster 3: brown,
cluster 4: magenta and cluster 5: yellow). Hence, it can be said that the proposed
LRFMV model generates clusters for K-Mediods algorithm more efficiently.

4.1.3 Number of cluster determination for Mini Batch K-
means Algorithm

K-means is one of the most often used clustering algorithms due to its high efficiency.
Due to the fact that K-means needs the complete dataset to be kept in main memory,
its calculation time scales with the size of the datasets under examination. As a
result, numerous strategies for reducing the algorithm’s time and spatial cost have
been presented. So, MiniBatch has been proposed to generate good quality clusters
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for segmentation. For RFM model, 4 clusters have been found using both elbow
method and silhoutte coefficients while applying Mini Batch K-means algorithm.

Figure 4.5: Applying Mini Batch K-means algorithm on RFM model

While applying the Mini Batch K-means algorithm in the RFM model, 4 clusters
are found where cluster 0 and cluster 3 are compact and cluster 1 and 2 are a bit
scattered. Four colors are used to label the clusters for better visualizing (cluster
0: blue, cluster 1: red, cluster 2: green, cluster 3: brown).

In case of LRFM model, five clusters have been determined using both el-
bow method and silhoutte coefficients by applying Mini Batch K-means algorithm.
It is observable that Mini Batch K-means algorithm is a modified algorithm of
standard k-means algorithm and produces same number of clusters in most of the
cases.
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Figure 4.6: Applying Mini Batch K-means algorithm on LRFM model

In the above figure, Mini Batch K-means algorithm on LRFM model has been
applied and five different clusters are formed. Here cluster 1 and cluster 0 are a
bit scattered where other clusters are compact. Five different colors has been used
here to visualize the clusters in an efficient manner (cluster 0: blue, cluster 1: red,
cluster 2: green, cluster 3: brown and cluster 4: magenta).

On the other hand, in the LRFMV model by applying Mini Batch K-means
algorithm, six clusters have been found which are visible in figure 3.25. Here six
different colors have been used to label the clusters for better visualization (cluster
0: blue, cluster 1: red, cluster 2: green, cluster 3: brown, cluster 4: magenta and
cluster 5: yellow).

4.2 Clustering Quality

4.2.1 Profit analysis for K-Means Algorithm

The quality of clustering refers to how closely the clusters fit the original data.
The cluster fitness is vital because valued customers are not identified effectively by
clustering if the resulting clusters do not extract the relevant attributes even after
segmentation. Profit per head has been evaluated for clusters formed by the RFM,
LRFM and LRFMV models to see how well they worked.
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Figure 4.7: Profit analysis for RFM, LRFM and LRFMV model using standard
K-means algorithm

The above graphs demonstrates different profit gains for RFM, LRFM and LRFMV
models by employing K-means algorithm. Three colors are used for representing
the profits for three models. The ”red” colored bar indicates RFM model, ”green”
colored bar demonstrates LRFM model, ”blue” colored bar is designated as the
proposed LRFMV model. Now, in the red colored bar for the RFM model, it
shows that there are four groups, each with its own per-head total revenue to the
superstore. The highest profit is achieved from cluster 3, which is about 229.5734,
while the lowest profit is achieved from cluster 0, which is about 12.718292. It
implies that customers from cluster 3 are more essential in terms of creating more
profit for the superstore.

Following that, the LRFM model, which is represented by the 5 blue colored
bars denoting the 5 clusters, is perceived applying the K-means algorithm. The
maximum profit is obtained from cluster 4, which is around 294.39, and the lowest
profit is obtained from cluster 1, which is around 9.671316. That seems to be, if
the LRFM model employs the K-means algorithm, the customers from cluster 4
generate higher profit for superstores.

After that, in the graph of the LRFMV model, it is clearly visible that the
LRFMV model can develop 6 segments with the same number of customers while
providing a larger profit per head. The highest profit is achieved from cluster 4
with 602.38842 profit per head. The lowest profit is achieved from cluster 5 that is
7.759579 per head. It implies that customers from cluster 4 are more essential in
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terms of creating more profit for the superstore.

By comparing three models with respect to profit per head from the clusters,
it is observed that there is more variance of clusters in the LRFMV model than
both of the RFM model and LRFM model. The same number of customers can be
analyzed more efficiently with the LRFMV model with more variations. Once the
three models are compared in terms of profit per head from clusters, it is visible
that the LRFMV model has a greater variation of clusters than the RFM model
and LRFM model. With additional variations, the LRFMV model can evaluate the
same number of customers more efficiently. The LRFMV model produces a cluster
with a profit of 602.388442, which is more than the RFM model’s maximum profit
of 153.100115 and LRFM model’s maximum profit of 294.39. As a result, in the
case of RFM model and LRFM model, a key cluster is overlooked that provides
the greatest results for locating valuable customers and constructing marketing
strategies correspondingly.

Furthermore, a detailed examination of both graphs indicates that the profit
for the LRFMV model goes from high to moderate to low. For the LRFMV model,
cluster 4 has a high profit per head, clusters 2 and 3 have a moderate profit per
head, cluster 0 has a lower medium profit per head, cluster 1 has a lower profit
per head and cluster 5 has a very low profit per head. However, under the RFM
model, profit becomes more polarized, that is, it becomes predominantly either
high or poor. Cluster 2 gives a larger profit per head for the RFM model, whereas
Cluster 1 gives a medium profit per head and the other clusters give a lower profit
per head. Furthermore, the RFM model in superstores does not accommodate all
sorts of customers. Now, in the case of the LRFM model, the variances are better
than in the RFM model, but it still has certain shortcomings. Cluster 1 and 2 give
low profit for LRFM model where cluster 0 gives lower medium profit and cluster
3 and 4 gives larger profits. As a result, in many ways, the clustering quality of
the LRFMV model is preferable to that of the standard RFM model and modified
LRFM model.

4.2.2 Profit analysis for Mini Batch K-Means Algorithm

To decide the optimal number of clusters and analyze the clustering quality is very
influential for segmenting customers. Silhouette coefficient method has been used
to decide the cluster number for Mini Batch K-Means algorithm in the RFM and
LRFMV model. However, Elbow method has been used to determine the cluster
numbers for the LRFM model. Mini Batch K-Means process has been implied on
all three models known as RFM,LRFM and LRFMV model. Profits of these three
models for different clusters can be analyzed from below mentioned bar chart.
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Figure 4.8: Profit analysis for RFM, LRFM and LRFMV model using Mini Batch
K-means algorithm

Using the Mini Batch K-means algorithm, the above graphs show distinct profit
gains for RFM, LRFM, and LFM models. Three different colors are utilized to
symbolize the profits for three different models. The “red” colored bar represents
the RFM model, the “green” colored bar represents the LRFM model, and the
“blue” colored bar represents the proposed LRFMV model.For the RFM model, 4
clusters have been decided to plot by Silhouette coefficient. Cluster 2 is the largest
cluster and gained profit is 325.6254 which is larger than any other profit for RFM
model.The smallest one is cluster 3 and earned profit is 11.85245. It is discernible
that the difference between cluster size and earned profit is huge and polarity is
less in this regard.

For the LRFM model, cluster 3 is the most profitable cluster which is giving
a profit of 238.6246 and cluster 4 is the lowest profit making cluster here.
Though LRFM model is giving the highest profit in cluster three but this model is
giving only 5 clusters and overall profit of this model is less than the LRFMV model.

6 clusters have been found for the LRFMV model and the difference between each
cluster is not that large like the RFM model. As the cluster number is larger
here,clustering quality and behaviour of particles in each cluster is more similar.
Clustered between the largest and smallest one can be labeled easily here. The
largest cluster is cluster 2 and earned profit is 611.9415 and the smallest one is
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cluster 5 where the profit is 7.102506. The polarity is greater here for less difference
among clusters. Comparing the profits of three different models in the above bar
chart, it can be concluded that the clusters of LRFMV model are making the
highest profit which are denoted with green bars.

4.2.3 Profit analysis using K-Medoids algorithm

The profit for each cluster in the RFM, LRFM and LRFMV models is calculated
using the K-Medoids method. The RFM, LRFM and LRFMV models based on
their findings are compared by plotting a barchart.

Figure 4.9: Profit analysis for RFM, LRFM and LRFMV model using K-Medoids
algorithm

The graphs above show distinct profit gains for RFM, LRFM, and LRFMV models
using the K-means algorithm. Three colors are utilized to symbolize the profits
for three different models. The ”red” colored bar indicates the RFM model,
the ”green” colored bar represents the LRFM model, and the ”blue” colored
bar reflects the proposed LRFMV model. It is evident that for RFM model,
four clusters have formed, each with their own per-head total income for the
superstore. The highest profit is achieved from cluster 3 which is 337.760694
and the lowest profit is gained from cluster 1 that is 13.44273. It means that
cluster 3 is the most important group for the superstore data to increase profitability.

In case of LRFM model indicating ”blue” bar, the highest profit is achieved
for cluster 3 that is 294.39 and the lowest profit is gained from cluster 0 that is
2.367175. That implies that customers from cluster 3 appear to earn larger profits
for superstores if the LRFM model applies the K-means algorithm.
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On the other hand, the above figure illustrates the profit per head for the
LRFMV model for each cluster adopting K-Medoids. Here cluster 2 generates the
highest profit that is 270.877579 and the lowest profit is achieved from cluster 5
that is 6.884102. This suggests that cluster 5 is the most critical group for the
superstore data to boost profitability. By comparing the RFM, LRFM and LRFMV
models, we see that the highest number of profit can be gained using the RFM
model, which is 337.760694 and the highest profit from LRFM model is 294.39.
Inspite of giving the highest profit for the RFM model, the second highest profit
that is cluster 3 of LRFMV model gives much higher profit than the second highest
profit for RFM model and LRFM model. Besides, cluster 0,1 and 2 of LRFMV
model yields better profit than cluster 0 and 1 of RFM model and cluster 0. By
analyzing each cluster’s profit a polarity is seen on the RFM model and LRFM
model. For the RFM model cluster 1 and 0 are extremely lower than the other two
clusters, for the LRFM model cluster 0 and cluster 2 are extremely lower but for
LRFMV model more variations can be generated. For the LRFMV model, Clusters
1, 2 and 3 yield high profit, cluster 4 yields medium profit, cluster 0 yields lower
medium profit and cluster 5 yields very low profit. As a result, the cluster quality
for the LRFMV model employing the K-Medoids method is undeniably better than
that of the RFM model and LRFM model.
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Chapter 5

Result Analysis

5.1 Statistical Analysis

5.1.1 Volume-Profit Relationship for K-Medoids Algorithm

Volume profit analysis calculates the impact of changes in a company’s sales volume
and price on profit. This is a very effective approach in managerial finance for gaining
a better knowledge of profit growth. It is one of the most frequently used manage-
ment accounting tools to help administrators to make futuristic decisions. In order
to understand the volume-profit relationship for K-Medoids algorithm on the pro-
posed LRFMV model,a barchart has been plotted in this section.It is observable
that cluster 0 is giving the lowest profit which is 6.8841 where the volume of sold
product is 1.6621. On the other hand,cluster 5 is giving the highest amount of profit
which is 270.8775 percent and the volume of sold product is 6.0129. A proportional
relationship between volume and profit is noticeable for this approach as well.

Figure 5.1: Volume-Profit Relationship of LRFMV model for K-Medoids Algorithm
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Along with the proportionality, it is also visible that the relationship between volume
and profit is atypical for cluster 3.Because the profit in cluster 3 is higher than the
volume, the K-Means technique has been picked for the provided dataset in this
research study. Moreover, K-Medoids is more appropriate for a dynamic dataset
which has a prominent possibility to change the values frequently. The proposed
dataset is lethargic and K-Means is more suitable for this research.

5.1.2 Volume-Profit correlation for Mini Batch K-Means
Algorithm

Many corporate management decisions require a volume-profit analysis. This analy-
sis entails developing a model of the relationships between product prices, volume or
degree of activity, and sales mix. This idea is used to forecast the impact of changes
in such characteristics on earnings. It is evident that a proportional relationship is
also present in the below mentioned bar chart for Mini Batch K-Means approach.
Highest profit has been earned from cluster 2 which is 611.9414 and the volume is
6.7037. The lowest profit has been drawn from cluster 1. The profit of cluster 1 is
7.1025 where the volume is 1.6538.

Figure 5.2: Volume-Profit Relationship of LRFMV model for Mini Batch K-Means
Algorithm
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Mini Batch is more like a subsection of K-Means Algorithm. For the proposed
dataset this algorithm also gives a similar kind of result as the K-Means algo-
rithm. Though it gurrentied time and space efficiency, it is not widely used like
K-Means.The K-Means algorithm has been used in this proposed research study
because of its compelling nature.

5.1.3 Volume-Profit correlation for K-Means Algorithm

The goal of this proposed model was to initiate a new term volume (V) with the
existing LRFM model to ensure better clustering and finding out potential, valuable
and profitable customers. The volume and profit have a proportional relationship
with each other. As it was stated that volume is the amount of purchased products
by any customer. It will be typified that the customer cluster with a large volume
ensures more profit than others.
Regardless of the expenditure, customers with more buying habits have a direct
influence on the profit of any firm. Later, it will be proven by different charts and
graphs where it is noticed that the more customers buy products the larger profit
the superstore can make.

Figure 5.3: Volume-Profit Relationship of LRFMV model for K-Means Algorithm

Here in Figure 5.3, a relation between Volume-Profit is shown, each cluster represents
customers’ volume of purchasing. Volume refers to the amount of purchased product
by different types of customer segments. The highest amount of profit was generated
through the highest volume of customers. Here cluster 4 has generated the highest
profit compared to other clusters. Customers of cluster 4 have purchased the highest
volume of products and it is about 6.76 and the profit value is 602.78. Cluster 5
has generated the second-highest profit. The volume of cluster 5 is 3.80 and the
amount of profit shows 284.63 The addition of volume has been able to showcase
the amount of profit which clearly contributes widely to the segmentation of the
market. Cluster 2 is showing the volume is 5.63 and the profit is 154.99. These
numerical values clearly indicate that the volume and profit of that super shop
are proportionally dependent on each other as profit is higher when the volume
is comparatively greater. This volume-profit analysis is used to determine how
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variations in the amount purchased influence a firm’s profit. Businesses can use this
research to figure out how many units they need to sell to break even (cover all costs)
or achieve a certain profit margin. Despite the fact that all three algorithms were
implemented, the K-Means approach was found to be the best fit for the proposed
dataset and customer classification matrix.

5.1.4 Profit Analysis of each Cluster

Two different bar charts have been used to see the correlation between the number
of clusters and the profit made by each cluster.

Figure 5.4: Profit of each cluster in LRFMV model

The above-mentioned bar chart is a clear visual representation of the profit made by
each individual cluster. Each cluster’s profit in numerical figures has been written
outside as well.In this bar chart, Cluster 5 is the most profitable cluster, while
Cluster 3 is the least profitable. But it is visible that most of the profit has been
made by cluster 4 and cluster 5. It is covering approximately half of the profit from
the total profit earned by different clusters of customers. The other 4 clusters are
covering the rest half of profit in a year.

5.1.5 Customer Number Analysis for each cluster

K-means has been used here to discover 6 efficient clusters of customers. These 6
clusters contain different numbers of customers and these clusters denote a variety
of parameters to calculate and understand the most potential buyer group in any
organization.
This bar chart is created to show the number of customers in each cluster. The
numerical values are also stated outside of the different segments of the bar chart.
For instance, the largest cluster of customers is denoted by yellow which contains
5838 customers and it is cluster 3. On the contrary, the smallest one is cluster 4

63



Figure 5.5: Number of customers in each cluster

which has a customer number of 406. It is remarkable that cluster 4 and cluster 5
are really small and cluster 5 has only 1740 customers and if clusters 4 and 5 have
been combined, the size will be 1.5 times less than the largest cluster 3.
As can be seen, clusters 4 and 5 have just 12% clients but 45 percent profit. These
are the two main clusters that made up the Passive Customer type in the Customer
Classification Matrix.

5.2 Cluster Analysis with Customer-

Classification Matrix

5.2.1 Revenue Generation for each cluster and their cost to
serve

The information processing regarding the income, cost, and revenue are essential
to assess the clusters from the LRFMV model, and we must apply the Customer
Classification Matrix in our output for a better customer profitability check. Based
on the cost to serve per revenue, this matrix depicts four different sorts of clients.
Several literature positions advised using the Customer Classification Matrix (ma-
trix of customer revenue and cost to serve). This classification demonstrates that
businesses can service lucrative clients in a variety of ways. The most valuable
clients are those who are passive, providing great revenue at low cost. These are the
most profitable consumers, and the corporation should pay them special attention.
Some customers that generate a lot of money can also be expensive (carriage trade
quadrant) - they can be lucrative if the revenue surpasses the expense of serving
them. There may be consumers who are easy to satisfy yet don’t bring in a lot
of money (bargain basement quadrant). Finally, clients with high costs and poor
revenue are included in the last quadrant (aggressive).
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Aggressive- Aggressive clients seek (and frequently receive) the greatest possible
product quality, the greatest possible service, and the lowest possible costs. Procter
Gamble has a reputation among its suppliers for paying the least and getting the
most, thanks to an effective procurement unit. Aggressive buyers are frequently
powerful; their habit of buying in large quantities gives them negotiating strength
with suppliers in order to get better prices and better service. The national accounts
detailed in the second case at the start of this piece pushed the capital equipment
supplier to make tough concessions.
Bargain basement - the corporation may concentrate on boosting revenue from
these clients, beginning with research into whether they demand various services,
their price sensitivity, and so on. Customers that are price conscious but somewhat
unconcerned about service and quality are at the other end of the transport trade
spectrum. They can be served at a lower cost than carriages.
Passive - Because passive customers provide the majority of the firm’s earnings,
the corporation should consider putting more resources into better serving these
consumers, hence boosting their satisfaction and loyalty.
Passive clients are also less expensive to serve, but they are willing to pay high
prices. These accounts earn a lot of money for you. Their attitude is due to a
variety of factors. In some circumstances, the product is insignificant enough that
a hard bargaining posture on pricing is unnecessary. Others are unconcerned about
the price because the product is critical to their business. Others stick with their
present supplier regardless of pricing since switching is too expensive. In some
circumstances, vendor capacity and buyer needs are so closely aligned that the cost
to serve is inexpensive, even while the client receives (and pays for) excellent service
and quality.
Carriage trade - the company should concentrate on lowering the cost of serving
customers, evaluating cost causes, and identifying ways to optimize internal proce-
dures. Serving the carriage trade is expensive, but the carriage trade is willing to
pay top money.
The horizontal axis is the cost to service, and the vertical axis is net pricing, from
low to high. Any marketer will benefit from this classification. Any client connection
that begins above the horizontal mid-point, on the other hand, is usually marked
by a willingness and/or ability to pay more for services. Any relationship that lies
to the right of the vertical axis has a higher cost to serve in general. Relationships
that begin below the horizontal axis, on the other hand, have a lower willingness
or capability to pay for your services. Low fees and a high cost to serve are found
below the midpoint and to the right of the vertical axis, which is an unfavorable
combination.

Table 5.1: Revenue Generation for each cluster and their cost to serve

Although all persons are created equal, the same cannot be true of customers. Some
customers are more profitable than others, as it is known. Some, on the other hand,
are outright unprofitable. The crucial thing is determining which is which. Despite
huge disparities in profitability, many businesses maintain unprofitable customer
connections, typically providing them with the same pricing and service levels as
the most profitable ones. What is the reason for this? The majority of the time,
businesses have no idea who their unprofitable clients are. As a result, they are un-
able to design marketing plans or effectively manage costs. A customer classification
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Passive

(Revenue high, the expense of serving
low)

Carriage Trade

(Revenue high, the expense of serving
high)

Bargain Basement

(Revenue low, the expense of serving
low)

Aggressive

(Revenue low, the expense of serving
high)

matrix can be an effective and easily understandable way to find out the different
epitomes of customers.
The cluster 4 and cluster 5 are found as Passive customers as the main serving
guests. These accounts have a strong propensity to pay and low costs, making them
very profitable. To improve loyalty and happiness, businesses can aim to focus more
resources on them. A higher rise is found in the revenue with less cost for these
two groups. They are contributing more to the profit gaining process. Cluster 4
shows the traits if it is compared with its features with the average values of Length,
Recency, Frequency, Volume: L↓, R↑, F↓, M↑, V↑. It means that length and volume
are rising while the others are decreasing. Cluster 5 also has these traits but with
different types of change.If it is written in precise form it can be L↑, R↓, F↑, M↑,
V↑.It is visible that if recency is falling other traits are increasing at the same time.
Though cluster 5 doesn’t have a similar kind of impact as cluster 4 in terms of
revenue generated, it has the lowest cost to serve among all the 6 clusters and also
has the second-largest profitability.
Secondly, Another most important segment is cluster 2 with the Carriage trade
customers. These customers have an important impact on revenue with a small
drawback. Despite the fact that they are the largest revenue generator and con-
trol the majority of revenue, the difficulty is that they generate high revenue at a
significant cost. They have the second-highest cost among the 6 segments. Most
stores make the most money by catering to the masses: ”load ’em high and sell
’em cheap.” Some, on the other hand, are able to make more money by focusing
on the carriage trade, selling fewer products but at a substantially larger profit per
item. The carriage trade is a specialized market, but there are other niche markets
as well, therefore it wouldn’t work well as a stand-alone term. Their traits are L↓,
R↑, F↓, M↑, V↑. It indicates that recency and volume are increasing here and the
others are decreasing meanwhile. They are the second important customer type in
customer groups and close to the Passive Customer Type. They can be as profitable
as the Passive customer type if the superstore does a background investigation to
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reduce the cost. Reducing cost should be the goal for superstores to convert these
customers to passive ones. These clients have a high cost of service yet are prepared
to pay more. The superstore should look into cost drivers and streamline internal
processes in order to cut costs.
Thirdly, cluster 0 has been considered as a Bargain customer group. They are the
most flexible group and they give more priority to the price than the quality of the
product. They are very easy to serve with one of the lowest costs. superstores can
increase their profit from this group by conducting surveys and research to know
this segment better so that they get more choices in terms of service. Sometimes
reducing cost is the most convenient way to convince them. These clients are price-
conscious and don’t expect high levels of service or quality. To increase income,
businesses should aim to turn clients into passive customers. The superstore should
focus on understanding their demand to attract this group toward their services.
Their traits are: L↑, R↓, F↑, M↓, V↑ where volume, frequency, and length are on a
rise and others are falling.
Lastly, cluster 1 and cluster 3 are the most highly populated groups with the lowest
impact on revenue. They are considered as the most unprofitable groups with the tag
of Aggressive groups in the business. Cluster 3 has the highest number of members
with the highest number of times when the superstore had to face loss to serve them.
Cluster 1 has the second-highest number of customers with the highest amount of
loss in revenue. superstores should renegotiate with these customers in terms of
pricing in services. They should not lose these customers rather they should focus
to avoid loss while serving these segments. Traits of cluster 1: L↓, R↑, F↓, M↓,
V↑. and traits of cluster 3: L↓, R↑, F↓, M↑, V↓. These clients expect the best
service but are unwilling to pay a premium price for it. They are the ones with
the most power. Firms should endeavor to negotiate pricing, service, and delivery
arrangements. Firms should try to raise the price of the service they provide to
these customers.

5.2.2 Identification of Traits

Average of L, R, F, M, V for the whole Dataset:

For LRFMV modeling, a pre-processed data set is used, and each component of
LRFMV(like length,recency,volume etc.) was calculated separately beforehand. The
average of LRFMV components for the whole dataset is calculated, as well as the
profit, at this point. The averages that were calculated are listed below. The values
of L, R, F, M, V for each of the six clusters are also calculated separately. Giving
numerical values in order to simplify the representation is avoided here and a table
is created for easier understanding.
Average of LRFMV components for the processed dataset:
L= 181.129225 R= 507.312102 F= 1.478912 M= 481.944309 V= 3.379857 Profit=
84.133755

Average of L,R,F,M,V for each cluster:

The average has been calculated of L, R, F, M, V for each cluster in order to
identify customer types in order to stabilize the marketing approach for superstores
and label them as up or down. Profit and customer type are also found based on
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the comparison between average of L, R, F, M, V for each cluster and the whole
dataset’s LRFMV components.

Table 5.2: Comparison between Average of L, R, F, M, V of the whole dataset with
each cluster

Clusters L R F M V Profit Customer type
Cluster 0 up down up down up Slightly high Bargain
Cluster 1 down up down down up low Aggressive
Cluster 2 down up down up up Slightly high Carriage
Cluster 3 down up down up down Incredibly low Aggressive
Cluster 4 down up down up up Incredibly high Passive
Cluster 5 up down up up up high Passive

Every component(L, R, F, M, V) of LRFMV has been calculated and compared
with the average of LRFMV components throughout the entire data set in the
above table. After comparing, if a higher value has been obtained than the average
it was written up and if a lower value is obtained for each component (L, R, F, M,
V) then it was denoted as down.The profit of different clusters was also compared
and stated the comparison with the up/down method.The last column is describing
the customer type on the basis of L, R, F, M, V indications. It helps to get a better
idea of different types of customers for divergent clusters.
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Chapter 6

Conclusion

6.1 Research Overview

Although the LRFM model gives useful insight into customers based on their pur-
chasing characteristics, the current study compared the standard RFM model to its
expanded form, which incorporates a different dimension called volume in addition
to the length. The term ”volume” refers to the number of goods delivered to a
particular buyer during a single transaction. We attempted to demonstrate that it
produces a more accurate outcome than RFM and LRFM researches in terms of
segmentation. We used volume to establish a relationship between commodity and
customer that previous models lacked. We did not examine customer behavior based
on personal characteristics such as age, demography, gender, or race since we were
just dealing with sales results. Additionally, a goal score was previously established
to calculate the values of L, R, F, M, and V. Due to the automated nature of the
equations, no predetermined score was assigned.
All six segments were evaluated obtained through the standard K-means, K-medoids
and Mini Batch K-means algorithms and the near relationship between profit and
volume for all three algorithms in the proposed LRFMV model is examined.K-
Means algorithm was chosen for further analysis and customer labeling according
to classification matrix for its widespread and ascertained use. When the same
algorithm has been applied on the RFM model, LRFM model and proposed LRFMV
model, it is apparent that the LRFMV model will produce additional segments with
the same number of customers and a higher profit per head.

6.2 Contribution and Impact

Numerous studies on customer segmentation using RFM and LRFM models have
been performed since the invention of these concepts, but only a few of them can
create a connection between customers and commodity quantity. The proposed
analysis makes a significant impact by establishing a strong correlation between
earnings per head and the commodity purchased by each customer in a single trans-
action. The research demonstrates a novel method for segmenting customers into
productive clusters based on the volume of the commodity. The model presented in
LRFMV research is capable of resolving a variety of issues related to determining
the optimal customer for the optimal product.
Similarly, customer segmentation is a technique for improving the contact with cus-
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tomers, for learning about their desires and activities such that companies’ issues
can be developed. Customer segmentation is essential to acclimate new customers
and maximize earnings. Prospective customer data may be used to deliver pro-
grams depending on the type of customers, such as internet advertising purchasing
and sale. Additionally, the objective of K-Means implies is to classify data points
into separate, non-overlapping subpopulations. One of the more popular uses of
K-means clustering is segmenting customers in order to get a greater view of them,
which can then be used to maximize the company’s sales. Along with K-Means,other
algorithms like K Medoids, Mini Batch have also been used for cross checking the
clusters of K-Means for this dataset. Here, K-Means algorithm has been proved and
used for segmenting the customers. The LRFMV analysis will assist company own-
ers in more efficiently segmenting their clients, which would result in more efficient
contact.

6.3 Recommendation & Future Work

The LRFMV approach can be applied to databases of non-discrete details and a
smaller variation in the number of data points. Additionally, since k-means cluster-
ing is prone to outliers, it is preferable to exclude them first. Numerous companies
could potentially use this model in the future to derive market characteristics from
matrices of customer research. Similarly, this technique can be used for datasets that
have a low variance in terms of commodities.Along with K-Means, some other algo-
rithms were used here as well but certain clustering algorithms, such as K-medoids
can be used for dynamic dataset, Mini Batch can be used to save time and space
etc. Additionally, this model can be used to analyze other aspects of advertising,
and its reliability can be quantified using certain matrices.
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