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Abstract

Predicting the risk while lending money has always been a challenge for financial
institutions. To make such decisions many banks or financial organizations follow
different techniques to analyze a set of data. Manual prediction and analysis of credit
risk can not only be very hectic but also quite time-consuming. To solve this issue,
what is needed is a system that ensures high predictive accuracy and optimality.
Machine Learning algorithms such as various Regression models, Gradient Boosting,
Deep Learning, Neural Networks, Support Vector, Random Forest and others can
be used to anticipate whether a consumer is eligible for taking a loan with high
accuracy. In this thesis, an attempt has been made to find a good ML algorithm
that shall help various banks and/or financial institutions to reliably predict the
credit risk on an individual by analyzing appropriate datasets. Following that, a
highly accurate result for said institutions can be ensured, which they can use to
determine whether a consumer requesting credit should be allotted credit or not.

Keywords: Credit Risk, Loan, Machine Learning, Regression Model, Gradient
Boosting, Deep Learning, Neural Networks, Support Vector, Random Forest.
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Chapter 1

Introduction

1.1 Motivation

Financial institutions usually categorize consumers into two criteria. First are those
who can pay back the loan they have received and second are those who cannot.
A third might be included which consists of people who can at the very least pay
back the collected sum either through a timed extension, but what’s important is
that creditors belonging to the second category might prove to be disastrous for
an institution such as a bank if the numbers are relatively quite high. Moreover,
considering the ongoing pandemic around the globe caused due to COVID-19, the
current world is already suffering an economic crisis. According to Eusuf M.A, the
global FDI has already been decreased by 35% which is quite substantial to say at
the very least and definitely something not to scoff at [1]. And to add to that, it
is also predicted that in the near future, the world will face yet another economic
recession should situations not improve. In that regard, an algorithm that can
analyze credit risk with impeccable accuracy can indeed be one of the most useful
systems in this hazardous situation. By using different algorithms and datasets,
banks can predict the probability of whether the consumer can pay back a received
loan or not with incredible accuracy and in optimal time. Now, certainly leaving
something this important in the hands of a machine can feel quite daunting, but the
accuracy and predictive ability of various ML algorithms have been proven to be
quite credible in recent time and therefore it can be said with considerable assurance
that Machine Learning is without a shadow of a doubt the way to go for countering
the possibility of the world economy possibly falling into a state of collapse.

1.2 Problem Statement

The procedure of calculating a person’s credit score in the form of a numerical
expression obtained through analyzing their credit files to determine their credit-
worthiness, thus predicting the probability of the individual’s capability to repay
the loan taken, is called Credit scoring.

The method of credit scoring was introduced in the 1950s, and it is used in
many spheres of banking in the present times [2]. In order to obtain the credit
score, information of the loan applicant is gathered from their loan applications
and from historical credit bureaus which may include the applicant’s salary, job
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status, residence, previous statements, account type, etc. Using regression analysis,
the loan performance of the applicant can be determined by using the collected
information as variables. The more variables are introduced, the more reliable the
data. However, it is seen that only a few of the variables end up being the most
prominent ones in influencing the result of the scoreboard of the analysis. Hence
according to Fair, Isaac and Company Inc., a leading developer of scoring models,
it can be found that even after taking 50-60 variables in the beginning, only 8-12
of them end up in the final scoreboard [3]. Thus, using the necessary variables,
the credit score of the applicant can be determined, where a higher score mostly
indicates lower risk and vice versa. Following the credit score, the lender sets a
cutoff score depending on the amount of risk it is willing to take. Now, all of this
begs the question as to why exactly is credit scoring so important and what is its
usefulness? To put it in simpler words, credit scoring is the method that allows
banks and other such financial institutes to predict a borrower’s ability to return
what he/she is owed and therefore allows said institutes to determine whether
lending money to a person is wise or not. In other words, in the world of economy
and finance, it is a rather convenient way to determine the risk associated with
a specific individual and in turn is not only useful in terms of reducing any form
of losses financial institutions may incur but also to improve upon their previous
results, ergo making it a necessity in financial areas [4].

The common statistical methods used to develop such a system are linear regres-
sion, linear probability, logistic regression, discriminant analysis, and other models.
There are also newer models being applied to determine the risk, such as the
options pricing theory model and neural networks. Neural networks do not work
based on assumptions, rather they determine the important factors for predicting
default by learning through experience. Therefore, this method is better and more
flexible than standard statistical scoring methods.

Currently, credit scoring is being used by many banks for loans under $100,000 in
most cases [5]. The use of credit scoring can be seen more widely in credit card
loans, organizational loans, digital financing, and renting. However, its adoption
has been slow for business loans due to the lack of homogeneity and insufficiency
of data to prepare a suitable model.

Here the main focus is on the assessment of the credit risk of loan borrowers. The
number of loan defaulters has been on the rise in recent times. This is hampering
transactions and causing usable assets to be frozen, thus causing major losses to
the financial institutions across the globe. China alone had about 9.2 million loan
defaulters in 2018 [6]. In India, the loans defaulted quadrupled within the span of
2013 to 2017 [7]. Around a million American students are defaulted annually [8].
The situation is not very bright in Bangladesh also. The number of defaulted loans
has tripled here since 2011 [9]. Economists are hinting at this situation as a major
reason for hampering the growth of business and employment opportunities [10].

In order to mitigate the current scenario, a plausible solution would be to filter
out the loan applications of those with a higher risk of loan defaulting. To do so,
the method applied should have a pattern recognition approach, which should be
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able to determine the pattern of a generic defaulter within a vast collection of user
data. This very concept is best implemented by applying machine learning. To
prepare a model for predicting credit defaulters, several algorithms have already
been implemented such as genetic algorithm, k nearest algorithm, gradient boosted
regression, random forest regression, etc. [11] [12] [13]. Also, sometimes a hybrid
of two algorithms can also be implemented in order to get a more streamlined and
personalized result. However, before implementing any certain model, a comparative
study should be conducted in order to determine its effectiveness in creating a credit
risk analysis system with the best accuracy while maintaining proper simplicity and
accessibility, it is also imperative that the structure of the dataset be kept in mind
while implementing a model as depending on how the dataset has been constructed
and what the type of the target variable is, the results may vary drastically.

1.3 Objective and Contributions

This particular thesis intends on finding and implementing appropriate Machine
Learning algorithms that can predict a creditor’s capability to properly repay any
form of credit taken within the given time frame or at the very least with a timed
extension which should help various credit offering institutions to possibly avoid
fraudulent creditors and therefore subsequent bankruptcy. For this purpose, a
reliable dataset collected from a reputable source has been used to train a select few
algorithms and after analyzing the results, a declaration has been made in regards
to what is believed to be proper algorithms appropriate for the job at hand.

It is being hoped that this thesis can contribute to making a necessary difference in
the struggle to avoid an economic collapse on a worldwide scale and help ease the
tension regarding financial stability through these trying times.

3



Chapter 2

Background Analysis

2.1 Literature Review

In the world of finance and banking, the significance of Credit Risk Analysis
is quite substantial, to say the least. Throughout history, the study of various
statistics and human evaluation has been at the core of this process. However,
due to the exceptional advancements in data science and technology namely
machine learning and artificial intelligence not only has credit risk analysis become
quite the topic for research but the research itself has also become significantly
more dynamic. There are loads of research papers written on the use of machine
learning for the estimation of credit risk. Algorithms such as Decision-tree based
algorithms, K-Nearest Neighbor, Linear Regression, Gradient Boosting, Random
Forest, Neural Network, etc. have all been used with varying results some of
which have displayed better accuracy than others. J. Galindo and P. Tamayo have
compared the performances between CART (Classification and Regression Trees),
Neural Networks and K-Nearest Neighbor model for credit risk assessment in their
paper where they used data on home mortgage loans provided to them by Mexico’s
security exchange and banking commission: Comision Nacional Banacaria y de
Valores (CNBV). The dataset had approximately 4,000 records each corresponding
to a customer account and contained a total of 24 attributes. It was already being
used by CNBV for a regression model and therefore only required a little amount
of data pre-processing before they started applying their preferred algorithms on
it. After the predictions were made by the three selected algorithms, they recorded
the results in both tabular and graphical form, did a side by side comparison,
and concluded that a CART with 120 nodes was the most accurate on the largest
sample of 2,000 records compared to the test error average from Neural Network
(60 hidden nodes trained for 80 iterations) with the same amount of samples and
K-Nearest Neighbor (24 neighbors) with a largest sample of 1,000 records. However,
they have also aptly noted that in order for CART to perform optimally it would
need at least 22,000 records but in its defense, that number is quite acceptable
when it comes down to building a production-quality predictive risk model for an
institution such as CNBV [14].

In the study conducted by Xiaomeng Ma and Shuliang Lv they have used a
combination of logistic regression model and an improved machine learning model
which they are calling MLIA algorithm. It is a decision tree-based algorithm
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which adopts the basis function otherwise known as a weak classifier of the lifting
algorithm. According to them, a decision tree algorithm is quite appropriate for
analyzing credit risk because it has over the years seen widespread use, has low
computational complexity and the output provided is easy to understand. An
Internet finance company had provided them their sample data. However, they
have decided to keep the name of the company private and have only referred to
said company as Company A. They then took the data provided by Company
A, split them into modeling samples and cross-time window verification samples
and matched these sample with the account data of an Internet search company
which they have also not mentioned the name of and have only referred to as
Company B. After matching the data, the “good guy” users are listed as users
who have no overdue repayments and the “bad guy” users are listed as users who
have overdue repayment for 60+ days. Now, for the machine learning algorithm
MLIA itself, in order to showcase its performance what was used in this paper
are three common test functions known as Schwefel function, Rastrigin function
and Greiwank function to test the algorithm and compare the result with the
logistic prediction model. Each test function is iterated 1,000 times after which
the average fitness value and the optimal fitness values are used as the basis of
comparison. After the results were found what they concluded was that MLIA is
quite appropriate for the underlying original search words and is quite capable of
effectively capturing the credit risk of the Internet users listed in the dataset based
on their search terms. On the other hand, the variable coefficient of the logistic
regression model can reveal the contribution of the variable to the prediction result
with relatively more intuition. So, by combining these two models a rather robust
model stability, proper scalability and competitive computational efficiency can be
achieved at a comparatively low time cost [15].

According to Pandey T.N , the Bayesian Classifier method can be used in finding
the probability of returning the loan [16]. In this method, some strategies from
DAG (directed acyclic graph) are used. Where the nodes represent some random
variable (for the datasets) and edges represent the dependencies of those nodes.
And the accuracy depends on how well the dependencies are joined in the network
with the datasets. Another modified version of the Bayesian classifier is called
Näıve Bayesian classifier. This method represents the attributes of the datasets as
independent variables. Thus, it requires less amount of dataset. Again, there is
another method called KNN (K-nearest neighbor). In this method, it is used in
a nonparametric way. It works with training sets in which it is divided into two
cases (Positive and negative). And the functionality is divided into two phases: the
training phase and the testing phase. In the training phase, this method does not
generalize the training points and in the testing phase, it calculates the Euclidean
Distance among the training points. By using regression and making instances, the
highest similar instance is taken as the output. There are also some other methods
used in this research work which are K-Means, multilayer perceptron, support
vector machine, and extreme learning machine.

Mentioning Elastic Net algorithm, Addo P.M has come up with another path to find
the defaulters in credit risk analysis [17]. In this method, some extensions of linear
regression are used. This method possesses logical and multinomial functions and a
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good error checking mechanism which reduces the error and increases the accuracy.
Working with an estimation procedure and a choice of model this method gives
out a good accuracy regarding returning the loan. By creating a graph where x is
denoted as predictors and y as response variables, elastic net penalty is detected. 2
equations of elastic net algorithm are used in this whole process. Again, with the
help of other algorithms like gradient boosting machine, Random forest modeling;
credit risk analysis has been done in this paper.

Banks are looking for more effective ways for evaluating and analyzing credit risk
in order to comply with the Base II standardized approach for credit risk. Hence
in order to efficiently predict risk while complying with the necessary standards, it
is necessary to select the proper models for risk analysis and also to segregate the
relevant data and impacting factors behind the risk calculation. As described in a
paper by Danenas, P., Garsva, G., and Gudas, S., an effective technique for such a
case would be Support Vector Machine or SVM [18]. The key advantage of SVM
over other options involving artificial intelligence would be that the solution derived
through SVM would not be trapped in the local minima. In order to implement
such a method, it is necessary to identify the special data points which are to be
used as the support vectors in the solution.

According to Baesens B., LS-SVM and Neural Network algorithms have better
performance in terms of building a credit scoring system [19]. In their study they
used three strategies to implement SVM for credit scoring. In addition to that,
they tested the accuracy of the SVM by using two UCI datasets. The accuracy of
this method is almost similar to decision tree and neural network methods and the
advantage is SVM uses less input features. Moreover, by using genetic algorithms
with SVM (GA-SVM) the model parameters can be optimized. In their paper of
Oreski G. they have used a hybrid HGA-NN algorithm, that is a combination of
genetic algorithm and neural network [20]. They have used fast filter technique
for the initial stage of feature ranking. Furthermore, improvements are made
to establish the initial population including an incremental stage in the genetic
algorithm. This hybrid algorithm can increase the expandability and accuracy of
the credit risk assessment. Moreover they evaluated the algorithm by using real life
data of Croatian Bank. They have used a fast filter technique for the initial stage
of feature ranking.

The applicable SVM classifiers for determining credit risk are near LIBLINEAR,
stochastic gradient based Pegasos and SGD, LibSVM C-SVC, mySVM, SMO,
SVMLight, Core Vector Machines (CVM) and Ball Vector Machines (BVM). Using
these classifiers, a desirable output can be generated by following the widely applied
discriminant Altman technique. The efficiency of this methodology depends on the
selection of the necessary parameters. Moreover, the effectiveness of this method
can be further improved by combining it with other algorithmic techniques like
genetic algorithm or particle swarm optimization. However, it is important to keep
track of the proper balance of accuracy and complexity while developing the system.

A paper by Islam, S. A., Aziz, R. S., Ahmed, A., and Abida, F. deals with the
analysis of the risk of credits [21]. It mainly concerns with giving each individual
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a credit score which would represent the creditworthiness of a said individual. The
Credit Score mainly plays a vital role in the paper to determine the risk of the
credits being provided by banks and other financial institutions for an individual’s
personal or business needs. The purpose of this paper was to have a robust software
mechanism that ensures the credit scores were calculated correctly being built up
with a trustworthy algorithm that can run effortlessly. The results were conclusive
and imitated the process of evaluating an individual precisely and accurately. The
accuracy scores of the algorithm were found to be in the lower ninety percent. The
proposed model for the solution was based on CART (Classification and Regression
Trees) using the Gradient Boosting Method (GBM); they also included another
machine learning algorithm, namely XGBoost which solves a wide range of problems
such as problems of regression ranking and user-defined problems. Furthermore, the
paper itself proposed a hybrid model that is a two-step architecture. The workflow
diagram that they proposed could be implemented in production to provide a
concrete base for the evaluation and prediction of defaulters. Simultaneously
provide a detailed overview of the results obtained. This could help financial
institutions immensely and help them save millions lost by default loans.

Lastly, after looking into a paper by Lawi, A., Aziz, F., and Syarif, S., it has been
found that they have used the Generalized Linear model algorithm which is a mod-
ification of the logistic regression model [22]. Logistic regression is a classification
algorithm that generates a binary response when given a set of independent vari-
ables. An improvement of this method is GLM which provides confidence bound
with the possibility of a positive outcome. A relatively high predictive confidence
was achieved by their model, while their overall and average accuracy was found
to be respectably high as well. Further improvements were proposed by Nalic, J.,
and Svraka, A., who used Ensemble Logistic Regression boosted by Gradient Boost
on German and Australian datasets found in UCI machine learning repository and
they managed to acquire decently high accuracies as well [23][24].

2.2 Algorithm Description

2.2.1 K-Nearest Neighbor

For classification and regression, K-Nearest Neighbor is one of the fastest al-
gorithms. It is a non-parametric algorithm that works with train-test sets and
does not make any assumptions. Considering both negative and positive cases of
training sets, it provides output as a regression or a classification. This algorithm
is known as a lazy algorithm because it does not require any training data points
for generalization. Hence this makes the algorithm fast at the training phase while
considering all the data points for the testing phase. In this case, k-instances are to
be found conducting training datasets. And to find the real valued input variable,
Euclidean Distance calculation is used.

Euclidean distance : d(x, y) =

√√√√ n∑
i=1

(yi − xi)
2
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In this case, when a particular point is being classified, the distance between
that point and the randomly selected K-neighbor points are measured with the
Euclidean Distance formula. Then, value to the k is assigned (usually an odd
number), and all the measured distances are sorted. After that, the class having
a greater number of votes as per in the sort queue will possess the random point.
The optimal value of k can easily be calculated by rooting the total number of
neighbors and taking the integer only. And for the regression task, the mean or
median values of k-instances takes the decision.

Let categories 1 and 2 be two clusters of points in the data, and k be the randomly
selected datapoint. Figure 2.1 shows how the datapoint k is represented while being
possessed by the cluster with more neighbors, which in this case is category 2

Figure 2.1: K-NN Algorithm Example.

2.2.2 Logistic Regression

This algorithm falls under supervised learning that deals with nonlinear functions.
It can work with both discrete and continuous values but always provides output
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as a discrete result. Binary logistic regression, multinomial logistic regression, and
ordinal logistic regression are the three forms of logistic regression. Tasks based
on true/ false decision making are done with binary logistic regression and if there
are more than 2 variables, it falls to multinomial logistic. And the ordinal logistic
regression deals with order or review-based tasks.

For binary logistic regression, it uses a sigmoid function. By this, a curve is derived
which outputs a probability. And it determines in which region (0 or 1) the elected
point is closer to. Although it is named regression, its main task is to classify a point.

Sigmoid function : S(x) =
1

1 + e−x

Probability function :
1

1 + e−(β0+xβi)

From the equations, it can be found whether the predicted output is in the upper or
lower threshold. In addition, the function deals with conditional probability to find
the predicted output. The curve of the function has been shown below in figure 2.2.
Here the position of the threshold value on the curve determines its probability of
occurrence in either of the regions.

Figure 2.2: Logistic regression curve example.
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2.2.3 Linear Regression

Linear regression is the next step after correlation; being a machine learning algo-
rithm it predicts the value of a variable depending on the value of another variable.
These variables might be dependent or independent. The dependent variable in a
regression is known by a variety of names, including outcome variable, endogenous
variable, regressands, criterion variable, and so on. Exogenous variables, predictor
variables, or regressors are all terms for independent variables. The function for the
linear regression is given below:

y = axθ1 + θ2

The variables x and y are given while the model is being trained.

• x: input training data (univariate – one input variable(parameter/s) or mul-
tivariate)

• y: labels to data (supervised learning)

• θ1: intercept

• θ2: coefficient of x

Figure 2.3 shows how the function for linear regression is represented among the
scattered data points plotted.

2.2.4 Random Forest

Random forest consists of numerous individual decision trees, and it functions as
an ensemble for the trees. A class prediction is obtained from every individual tree
in the random forest and the highest chosen class becomes the model’s prediction.
The low correlation between models is essential, where it is found that the accuracy
of the prediction of the ensemble is higher than the collection of the individual
predictions. Higher accuracy is obtained through cross-validation. A random forest
classifier can maintain the accuracy of a large proportion of data while handling
the missing values. It has the capability of handling a large data set with higher
dimensionality.

Therefore, the two features that are required for random forest to operate are as
follows:

• Features having at least some predictive abilities are required

• The trees of the forest and more importantly their predictions need to be
uncorrelated

After training, averaging the predictions from all the various regression trees on x′

can be used to make predictions for unseen samples x:
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Figure 2.3: Linear Regression Example.

• Sample, with replacement, n training examples from X, Y ; call these Xr, Yr.

• Train a classification or regression tree fr on Xr, Yr.

fn =
1

R

R∑
r=1

fr (x′)

The standard deviation of the predictions from all of the separate regression trees
on x′ can be used to estimate the prediction’s uncertainty.

σ =

√√√√∑R
r=1

(
fr (x′) − f̂

)2
R− 1

2.2.5 Gradient Boosting

Gradient Boosting is a sequential and gradual training method. In Gradient
Boosting the original data is randomly sampled and is sent to the first model. After
the predictions from the first model, the residuals (errors) are collected. Then the
loss between the targeted value and the predicted value is compared to try and

11



learn if there are any patterns in the errors found. These errors are used to improve
upon the models, being focused solely on the areas where the performance is not
up to par. Every residual collected is modelled until a threshold is reached where
the residuals are very close to zero thus resulting in a very low error rate between
predicted and target variables. While this is being done it has to be ensured that
the model is not being over-fitted, which is one of the issues of GB. This initial
prediction is taken and modified (Summed up) based on the learnings from the
errors (Models Based on the Errors).

f0 is the initial guess, φm(x) is the base estimator at iteration m and θm is the
weight for the mth estimator in the gradient boosting algorithm.

f(x) =
M∑
m=0

fm(x) = f0(x) +
M∑
m=1

θmϕm(x)

In the mth iteration, the direction of the steepest descent is given by the negative
gradient of the loss function:

−gm(x) = −
[
∂L(y, f(x))

∂f(x)

]
f(x)=f (m−1)(x)

Typically, as a surrogate loss, the squared error is used, ϕm(x).

ϕm = arg min
ϕ

n∑
i=1

[(−gm (xi)) − φ (xi)]
2

Further effort is necessary to determine the step length ρm.

ρm = arg min
ρ

n∑
i=1

L
(
yi, f

(m−1) (xi) + ρϕm (xi)
)

The step taken at each iteration m is given by

fm(x) = ηρmϕm(x)

The resulting model can be written as

f(x) = f (M)(x) =
M∑
m=0

fm(x) = f0(x) +
M∑
m=1

ηρmϕm(x)
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Where f0 is typically initialized using a constant.

f0(x) = θ = arg min
θ

n∑
i=1

L (yi, θ)

Figure 2.4 illustrates how data is sampled and processed in Gradient Boosting by a
workflow diagram.

Figure 2.4: Gradient Boosting Example.

2.2.6 XGBoosting

XGBoosting, stands for eXtreme Gradient Boosting, being one of the most powerful
Machine Learning algorithms to date. Its ease of use whilst being reliable, fast,
and computationally efficient makes it one of the key algorithms for credit risk
analysis. Being another implementation of gradient boosting algorithm just being
extreme is what sets it apart from others is its execution speed and depending on
the model the algorithm works on it dominates structured and tabular datasets
having classification and regression predictive behaviours. Although XGBoosting
is very much the same as gradient boosting it improves over it through systems
optimization and algorithmic enhancements.
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The system optimization includes:

• Parallelization

• Tree Pruning

• Hardware Optimization

The Algorithmic Enhancements includes:

• Regularization

• Sparsity Awareness

• Weighted Quantile Sketch

• Cross-validation

2.2.7 AdaBoost

Adaboost is a boosting technique of machine learning to exploit the dependencies
among the models. This usually works with decision trees. Unlike random forest
algorithm, it handles multiple stumps altogether called stump forest. The basic
difference between random forest and AdaBoost is that in random forest the depth
of a tree cannot be determined, but in the case of Adaboost, the depth is only 1 with
2 leaf nodes and a parent attribute node. Firstly, a data set is considered as the
main input to determine a particular result. And the training data set is filled with
instances or tuples. Each of the instances has a corresponding weight. Initially, all
the instance weights are equally distributed. The weight is given by the following:

(1/number of total instances)

Then, the stump with the least amount of Gini coefficient will be selected as the
first stump for conducting the first phase. After that, the error will be counted for
the first stump; which is basically the sum of misclassified instance weights. Then
after calculating the total error; calculation of the stump performance takes place
using the following formula:

1

2
log((1 − Total error)/(Total error))

Then the sample weights need to be updated according to the performance value of
the previous stump. And only the misclassified instances will go further in the next
stumps as train sets. To update the weight for incorrectly classified instances, this
formula is used:

New instance weight = old instance weight · e(stump performance)

And for updating the correctly classified instances the formula is:

New instance weight = old instance weight · e−(stump performance)

After getting the new instance weights, the normalized valued weights will be
counted. The normalized values will make a new data set which will pass for the
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2nd phase. This process will loop around as the number of total instances. The
greater number of instances will determine less error. After all the stumps are done
working, the most voted classification will be the result.

Figure 2.5 shows how the total error curve can assess the value range of stump
performance.

Figure 2.5: Total Error Curve.

2.2.8 Artificial Neural Network

Artificial Neural Network algorithm is a subfield of machine learning highly
influenced by human brain structure. The basic mechanism of ANN is, take a
set of input data, recognize the pattern inside the data and give a set of outputs.
This process is classified into three core neural layers- Input layer, Hidden layer,
and Output layer. ANN works as an iterative process. Each of the given inputs
are divided into the smallest parts and conveyed through an infinite number of
neurons (as nodes). In neural network, the neurons are connected through channels
called Synapse which carry weights. Also, a neuron can collect the other neuron’s
output as its input. Each of the Neurons has two workings- Summation and
Function. The summation part does the weighted sum portion. For example- if
there are ‘N’ number of input signals A1, A2, A3,...AN; and they are associated
with their channel weights W1, W2, W3,. . . WN. Then the summation will be
S(N)=A1.W1+A2.W2+A3.W3+. . . +AN.WN. After this summation is done or
the input signals are collected in each node, they are forwarded to the Activation
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function part. The activation function generates a certain output of a given neuron.
The activation function works on Bias factor and Threshold. There are three types
of activation function; Linear, Heaviside step function, and Sigmoid Function.

For linear function, Bias factor is simply added with the weighted sum, and in the
case of Heaviside Step function; it generates two outputs- 1 and 0. If the weighted
sum is greater or Equals to the threshold, then it will give 1 and otherwise 0.
Whereas, for sigmoid function, the range is 0 to 1. However, in neural network
the output accuracy depends on the hidden layers. More hidden layers mean more
accuracy to the output. When the activation function passes its result to another
layer the process is called forward propagation. In the output layer, the node
which has the highest value defines the output. Mostly, in the output layer, the
Heaviside function is used to determine result and in other 2 layers, sigmoid and
linear function is used. The determined output is later compared with the actual
output to define the error. In the error determination process the values define how
wrong the prediction was and with that consideration, backpropagation is used to
readjust the synapse weight. This process goes iteratively until the correct output
is predicted. Figure 2.6 shows the 3 core layers of Artificial Neural Network and
how the neurons are connected with each other.

Figure 2.6: Neural Network Layers.
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Chapter 3

Proposed Model

3.1 Workflow Overview

Before any ambitious undertaking, such as the one done under this thesis, a proper
plan or idea of the workflow is imperative because the tiniest of missed details can
lead to results that might prove to be unsatisfactory. For a Machine Learning based
thesis such as the one being presented, selecting a dataset with the appropriate
amount and type of data is crucial and should be the first step, second comes
the selection of various ML algorithms that would be in charge of predicting the
target variable, followed by appropriately pre-processing the dataset, splitting the
dataset into training and testing sets (in this case the train-test split ratio was
80:20), training the algorithms and comparing the predicted values with the ones
in the test set. After all of that has been completed, to ensure that the algorithms
work as efficiently as they possibly can it is necessary to see whether or not further
pre-processing makes any positive changes to the predicted values. Lastly, the
accuracies of the ML algorithms need to be found out and the credit risk of a newly
added data should be displayed in a user-interactive way to serve as a practical
example which will further strengthen the thesis.

All of the aforementioned steps are displayed in the figure 3.1 for an easier visual-
ization.
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Figure 3.1: Workflow Model.

3.2 Dataset Description

For the proposed model of this thesis, the dataset used was collected from Kaggle,
which contains the bank loan status of 82,000 bank account owners [25]. The
provided credit train dataset was used by splitting it into 80% training and 20%
testing sets. The dataset in question here has a total of 19 columns or in other
words “features” each of which contains certain information about every single
account owner. Every account has features/columns called “Customer ID” and
“Loan ID” which help specify the account number and the specific loan taken
under that account respectively. Then comes the “Loan Status” of an account,
which states whether or not a loan taken was paid back in full or was charged
off, there are two specific object type of variables under this column, “Fully Paid”
specifies that the amount taken was paid back in full and “Charged off” specifies
that the creditor has given up on being repaid. Another set of features would be
“Current loan amount”, “Term” and “Credit Score” which respectively state the
currently remaining amount of a loan, whether the said loan was taken on a long
term or short-term basis, and the credit score (higher is better) of an account.
Alongside these features, the dataset also contains other self-explanatory features
such as “Annual income”, “Years in current job”, “Home Ownership”, “Purpose”,
“Monthly Debt”, “Years of Credit History”, “Months since last delinquent”,
“Number of Open Accounts”, “Number of Credit Problems”, “Current Credit
Balance”, “Maximum Open Credit”, “Bankruptcies” and “Tax Liens”. From the
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aforementioned features, “Loan Status” was taken as the target variable where an
account owner who was able to fully pay back the loan will be considered suitable
for loan and those whose loans were charged off will be considered unsuitable, in
other words if the value under “Loan Status” is 1 then the account in question will
be eligible to take a loan but if the value is 0 then the account will be denied a loan.

A table describing necessary descriptions of the columns/features present in the
dataset is provided below.

Table 3.1: Feature Description.

Feature Name Description Variable Type
Loan Status Current status of loan

taken under the account.
object

Current Loan Amount Amount of money left to
be repaid.

float64

Term Whether the loan taken
was for short or long

term.

object

Credit Score Credit score given to an
account. Higher is

better.

float64

Annual Income Annual Income of
account owner.

float64

Years in current job Years spent working in
current job.

object

Home Ownership Whether account owner
owns a home or not.

object

Purpose Purpose behind loan
taken.

object

Monthly Debt Amount of debt to be
repaid every month.

float64

Years of Credit History Years since loan was 1st
taken.

float64

Months since last
delinquent

Months since owner last
missed repayments.

float64

Number of Open
Accounts

Number of open
accounts account owner

has.

float64

Number of Credit
Problems

The amount of times
owner has run into credit

problems.

float64

Current Credit Balance Current credit balance
owner has under this

account.

float64

Maximum Open Credit Maximum amount of
open credit under this

account.

float64
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Bankruptcies Whether account owner
has faced bankruptcy.

float64

Tax Liens Whether tax lien was
imposed on account

owner.

float64

Loan ID Specific Loan Identifier
taken under said

account.

object

Customer ID Customer’s unique ID
associated with said

account.

object

3.3 Dataset Pre-processing

At first glance over the dataset, it is evident that while the dataset has enough
information for credit risk prediction, the data inside the dataset however was not
necessarily ready to train a machine learning algorithm and needed some refining.
Therefore, basic data pre-processing, as described below, was necessary to make
the dataset ready for training.

• Feature Encoding: Some of the columns inside the dataset have object-type
variables. These are basically string variables that certain machine learning
algorithms cannot be trained with. To train the ML algorithms numerical
values were required and as such, the values of the columns “Loan Status”,
“Term”, “Years in current job”, “Home Ownership” and “Purpose” had to
be encoded. Now, since all of these columns had unique values, specific inte-
ger numbers were mapped to every unique string value. For example, in the
“Loan Status” column, “Fully Paid” was mapped to “1” and “Charged Off”
to “0”, in the “Term” column, “Short Term” was mapped to “1” and “Long
Term” to “0”, in the “Home Ownership” column, values of “Home Mortgage”,
“Own Home”, “Rent” and “HaveMortgage” were mapped respectively to “0”,
“1”, “2” and “3” and lastly in the “Purpose” column the values of “Home Im-
provements”, “Debt Consolidation”, “Buy House”, “Other”, “Business Loan”,
“Buy a Car”, “major purchase”, “Take a Trip”, “small business”, “wedding”,
“vacation”, “Educational Expenses”, “moving” and “renewable energy” were
mapped to “0”, “1”, “2”, “3”, “4”, “5”, “6”, “7”, “8”, “9”, “10”, “11”, “12”
and “13” respectively.

• Null value Imputing: After finding out the total number of null values
present in each column, it was found that every single column had at least 514
null values or more. ML algorithms cannot be trained with null values, hence
the null values present in almost all of the columns were imputed, except for
a select few (the reason behind that will be explained in the feature selection
part), with the mean value of all the data of the respective columns.

• Feature Scaling: After encoding and imputing the data it was found that
some columns had very large numerical values compared to the other ones.
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Therefore all the values were scaled to be within the range of 0 to 1 so that no
single column got more priority than the others when training the algorithms.
Additionally, feature importance of some algorithms like Random Forest,
AdaBoost, XGBoost and Gradient Boosting were generated. The feature
importance charts of these algorithms have been provided as follows:

Figure 3.2: Feature Importance for Random Forest.

Figure 3.3: Feature Importance for AdaBoost.
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Figure 3.4: Feature Importance for Gradient Boosting.

Figure 3.5: Feature Importance for XGBoost.
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According to these algorithms, 40% - 60% of the predictions of the algorithms
here depend on the features: Credit Score, and Annual Income. As a result,
these features have a significant impact on the prediction result. Adding to
that, some null inputs were found on these two features that significantly hurt
the algorithm’s performance, even if those values are imputed with mean,
median, etc. These values were found to be decreasing performance across the
board by almost 3% to 4% depending on different imputation methods. That
is why those columns from the chosen dataset were removed to improve the
prediction’s solidity.

3.4 Feature Selection

The dataset contained columns or features that were thought to have either not
contributed much when training a Machine Learning algorithm or had other issues.
For example, there were columns in the dataset such as “Customer ID” and “Loan
ID” that were believed to not hold much contribution in terms of training the selected
algorithms. Other than that, referring to the correlation matrix and heatmap, the
decision to drop the column “Months since last delinquent” was made, as it had
relatively low correlation to the target column “Loan Status” and “Months since
last delinquent” had more than 50% null values. Figures 3.6 and 3.7 show the
heatmap and the matrix of feature correlation respectively.

Figure 3.6: Visual representation of feature correlation through a Heatmap.
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Figure 3.7: Feature Correlation Matrix..

3.5 Dataset Limitations

After going through a good number of datasets, it was unanimously decided to use
the one cited in this thesis for performing the necessary research due to it having
more practical attributes and a large quantity of user data. However, despite making
many efforts to find the most suitable dataset for the stated purpose, the dataset
still feels a bit lacking in some aspects which may have not been in anybody’s control.

Firstly, the dataset was not up-to-date with the time of when the thesis was being
conducted. That was mainly due to the lack of availability of properly tallied
datasets for the topic of this thesis from online sources. At the initial stages of the
thesis, the plan was to gather a dataset physically from the established economic
institutions in the locality. Alas, that did not come to fruition due to quarantining
because of the pandemic. Thus, the resources available online had become the
only viable options for gathering data. When scouring through the online dataset
repositories, only a handful of relevant datasets were found. Among them there
were some newer but very short datasets and some more detailed but ancient
datasets, leading to choosing this very dataset in order to strike a proper balance.

Moreover, since the dataset chosen was collected from an online source, it was not
plausible to determine or guarantee the authenticity of the data provided by the
users in the dataset. The online source chosen is a reputable one, but it is not
even completely feasible on their part to ensure that each and every portion of user-
provided data is accurate. In this scenario, it could only be assumed that people
have provided their credentials in good faith, believing that even if there are some
arbitrary portions of data provided, the quantity would be negligible and would not
offset the desired outcome of the thesis.
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Chapter 4

Result Analysis & Comparison

4.1 In-depth review of results achieved

After careful feature selection and appropriate dataset preprocessing, multiple
Machine Learning algorithms were tested on the preprocessed dataset. The main
objective of which was to discover the algorithm that gives the most precise results
at detecting credit risk accurately in comparison to its competitors. And the
way this was achieved was by finding out the Accuracy, Precision, Recall and F1
Scores of the various algorithms using reliable built-in functions. Now, since the
algorithms are used to predict whether or not an individual is under credit risk,
the problem at hand can be classified as a binary classification problem. Below is
the layout of a confusion matrix related to the predicted binary values achieved
through the dataset where the parameters are as follows.

TP = True Positive.

TN = True Negative.

FP = False Positive.

FN = False Negative.

Figure 4.1: Layout of confusion matrix.
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The true positive (TP) and true negatives (TN) indicate the correct prediction
made by the model whereas the false positive (FP) and false negatives (FN) are
indicators of the wrong predictions made by the model.

Now, the accuracy is calculated by finding out the ratio between the number of
correctly classified predictions and the total number of predictions. Provided below
is an equation to help compute the accuracy of the model.

Accuracy =
TP + TN

TP + TN + FP + FN

Precision is used to figure out how many of the positive predictions are actually
correct and is calculated by computing the ratio of the correctly predicted positive
outcomes and the total number of positive predictions made. Provided below is an
equation to help compute the precision of the model.

Precision =
TP

TP + FP

Recall is a metric which is used to determine what proportion of the actual positives
was classified correctly. Provided below is an equation to help compute the recall
of the model.

Recall =
TP

TP + FN

The last metric being used is the F1 score. It is calculated using the precision and
recall values and is considered to be a better form of evaluation. Provided below is
an equation to help compute the F1 score of the model.

F 1 Score =
2 ∗ ( Precision ∗ Recall )

( Precision + Recall )

With all of the metrics for evaluation described above, the maximum accuracy
achieved was 84.6% by using Gradient Boost. For better understanding and a
proper visual representation of the results achieved, the ROC curves of all of the
models have been included below.
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Figure 4.2 represents the ROC curve for the selected dataset when using Logistic
Regression.

Figure 4.2: ROC for Logistic Regression.
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Figure 4.3 represents the ROC curve for the selected dataset when using Random
Forest.

Figure 4.3: ROC for Random Forest.
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Figure 4.4 represents the ROC curve for the selected dataset when using KNN.

Figure 4.4: ROC for K-Nearest Neighbor.
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Figure 4.5 represents the ROC curve for the selected dataset when using ANN

Figure 4.5: ROC for Artificial Neural Network.
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Figure 4.6 represents the ROC curve for the selected dataset when using AdaBoost.

Figure 4.6: ROC for AdaBoost.
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Figure 4.7 represents the ROC curve for the selected dataset when using Gradient
Boosting.

Figure 4.7: ROC for Gradient Boosting.
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Figure 4.8 represents the ROC curve for the selected dataset when using XGBoost.

Figure 4.8: ROC for XGBoost.
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To show the comparison between the results achieved through the different
algorithms that were used, a table below has been attached which contains the
accuracy, precision, recall, and F1-score of said algorithms.

Table 4.1: Performance evaluation of algorithms used.

Algorithm Accuracy Precision Recall F1 Score
Linear

regression
84.42% 84% 100% 91%

Random
Forest

84.55% 84% 99% 91%

Logistic
Regression

84.42% 84% 100% 91%

K-Nearest
Neighbor

83.54% 83% 100% 91%

Gradient
Boosting

84.6% 84% 99% 91%

XGBoost
Classifier

84.45% 84% 100% 91%

Artificial
Neural

Network

84% 84% 100% 91%

AdaBoost 84.58% 84% 100% 91%

4.2 Comparison

Some notebooks on Kaggle were found that also used the same dataset. One of the
notebooks got Random Forest as their best performing algorithm and achieved an
accuracy of 74.67% which, compared to the best performing algorithm in this thesis
is approximately 9.93% less accurate [26]. Another paper got the highest 77.17%
accuracy on the XGBoost algorithm, which is outperformed by the obtained result
as well [27].

The accuracy obtained was found to be higher for a few reasons. It is seen that
the “Months since last delinquent” feature of the dataset contains almost 50% Null
values. That harms the prediction and drags the algorithm’s performance down. In
both of the notebooks, the comparison had been made by imputing those 50% null
values with mean values and it was found that it leads to a major disadvantage
for their accuracy. One of the notebooks divided most of the numerical features
with the categorical encoding that also drags down the authenticity of the dataset.
In addition to that, it was found min-max scaling to be helpful for the algorithm
for learning better. As a result, a better accuracy was obtained after scaling the
dataset compared to both of the notebooks, since they did not properly scale the
dataset.

A comparison between the findings of the thesis and the mentioned notebooks has
been shown in a tabular format below:
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Table 4.2: Accuracy comparison with relevant reference works.

Algorithm Thesis Findings Ref work 1 Ref work 2
K-Nearest
Neighbor

83.53% 74.95% 70.2%

ANN 84.4% - -
Linear Regression 84.42% - -

Logistic
Regression

84.42% 77.17% 74.65%

XGBoost 84.48% 77.17% 74.30%
Random Forest 84.55% - 74.67%

AdaBoost 84.58% - -
Gradient Boosting 84.60% - -
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Chapter 5

Implementation

The purpose behind this thesis is to present the topic at hand (the topic being the
ability to predict credit risk through the use of ML algorithms) to the readers of
this paper, discuss the importance of the said topic and give an in-depth review of
the various results achieved. And while this thesis is theoretical in nature, the topic
itself dwells within the realms of practicality and wishes to tackle a problem preva-
lent in the practical world. Therefore, an endeavor was taken to provide a glimpse of
the usefulness of the topic discussed in this thesis through a possible practical usage.

A web application was developed that would allow people to at the very least get
an approximate idea of whether or not they are under credit risk or to put it in
more user-friendly words, to see whether or not they are eligible to get a loan. In
light of the current situation of the world, it is hoped by all to be able to survive
the pandemic known as Covid-19, and the best way to do that unfortunately is for
people to isolate themselves in the confines of their homes as much as possible and
minimize the risk of exposure by restricting ourselves to the best of their abilities
from going to public and crowded places. Now, since banks are an important
part of everybody’s lives, they usually tend to be crowded especially during trying
times like these when businesses are going bankrupt and people are losing jobs.
So, it seems rather convenient to have websites and web applications such as this
prototype which would allow the general populace to determine their chances of
getting a loan instead of running around and asking about it from bank to bank.
Below are pictures of the prototype web application which uses ML algorithms to
predict a user’s chances to get a loan based on their credit risk in exchange for
some information (which would obviously be completely secure) and even offering
to advise on what field(s) said user needs to make improvements on provided that
they are not eligible for a loan but wish to get one in the future.

The flowchart of the implemented web application has been illustrated below in
figure 5.1:
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Figure 5.1: Flowchart showing the workings of the web application.
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Below are the snapshots of the graphical user interface of the web application. The
first one would be the input page where the users are to enter their credentials to
check for their eligibility.

Figure 5.2: Inputs to be provided.
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Scenario 1 shows the outcome where the user is not in a Credit risk.

Figure 5.3: Scenario 1: The user is eligible for getting a loan.
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Scenario 2 shows the outcome where the user is in a Credit risk. Here the user is
given the option to choose the aspects that may be changeable on the user’s part
in order to gain eligibility.

Figure 5.4: Scenario 2: The user is not eligible.
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After choosing the attributes, the user is provided with the necessary changes
needed to be made in order to be eligible.

Figure 5.5: Scenario 2: Improvements suggested in order to be eligible.
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Chapter 6

Conclusion & Future Works

In this thesis, the goal was to predict whether an organization or individual is
a competent creditor or not through analyzing datasets correlated to credit risk
and training appropriate Machine Learning algorithms with said datasets and
selecting the best one. Datasets containing the required information have been
collected through an already available and reliable online source. In recent times,
various Machine Learning algorithms have shown competence when it comes
down to credit risk analysis. Analyzing the chosen dataset and testing it through
implementing AI-based algorithms, the most efficient algorithm to use has been
sorted out, which can provide the highest accuracy . Moreover, using the data
and the results of the thesis, an application has been developed to be used by any
relevant institution or individual in order to check their eligibility of accepting a
loan and the factors influencing their shortcomings in the cases their loan requests
are not being accepted. Through these perilous times analyzing credit risk with
high enough accuracy and speed has become of the utmost importance and in such
circumstances Machine Learning can prove to be a notable solution to said issue.

As mentioned before, the pitfall of the world crisis during the development of this
thesis had hampered the process of providing the best outcome possible, mainly
in conducting work on the most up-to date user data. Therefore, it can certainly
be said that the obtained outcome could be improved provided a newer and more
robust dataset could be acquired. In the future, a dataset could be collected from a
globally established banking firm to ensure that the data obtained is the latest and
does not contain any irrelevant or false user information.

Additionally, when developing the application for testing the practical implemen-
tation of the thesis, the main focus of the application was on its core functionality.
Needless to say, a more user approachable and detailed application ought to be
developed in the future which shall focus on user privacy and security of user
provided data.

It is being ardently hoped that the thesis and its obtained results can contribute
to saving the world economy which is spiraling downwards at an appalling rate and
close to collapsing due to the ongoing pandemic.
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