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Abstract

It is known to all that the existence of life is highly dependent on the weather.
Due to the unfavorable condition of current global weather the existence of life is in
danger already. Since for the existence of lives a livable environment which lies in
the weather is very much intrinsic, it should be taken care of before it is too late.
This is the main context of this research. The goal of this research is to find out
the future condition of temperature of some particular places of California using
machine learning and statistical methods and compare which place will be more
livable after two years. Currently, one of the most alarming issue in the world is the
global warming. The effect of global warming is increasing rapidly every day without
any sign of slowing down. As a result of this, it’s very concerning and important
to understand the state of the temperature of the world and the route it will take
in the future. As such, the objective of this reseach is to predict the temperature
conditions of the future. The research starts by collecting data of few select areas
in california and hence, extracted data from 14 stations of california. The data was
then fed to the ARIMA model to find the future trend with the respective ARIMA
orders and other paremeters per station. The research has successfully identified
the trend of the next 730 days (2 years) while considering the errors that the model
creates. Furthermore, the research tried to identify the most favorable place to
live, in california, by comparing the RMSE of the different stations by comparing
the distance between the favorable human ambient temperature of 70◦F with the
results that we got from the prediction. As such, the ‘Miramar’ station gave the
least RMSE value of 10.7824 while the ‘lake Arrowhead’ gave the worst RMSE
of 24.3605. From these RMSE values and also the learning curves it was decided,
the most favorable place to live around was the ‘Miramar’ station, while ‘lake
Arrowhead’ station was the worst in terms of favourable temperature for humans.

Keywords: Statistical Methods; Machine Learning; Weather; Prediction; ARIMA;
Trend Analysis.
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Chapter 1

Introduction

1.1 Thoughts behind the Prediction Model

Humans have always thrived for data and the meaning behind these data. Further-
more, finding patterns and being able to predict the future with this collected data
is another fascination of us human beings. This is where the concept of predictive
analytics comes. Predictive analytics extracts factors from the fed data and uses
these factors to manage and predict our desired behavioral patterns [3] , [2] . AI,
Data modeling, machine and deep learning and other applications of data mining
can be considered statistical techniques of analyzing predictions [27]. This also can
be termed ”predictive analytics”. AI, as we know, are systems that are capable of
self-learning logics that are built based on the data that is fed to it. Adding to it,
it can even improve certain aspects given the correct data and environment without
the need of programming any logic particularly for it. Machine learning is primarily
concerned with the development of software or algorithms that can use the data to
learn logics and patterns. All we do is pre-process the data, format the data accord-
ing to the algorithm we are using, and finally feed the data for the machine learning
algorithm to do its job. The context of this research is to work with weather with
support of predictive analysis.

1.2 Aims and Objectives

The aim is to prepare a model which will forecast future condition of temperature of
some particular places of California using machine learning and statistical methods
and compare which place will be more livable after two years. Since, currently
global warming is an alarming issue and it is increasing rapidly day by day, it is
really concerning where the increase of temperature will take the world. This is why,
through this research it is trying to bring out the future condition of the temperature
in some selected places.

1.3 Problem Statement

From the perspective of the global climate, temperature is one of the most basic
and essential factor for the human beings. Also, it can have a significant effect on
the entire ecosystem. In other words, if the the average air temperature crosses
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the upper bound or the lower bound of the tolerance level of the living organisms
(in terms of temperature), it can affect the health in a negative manner from feel-
ing unwell to the worst case, death, or even extinction. On the other hand, if the
changes in temperature occur very fast resulting in the living organisms unable to
get the opportunity to get used to it, then it may entangle the overall environmental
conditions [25].

Moving on, there’s a increasing congregation of greenhouse gases in the atmosphere
of Earth. As a result of this, the average temperature of the Earth overall is increas-
ing. Furthermore, alarmingly, the researches expect it to be increasing non-stop in
the future. Consequently, the change in this overall average temperature affects the
climate itself. Like a domino-effect, it then causes the wind to change its patterns,
and oceans to change its currents’ pattern. These two factors also have a direct
effect on the climate of Earth and hence, because of the change in patterns, the
effect of temperature rise is not equal everywhere. At some places it will be more
warm, while some places will be cooler than it was previously.
From the blog Wild Weather, National Geography [38],

“On the one hand, the most important influences on weather events are natural cy-
cles in the climate. Two of the most famous weather cycles, El Niño and La Niña,
originate in the Pacific Ocean and can affect weather patterns worldwide. But some-
thing else is happening too: The Earth is steadily getting warmer, with significantly
more moisture in the atmosphere. The long-term accumulation of greenhouse gases
in the atmosphere is trapping heat and warming up the land, oceans and atmosphere.
As the oceans warm up, they produce more water vapor and this, in turn, feeds big
storms, such as hurricanes and typhoons. And yet, there are ways of dealing with
the effects of such extreme events. After 2003, French cities set up air-conditioned
shelters for use in heat waves. In the 2006 heat wave, the death rate was two-thirds
lower.”
These extreme weather events are because of the dangerous, human-made changes
that’s damaging the Earth’s climate. To get a better life in this situation, firstly,
violation of weather should be stopped. In addition to that, alternative ways can
be brought out.
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Chapter 2

Related Work

In paper [9], the researchers collected a historical dataset to perform their research
on weather forecasting. Due to the complexity of the patterns of atmosphere, non-
linear and traditional methods are not effective nor is efficient to be used. As such,
referring from the previous section, Deep learning seems the most fit to find and
work with problems of such complexity. In this research, they use the following
model.
Pre-processing of the data: After using various methods to take care of missing data,
the experimenters decided to use the Spline Interpolation method to take care of
the data that is missing since it proved to be the most effective out of all method.
Algorithm used: The model discussed in this paper compares between the differ-
ence in performance with respect to differing input styles. There exists a number of
national and international sources having weather forecasting data. These sources
has the collective data of many past years including parameters such as maximum
and minimum temperature, wind direction, precipitation, wind speed and etc. How-
ever, working with all these parameters pose a major challenge due to the lack of
proper and strong hardware. As a result, the experiment performed in this paper
was limited to having just one single parameter for studying. This was done so by
using ANN, one of the strongest algorithms to perform prediction-based researches.
While traditionally ANNs are usually maintained at 10:1 ratio as the Input-Output
Ratio, the method proposed here use two different ratios were used keeping the
dataset same. The first ratio was 4:1 and the second test with the ratio 19:1. These
were then compared against each other. There were approximately 1500 and 7000
elements respectively in a data of a single city.
The input data was divided into three parts with the ratio 8:1:1 for test, train and
validation respectively. Although it seems like combining data from more cities
should predict better patterns in forecasting weather, and over larger areas at that,
the actual experiment and testing proved to give the opposite result. Combining the
data resulted in a much higher Mean Square Error for the ANN model. This in turn
proves that, there is no or less co-relation or dependency in-between the weather
patterns of different areas or cities. Furthermore, the experiment proved that the
cities with higher levels of pollution tends to have higher number of anomalies in
their weather, although minor and shifts in their weather pattern. The model built in
this research paper was a maiden approach to identify the status of Global Warming
using non-conventional computing techniques.
In the paper [11], the researchers demonstrate how classifiers like Näıve Bayes and
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Chi-Square algorithms can be used to predict the weather. The researchers built a
user log-in based website application with a proper Graphical User Interface (GUI).
Users here will input the required information (or, parameters) like, current outlook,
humidity levels, temperature, wind conditions, etc. After this, the system analyzes
the input parameters to predict the weather based on the growing dataset that it
has in its database. The results of this application clearly show how data mining
approaches can be good enough for weather forecasting.
This paper introduces a classifier approach for prediction of weather conditions and
shows how Naive Bayes and Chi square algorithms can be utilized for classification
purposes. This system is a web application with effective graphical User Interface.
User will login to the system utilizing his user ID and password. Users will enter some
information such as current outlook, temperature, humidity and wind condition.
This system will take this parameter and predict weather after analyzing the input
information with the information in the database. Consequently, two basic functions
to be specific classification (training) and prediction (testing) will be performed.
The outcomes demonstrated that these data mining procedures can be sufficient for
weather forecasting.
The Chi Square test summarizes the results of their hypothesis and the they used
data. This test also shows that the values obtained are substantially different from
the values that were expected based on the attributes set on the training set. This
model trains the probability of the study with the environment set where a chi-square
statistic with more than 2 degrees of deviation is considered to be of a significant
level. Figure 2(a), shows that all the values of all attributes are higher than the
threshold of significant level. Next, the model classifies the data using the Näıve
Bayes Algorithm. Figure 2(b) shows that the ‘bad’ has a better value than ‘good’
weather forecast overall.
Moving on to paper [6], To predict General Aviation (GA) accident rates from
noisy Total Flight Hours (TFH) data, this research dives deep into figuring out the
ability of the function (rate), a non-linear gamma-based function. The weighted
“goodness” of fit (R2w) for non-Instrument-Rated (non-IR and Instrument-Rated
(IR) pilots were calculated to be 0.654 and 0.75 respectively. This was done so by
using two sets of datasets, recorded by the pilot’s instrumental ratings, of National
transportation Safety Board (NTSB) and Federal Aviation Administration (FAA).
The model built in this paper would enable them to predict the GA accident rates
directly. Furthermore, the model can also be used to find the probabilistic figures
to identify flight risks in other types of models. Lastly, after applying the model on
the dataset by FAA, it was seen that, the risk of accidents was much higher than
anticipated previously.
In the Figure 3(a)(b), they show the curve-fits of the data. Histograms of rates
of accidents, grate models are shown over the graph while estimates of parameter
are shown below the graph. Figure 3(a) represents non-IR pilots while Figure 3(b)
shows IR pilots.
In both the figures, it shows the accident rate on the y axis (probability of an accident
occuring) and TFH at the time of accident on the x-axis (keeping the class-width
at 100 units). Based on the data of the past 4.65 years, each class’ raw number of
accidents got divded by the total number of active pilots (accidents + non-accidents)
keeping the Total Flight Hours constant at 100 hours per class. The results are then
being divided by 4.65 to calculate the average per year before fitting the curves.
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Relative weights are represented with green scaled to fit the y axis within the same
figure constraints. Empty classes here are assigned with an weight of 0 to prevent
them from affecting the fitting of the curve. Finally, the yellow curves around τrate
represents the 95% of confidence interval (CI).
Next, in paper [18], the researchers studied the trend, based on Mann-Kendall and
mutation trend analysis methods, of accidents and other damages in flights. They
have then predicted the accidents and other casualties by using a big dataset. To
perform this prediction, they built the ARIMA time-series analysis model.
Figure 4(a) gives the forward (UF) and backward (UB) trend curves of the number of
accidents in flight. It can be seen from the curve of UF that, the number of accidents
increased in a fluctuating manner long before 1950. Then, gradually started to
reduce till 1980, while reducing rapidly after. Soon after, in 1990, it reached a level
where it wasn’t considered to be critical anymore. After this, the year 2003 started
to see a drastic change again.
Figure 4(a) also shows the curves of UF and UB focusing on total ‘number of acci-
dents’. Starting with the UF curve, the accidents increased (fluctuating) till 1978.
During this period, the curve shows that it crossed the critical value in 1961 while
maintaining an increasing trend till 1978. However, in the ‘fatality’ phase, we see
that it started to reduce since then and went below critical value in the year 2000.
After this, a downward trend can be observed from the curve. Finally, the UF curve
intersects with UB curve in the critical value boundary in 2013. This is when a
drastic change was observed.
On the other hand, Figure 4(b) depicts the same concerns as 4(a) with the addition
of Mann-Kendall test on the accidents. To start, in the ‘en-route’ phase, UF rose,
fluctuating, till 1950 and then declining drastically afterwards. An intersection
between UF and UB can be seen in the year 1980 within the boundaries of critical
values. Furthermore, this point was lower than the minimum critical value threshold
of 1984. After this, the curves took a downward trend and abrupt changes were seen
in the year 1980. Next during the ‘approach phase’, gradually the UF curve kept
on increasing, finally crossing the critical threshold in 1970. Finally, after lots of
fluctuating episodes, the UF and UB curve again intersects during the year 2012
within the critical thresholds. Following the trend, drastic changes were observed
again here.
In conclusion of the paper, the results of Mann-Kendall Analysis, accidents drasti-
cally reduced in all phases except in the landing phase. Furthermore, the fatalities
reduced only in the ‘en-route’ phase. Although there were downward trends in
fatalities in other phases, they were not as significant as en-route.
Finally, in paper [13], the researchers work with a model based on CNN (Convolu-
tional Neural Networks). This model is trained with weather forecast data of the
past. This model works by assigning a scalar confidence value to a new weather
data. This value indicates the certainty of the prediction in a certain time of the
year. Although this model is weaker compared to other models, its very efficient in
terms of computing power and furthermore, performs better than other numerical-
based model forecasts. On top of that, this trend proves that it’s possible to use
ML for predict uncertainty of forecasts based on past data. However, side by side,
the limitation of this model is the amount of data available to train the algorithm
for a solid enough result.
During the training, the researchers in this paper built the network by inputting the
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atmosphere fields and output targets, also known as error or spread. While during
the testing time, only inputs fields were provided where then the network predicted
the output value. i.e. the uncertainty in the forecast that’s being predicted. The
whole experiment is done in a trial-error basis since there’s no way to understand
which network architecture best fits the given, new, scenario or data before perform-
ing the actual experiment. As such, a commonly used architecture was used. After
choosing, the configurations of the model were varied to find the best results.
Baseline Method: To properly evaluate the network, they used Persistence/Local
Dimension (This is a recent proposal to be used in weather forecasting, however, not
yet used in real life) and Weather Type (Unlike Persistence/Local Dimensions, this
is not operational and this is mainly for analyzing the patterns, mainly to identify
the skillfulness of various weather forecast conditions) clustering that they discussed
about in their literature review. Furthermore, for even more clarification, they have
used Simple Nearest Neighbor approach to compare further. This is included to be
used as a reference of Machine Learning methods used.
From the above discussion, we can see that paper 1 and 2 worked on the prediction
of present weather forecast however according to this idea, Predict the weather pat-
tern over the years and then predict weather for the next few years, I want to make
future weather prediction. Secondly, in paper 3 and 4, they worked on air accident
rate, flight risk etc. but for the idea, Predict Air accident rate, I need to find a
relationship between air accidents and weather. Thirdly, in paper 5 they worked on
weather uncertainty, which may help for finding a better solution for idea 1,3 and 4.

In paper [21], the authors studied the weather pattern of some areas of Bangladesh
depending on 60 years of past data using data mining techniques. They analysed
the trend for the given areas and found out the areas with similar trend depending
on the weather attributes. They researched on monthly weather data of Maximum
Temperature, Minimum Temperature and Relative Humidity for the years from 1953
to 2013 and found out the homogeneous climate zone in Bangladesh.
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Chapter 3

Time-series forecasting using
Statistical Methods

For any time-series based forecasting, there are several statistical methods that can
be performed. They are discussed below.

• AR: Also known as Autoregression, is a method that builds a linear-function
model based on the upcoming in the time-series sequence based on the obser-
vation of the past time steps in the data [22].

• MA: Moving Average method, moves to the following step in the sequence by
using a linear function same as AR. However, here, this model considers the
residual errors (mean) calculated using the prior time steps [22].

• ARMA: This method, Autoregressive Moving Average method, combines AR
and MA to build its model [22].

• ARIMA: Autoregressive Integrated Moving Average (ARIMA) method is
ARMA with the addition of pre-processing (by differencing) the steps of the
sequence to make the sequence stationary (also called Integration (I)) [22].

• Theta: This method builds the model using simple exponential smoothing
with drift [16].

• ETS: This method is typically used for forecasting, introduced by Gardner
Jr, 1985. This is also an exponential smoothing like Theta. However, it uses
a state-space model [16].

• Tbats: This is ETS along with Box-Cox Transformation. Furthermore, it
also uses errors, seasonal components and trends found from ARMA [16].

7



3.1 Reasons for Choosing statistical method

The preprocessed dataset is univariate (i.e. one column). Furthermore, methods
such as ARIMA, ETS perform better than machine learning and deep learning
methods in one step forecasting. On top of it, ARIMA performs better than deep
learning for multi-step forecasting at a time [15].
Furthermore, few of the key models to forecast weather conditions are primarily
based on statistics and statistical reasoning. Furthermore, these predictions can have
ranges from predicting in terms of hours to numerous seasons. To start dynamic
forecasting on weather and climate conditions, these methods are one of the best
suited and potential predictors. Also, the dynamic predictions can be further post-
processed. i.e. remove unnecessary bias and add weights to the factors for better
accuracy. The reason behind doing such kind of forecast is to eliminate the aid of
other dynamic models which are less accurate. Lastly, the statistical method is even
more accurate because it’s impossible to add manipulated results. Rather, they are
all based on pure statistical outputs [1].

3.2 Selected Method

The goal of this research is to predict the future condition of each station to identify
the most livable place in the future. For predicting the future, the ARIMA algorithm
has been selected for this research.
The ARIMA algorithm is one of the highest used and fairly simple techniques. The
algorithm best works when the data of the past has a proper and stable inter-related
trend [7]. Consequently, because of these characteristics of the algorithm, it fits quite
well with weather prediction related research. Furthermore, the ARMA and ARIMA
models work very well with log functions. Due to this, it is also considered to be
one of the best statistical models for many other predictions. Subsequently, when
speaking in terms of this research, there has been much research conducted by using
the models ARMA and ARIMA to predict weather and do related work in the field
of weather [12], [17], [8].
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Chapter 4

Methodology

4.1 Time-series forecasting using ARIMA

Data which are observed over time is called time-series. ARIMA models can almost
accurately predict the future based on a number of historical data of a single variable.
This model is quite different from the others because it does not assume anything
from the given historical data. From the Box-Jenkins methodology for building up
ARIMA model, the following steps can be extracted: (1) Model Identification, (2)
Parameter Estimation and Selection, (3) Diagnostic Checking (or Modal Validation)
and (4) Model’s use [5].
The model can be identified by choosing the right values for the parameters p, d and
q. Collectively, these three variables are called “order” of the ARIMA model. The
“order” of the algorithm helps us to fit the predicted values with our validation set
to increase the accuracy of our model. However, unlike in machine and deep learning
methods of achieving a higher accuracy, we here work with the RMSE value. Lower
the RMSE value, the better fit our model is. Moving on, let’s discuss about the
three parameters in the following points:
Parameter ‘p’: The variable ‘p’ indicates the lag of the values in the y-axis. In
simple terms, it’s just the value that needs to be added or subtracted with the Y
value of the model. Models predicted are often lagged and hence, we use the value
of ‘p’ to reduce that lag. In more technical terms, it helps us to get a better pre-
diction by considering the narrow periods of increase or decreasing curves of our
data. Hence, going along with the “autoregressive” characteristics of the algorithm,
ARIMA.
If p = 1; The data is linearly increasing or decreasing
If p = 2; The data is exponential increasing or decreasing . . . and so on
Parameter ‘d’: This parameter controls the degree of “differencing” the data.
Meaning, how many times the data selected needs to be “differenced” (to be dis-
cussed below in this section). This is a requirement for the model to give a output
which has a constant mean over a given period of time. As a result, it helps us
identify the “integrated“ characteristics of the algorithm.
If d = 0; The data is already stationary. Furthemore, it also means the algorithm
is using ARMA rather than ARIMA because there’s no “integrated” nature when d
= 0.
Parameter ‘q’: Similarly to the ‘p’ parameter, this also works with the Y values.
Except, rather than working on raw data, it tries to make up for the error that’s
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made during prediction. Finally, this parameter holds true for the “moving average”
characteristics of ARIMA.
All in all, the above three parameters together form the AR-I-MA of the whole al-
gorithm [23].

Figure 4.1: Proposed Model of Analysis
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Chapter 5

Data Collection & Analysis

5.1 Data Collection

The dataset for this research has been collected from the online community named
Kaggle. The name of the dataset is California Environmental Conditions Dataset
[24]. It is a Weather Dataset of California sourced from CIMIS weather stations
(approximately 262 stations). The stations used a selenium chrome driver to col-
lect the data. Along with the 262 Stations, having their own unique IDs, there’s
14 numerical features to perform the research on and devise various outputs and
to test various ML/DL algorithms on. Lastly, this data has date and time stamps
in case the research requires time series analysis. Finally, the target column states
about the fires that occurred on a respective date, in a given region which was being
observed.
It contains 19 columns for tracking the information. The feature names are given
below.
1. Stn Id
2. Stn Name
3. CIMIS Region
4. Date
5. ETo(in)
5. Precip(in)
6. Sol Rad (Ly/day)
7. Avg Vapour Pressure(mBars)
8. Max Air Temparature(F)
9. Min Air Temparature(F)
10.Avg Air Temparature(F)
11.Max Relative Humidity (%)
12.Min Relative Humidity (%)
13.Avg Relative Humidity (%)
14.Dew Point (F)
15.Avg Wind Speed (mph)
16.Wind Run (miles)
17.Avg Soil Temperature(F)
18.Target
From a study,it was found that daily data for forecasting provides the closest pre-
diction [29]. In this dataset, historical weather data are collected on a daily basis
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which is a great indicator for getting a close enough prediction. This is why, this
dataset has been selected.
For approaching any type of statistical algorithm, we need the perfectly processed
numerical data. However, time series analysis follows a different type of data pre-
processing format. From the statement ‘Time Series Analysis’ we can get the idea
that this analysis is related to time which may include hours, days, months etc.

5.2 Data Pre-processing

In this research, I am going to predict the future weather conditions of California
based on temperature. From the previous section, we know that data volume is
huge. To increase the prediction accuracy the outliers have to be removed. Let’s
see it step by step.

• There are 15 CIMIS Regions and 253 stations. Since one region named ‘North-
east Plateau’ is far away from the other regions (shown in the Figure 5.1), this
region has been excluded. From these stations 14 specific stations need to be
picked which will cover all the regions. Firstly, all the stations were separated
into 14 sections based on their CIMIS Region. After that, from each section
of stations, the station with the highest number of data-points was selected
for the further research.

Figure 5.1: Location of the CIMIS Regions

• Next, the raw data was then splitted according to the stations (i.e. the 14
stations that we selected in the previous step based on the number of the
data-points in each station). This step is necessary to predict the future per
station as each station is in a different region. And each region may have a
different pattern compared to others.

• Since, in this research only the temperature parameter is going to be pre-
dicted, resulting in the other feature columns in the dataset being irrelevant.
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Figure 5.2: Location of the Stations along with the CIMIS Regions

As such, they were dropped and as the final input data, only the columns for
date and average temperature were taken into account. On a side note, the
data had minimum and maximum temperature readings as well. However, the
average temperature gave a more even meaning for the prediction that is to
be conducted in this research.

5.3 Dataset Characteristic Analysis

For selecting methods for future prediction, the type of the time series should be
revealed properly. Here comes the concept of stationarity and the technique of
differencing time series.

5.3.1 Importance of Stationarity

A time-series data, which does not depend on the given time, is identified as a sta-
tionary time-series. To add to it, time-series data having trends and/or seasonality
cannot be called or identified to be stationary time-series data [33]. In the station-
ary time-series, the consecutive (hourly/daily/monthly) data do not depend on each
other [23]. This is why the data pattern follows a discontinuous manner. However,
for weather forecasting, a dataset pattern must be continuous which means there
should be dependency between the consecutive data. This is the reason we need
non-stationary data for weather forecasting.
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Figure 5.3: Components of Time Series

5.3.2 Trend

A trend is whenever it can be observed that there’s a pattern in the data with
respect to time. In other words, we can see an increase or decrease in the value of
the data repeating over a period of time. Furthermore, the trend can be divided into
subsections in terms of time and then we can still identify trends as long as there’s
any sort of pattern. i.e. It might be increasing in one period, while decreasing in
another. However, it can still be called a trend depending on a trigger of some sort
[26].
Trend can be linear or non-linear. In the case of the chosen dataset, it is non-linear.

5.3.3 Seasonality

Seasonality can be considered like a subset of the overall trend of a data. While
trend observes data over a long period of time (having multiple repetitive periods),
seasonality describes just one of that period and identifies the repeating points. By
the by, when considering the weather, the seasonality can be observed over the pe-
riod of 365 days or 1 year. Furthermore, to observe this seasonality in terms of
weather or for any other type of data, the data must be recorded in a short period
of time and regularly ranging from as minimum as starting from seconds [26].
Though in this research, I will discuss only one component which is trend. Now,
diving into the analysis, firstly it was checked that the data is stationary or not.

5.3.4 Stationarity Analysis

The stationarity of the data was identified by the ACF. It was found that for a
non-stationary time-series the ACF of the data should decrease slowly but never
drop to zero [14]. Using this concept, the ACF plots of the 14 stations were judged
and defined whether the data were stationary or not.
For a stationary time series, the ACF will drop to zero relatively quickly, while the
ACF of non-stationary data decreases slowly [33]. So, for finding out the stationar-
ity ACF plotting has been used on the 14 stations accordingly.
From the above figure, for each station, it is seen that the ACF plot decreased slowly

and did not touch zero which means the data of each station is non-stationary. As
a result, the corresponding data have relation with time and contain trend and sea-
sonality.
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5.3.5 Trend Analysis

A time-series data can have trends. Moreover, it’s prominent that weather follows
a trend on a yearly basis. This trend can be analysed by plotting graphs. For this
research, we can plot the trends of the individual stations by reading the plots of
the trends extracted from their respective raw data.. In the figure below the trend
of 14 stations have been extracted and displayed.

By closely looking at the plots on Figure 5.5, we can see that the trend can be
compared to sin or cos curve like a wave. Moreover, as stated before, this curve
shows the trend of the temperature of their respective area.
To explain the graph, it can be said that we can observe local maxima at every 400
days approximately. Furthermore, seeing the repetitive trend, it can be said that
the weather condition is roughly the same every 400 days. Although it looks like
the curve of one of the stations, Markleeville on Figure 5.5(i), looks different, by
taking a closer look, it can be seen that it has the same curve of having a period
of 400 days. However, due to the lack of data, unlike the other stations, it seems
different. But, it means the same thing. Since of having a lack of data ARIMA can
not be applied on this particular dataset. ARIMA works better when a dataset has
more than one cycle of seasonality. While for a data with having a single season,
the SARIMA variate is used instead.
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Figure 5.4: Plotting of the ACF for all stations
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Figure 5.5: Trend Analysis for all stations
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Chapter 6

Implementation

The entire implementation and experimentation were done in Python 3.8.5 envi-
ronment on the operating system, Ubuntu 20.04. The hardware configuration is
Processor: AMD Ryzen 5 3600 (not overclocked), RAM: 32GB 3200Mhz (2133Mhz
operational), GPU: NVIDIA RTX 2060 Super 8GB, Storage: Samsung EVO Plus
500GB SSD, Cooling System: EKWB EK AIO 360.I have used python libraries:
scikit-learn [35], pandas [34], statsmodels [31], numpy [28], datetime [30] and math
[32] with different parameters for the calculation process. I have also used mat-
plotlib [37] for the plotting purpose.Moreover, for forecasting the statistical algo-
rithm ARIMA has been used [36].
For initializing the dataset, pandas library has been used. Moreover, to parse the
‘Date’ column the datetime library has been used. After that, for the purpose of
dataset characteristic analysis, the stationarity of the dataset was analysed using the
libraries numpy, matplotlib. Moreover, from the statsmodels library, the ARIMA
model has been imported to predict the future temperature condition. Finally, for
calculating the RMSE the scikit-learn library has been used. Firstly, from the scikit-
learn library, the MSE function has been used to find out the mean squared error.
After that, using sqrt function from math library, the RMSE was calculated. The
RMSE has been used here for error calculation because the root mean square error
is highly recommended in the temperature prediction [19], [14] , [10]. Since ARIMA
is a time series forecasting algorithm, the working process of it is, iterating through
each date and predicting the feature for the corresponding day. That is how the al-
gorithm goes forward to the destination date. For achieving the process, the ‘Date’
column must refer to index so that the algorithm can iterate through it. This is
why, the ‘Date’ column was changed into index while the data was being read.

6.1 Validation

Lets take a single dataset , for finding out the best fitted model, firstly the dataset
was splitted into train set (75%) and test set (25%). After that the test set was
predicted and validated. The best suited parameters of ARIMA were selected by
using 3 nested loops, each ranging between 0 to 15, for p,d and q respectively.
The best suited parameters were then selected based on the lowest RMSE score.
The lower the RMSE score, the more accurate the model is [20]. The best suited
parameters are given below.
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Station Names Best Fitted Model RMSE
Auburn ARIMA(2, 0, 9) 11.6579

Bennett Valley ARIMA(4, 1, 0) 7.3409
Bishop ARIMA(9, 2, 2) 8.9873

Brentwood ARIMA(2, 1, 1) 7.3061
Buntingville ARIMA(11, 2, 10) 11.5589
Five Points ARIMA(1, 1, 7) 6.8057

Gerber South ARIMA(9, 2, 2) 7.5512
Lake Arrowhead ARIMA(2, 1, 2) 7.9786

Miramar ARIMA(4, 1, 6) 5.9150
Nipomo ARIMA(0, 1, 0) 11.5973

Pacific Grove ARIMA(1, 1, 11) 3.5959
Santa Clarita ARIMA(2, 1, 0) 9.0019

Seeley ARIMA(2, 0, 13) 10.1027

Table 6.1: Best Parameter for the Model

6.2 Prediction

After finding out the best the best order values for the ARIMA model, the research
moved on to the next step, which is, the prediction. Initially, it was decided to
predict the temperature of up to 2 years. Side by side, from the table (Table 6.1)
and figure (Figure 6.1) it can be seen that the lowest RMSE was seen in the ‘Pacific
Grove’ station. This means that the prediction for this station should be the most
accurate out of all the other stations. Nonetheless, the temperature of all the 13
stations were predicted and is presented in the next chapter.
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Chapter 7

Result Analysis & Discussion

Finally, after the implementation of the research (discussed in the last section), the
results were extracted in two parts (validation and prediction).

7.1 Validation & Prediction

To start, the code for the validation set is run first to identify the error of the model.
For that, as shown in figure 1, the data was splitted in to 3:1 ratio and then vali-
dated with the last 4th of the whole data. The prediction and validation curves are
plotted for each station (from Figure A7 to Figure A19) (legend given in figure).
By observering, it can be seen that, the two curves barely have any overlapping
values. Furthermore, at points the distance between the two curves is huge, while
at some points it’s minimal, while at some places it does intersect, and finally, in
some places the differences are negative or positive. Although it seems that the
prediction is all over the place, if we take a closer look at the curves, the overall raw
data-points show a similar trend of up and down curves. Next, traditionally most
of the researches use the ”accuracy” factor to compare two models and to identify
the credibility of the model. However, it’s not possible here in the time series data
because, as explained above, the data point values are all over the place. However,
as, again, mentioned above, the curves do show a similar trend. As such, a better
indicator of accuracy in our case is finding the RMSE value of the two curves. The
best RMSE values (lower is better) [20] is presented in table below.

From the table, we see that the RMSE value of each station varies. This is because,
the number of data in each dataset of the individual data varies both in terms of
number and date of collection of data. For example, Station Markleeville contained
16 months of data whereas other 13 stations contained 32 months of data. As a
result, For Markleeville trend was not observed but seasonality was found (shown in
figure 7.1). For this particular station, seasonality can be found because most of the
time seasonality repeats after almost 12 months but trend takes longer than that
[26]. By following this hypothesis and also by running the code for ARIMA, it was
decided that Markleeville has no trend. However, as stated above, all of the curves
(from Figure A7(a) to Figure A19(a)) show that the predictions and test-set data
point values follow a similar trend if not same values. This proves that the ARIMA
model has correctly captured the trend and was able to produce results for the future.
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Station Names Best Fitted Model RMSE
Auburn ARIMA(2, 0, 9) 11.6579

Bennett Valley ARIMA(4, 1, 0) 7.3409
Bishop ARIMA(9, 2, 2) 8.9873

Brentwood ARIMA(2, 1, 1) 7.3061
Buntingville ARIMA(11, 2, 10) 11.5589
Five Points ARIMA(1, 1, 7) 6.8057

Gerber South ARIMA(9, 2, 2) 7.5512
Lake Arrowhead ARIMA(2, 1, 2) 7.9786

Miramar ARIMA(4, 1, 6) 5.9150
Nipomo ARIMA(0, 1, 0) 11.5973

Pacific Grove ARIMA(1, 1, 11) 3.5959
Santa Clarita ARIMA(2, 1, 0) 9.0019

Seeley ARIMA(2, 0, 13) 10.1027

Table 7.1: Best fitted ARIMA models used in the research

Figure 7.1: Trend and Seasonality Analysis of Markleville

Next, coming on to the prediction of the future for this research. In contrast to the
validation code run, there was no validating data this time. Instead, the whole data
of the station was fed as for the training and then a pure future was predicted for
the next 730 days (2 years). Furthermore, since the ARIMA has full data to train
itself on, we can safely assume that the the RMSE value is lower than the values
obtained during the validation phase. However, there’s no way to check for this
since it was a pure future prediction of values. Except, we can use our observations.
Looking closely at the figure (Figure A7(b)-A19(b)), it can be observed that for the
period of the next 700 days (from the last date present in the dataset), it follows a
similar trend to our data by following the shape of a sin curve. It follows an uptrend
till around the 180 200 day (which is the month of January).After that,it follows a
downtrend till around 350 380 day.
Now let’s talk about the predicted temperatures of each of the station one by one.
Starting with ‘Auburn’, in the below Table (Table 7.2), it can be seen the predic-
tion of the temperature has been divided into 5 zones to identify the uptrend and
downtrend of the predicted temperature. In September 2020, it can be seen the
temperature was around 45◦ F to 50 ◦ F. In March 2021, the predicted temperature
increased upto 80◦ F.
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Moreover, in the August-September 2021, the temperature decreased around 36◦

F to 40◦ F which means the weather should be very cold at that time. Again, in
April-May 2022, it is following the almost same trend alike March 2021 which is al-
most same timing of previous year. Moreover, in September 2022, the temperature
followed the same trend like September 2021.
The Station ‘Bennett Valley’ is similar to ‘Auburn’.
Moreover, looking at all stations (Table B(1) to B(12)), it can be be seen in the
months of September the temperature stays always low. On the other hand, at the
month of March, April, May the temperature stays high.
However, the temperature of the station ‘Lake Arrowhead’ looks extremely cold all
over the year.
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Stations RMSE
Auburn 14.3726

Bennett Valley 15.5334
Bishop 21.3465

Brentwood 11.3136
Buntingville 14.9911
Five Points 14.5300

Gerber South 13.2127
Lake Arrowhead 24.3605

Miramar 10.7824
Nipomo 12.6582

Pacific Grove 14.6430
Santa Clarita 12.2020

Seeley 16.1631

Table 7.3: RMSE comparison with respect to 70◦ F

7.2 Favourable Living Condition

From an interview [4] of Professor Jeffery W. Walker, University of Arizona, we
know that the most favorable temperature for a human being is 70’F. As such, The
RMSE values were extracted by comparing the predicted values with the 70’F. The
results are shown in the table below. A higher RMSE value means the temperature
is overall further away from the favorable conditions. While a lower RMSE means
the conditions are closer to 70’F overall.
Next, from the figures A(20) to A(32), it can be seen that the green curve is fluc-
tuating depending on the RMSE. Moreover, taking a closer look at the figures, it
can be observed, when the RMSE decreases, the Green Curve goes closer to the
middle.From the above observation, it can be said, ‘the curve of the stations
containing the green curve close to middle along with the lower RMSE’
are mostly preferable areas to live. Adding with it, if the most preferable areas for
living are pointed out then it can be seen, the ‘Brentwood’, ‘Miramar’, ‘Santa
Clarita’ and ‘Nipomo’ are the most preferable for living for next 2 years. How-
ever, the ‘Auburn’, ‘Bennett Valley’, ‘Buntingville’, ‘Five Points’, ‘Gerber South’,
‘Pacific Grove’ and ‘Seeley’ holds average place.
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Table 7.2: Predicted Temperature of Auburn
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Chapter 8

Conclusion

In summary, it can be said, by using statistical methods and machine learning tech-
niques, it is very much possible to predict the future weather conditions. However,
the accuracy of the prediction models can be enhanced by changing the value of
moving average and also the other parameters. Throughout the paper, it was seen
that the temperature condition of each station has a different trend. That is why the
future condition of each station was predicted differently. As it is seen, the predicted
temperature of some stations are much livable and others are not. From this deci-
sion, the better livable place for the next two years can be assumed. Nonetheless,
like any research, there are limitations to this research as well. Starting with, the
dataset collected was not even. Firstly, the stations didn’t have the same number of
rows. Next, there were missing dates which might have directly affected the trend
of the data. Moving on, one of the most lagged behind problems with ARIMA is
that it works with a single column data. As a result, unlike machine learning, it
only depends on one parameter rather than predicting while finding relations within
the factors present in the data.
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Figure 1: Evaluation of Training, Validation & Testing Performance for a Given
Input-Output Data Ratio DELHI over last 20 years. (a) Left – 4:1 Ratio; (b) Right
– 19:1 Ratio
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Figure 2: (a) Left - Chi square and; (b) Right - Naive Bayes Model test results

Figure 3: (a) Left - Non-IR accident rates; (b) Right - IR accident rates
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Figure 4: (a) Left – Mann-Kendall test of global civil aviation accident and casual-
ties; (b) Right – Mann-Kendall test of number of global civil aviation accidents at
different stages

Figure 5: Comparison of 4 baseline methods

Figure 6: Comparison of 4 baseline methods
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Figure 7: Validation and Prediction Learning Curve of Auburn

Figure 8: Validation and Prediction Learning Curve of Bennett Valley
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Figure 9: Validation and Prediction Learning Curve of Bishop

Figure 10: Validation and Prediction Learning Curve of Brentwood
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Figure 11: Validation and Prediction Learning Curve of Buntingville

Figure 12: Validation and Prediction Learning Curve of Five Points
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Figure 13: Validation and Prediction Learning Curve of Gerber South

Figure 14: Validation and Prediction Learning Curve of Lake Arrowhead
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Figure 15: Validation and Prediction Learning Curve of Miramar

Figure 16: Validation and Prediction Learning Curve of Nipomo
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Figure 17: Validation and Prediction Learning Curve of Pacific Grove

Figure 18: Validation and Prediction Learning Curve of Santa Clarita
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Figure 19: Validation and Prediction Learning Curve of Seeley

Figure 20: Favourable Temperature vs. Predicted Temperature of Auburn
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Figure 21: Favourable Temperature vs. Predicted Temperature of Bennett Valley

Figure 22: Favourable Temperature vs. Predicted Temperature of Bishop

Figure 23: Favourable Temperature vs. Predicted Temperature of Brentwood
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Figure 24: Favourable Temperature vs. Predicted Temperature Buntingville

Figure 25: Favourable Temperature vs. Predicted Temperature of Five Points

Figure 26: Favourable Temperature vs. Predicted Temperature of Gerber South
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Figure 27: Favourable Temperature vs. Predicted Temperature of Lake Arrowhead

Figure 28: Favourable Temperature vs. Predicted Temperature of Miramar

Figure 29: Favourable Temperature vs. Predicted Temperature of Nipomo
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Figure 30: Favourable Temperature vs. Predicted Temperature of Pacific Grove

Figure 31: Favourable Temperature vs. Predicted Temperature of Santa Clarita

Figure 32: Favourable Temperature vs. Predicted Temperature of Seeley
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Appendix B : Tables
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Table 1: Predicted Temperature of Bennett Valley
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Table 2: Predicted Temperature of Bishop
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Table 3: Predicted Temperature of Brentwood
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Table 4: Predicted Temperature of Buntingville
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Table 5: Predicted Temperature of Five Points
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Table 6: Predicted Temperature of Gerber South
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Table 7: Predicted Temperature of Lake Arrowhead
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Table 8: Predicted Temperature of Miramar
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Table 9: Predicted Temperature of Nipomo
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Table 10: Predicted Temperature of Pacific Grove
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Table 11: Predicted Temperature of Santa Clarita
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Table 12: Predicted Temperature of Seeley
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