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Abstract

Information is power although fake information can have severe consequences when
it gets viral. Living in the era of social media is like always getting influenced
by the news of the online world even though it is fake. Moreover, online news
portals and social media are becoming standardized for consuming information. It
is effortless to spread fake news using these mediums. Fake news is represented as
authentic news with the wrapping of inaccurate information. In recent times, the
rate of lynching has increased because of the spread of fake news. Besides, COVID-
19 related false information is affecting people by creating chaos and spreading
panic worldwide. Some fake news automation systems exist to tackle this problem.
However, they are largely developed for English. There are hundreds of millions of
people who speak Bangla worldwide. In this work, we propose a model that can
favorably detect fake news in Bangla. We have applied some pre-processing and
feature extraction techniques to our dataset. Experimental analysis on real-world
data demonstrates that Passive Aggressive Classifier and Support Vector Machine
achieves 93.8% and 93.5% accuracy respectively which are higher than the other
Machine Learning classifiers.

Keywords: Fake News; Bangla Fake News; Machine Learning; NLP; Tf-IDF; Pas-
sive Aggressive Classifier
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Chapter 1

Introduction

Fake news is the news that is false and inaccurate but is designed to make people
think that they are true and accurate. People, in general, became familiar with the
term ‘Fake news’ in 2016 during the election campaign in the U.S. when Donald
Trump was using this term to put off anything he was being accused of. The reason
for fake news is either commercial or political to make money or change opinion.
Fake news manipulates people’s minds to think a certain way and makes people
support a particular opinion. Fake news is not always just lies; more often it is a
mixture of lies and truths. There is a famous saying that goes: “A lie can get halfway
around the world before the truth has got its pants on”. As information spreads very
quickly and freely on digital technologies and social media, fake news also spread
much more quickly and to many more people. Often on online news sites, we see
fake news. This false and inaccurate news is designed to mislead the readers. Social
media is flooded with this kind of news these days. People who write this fake news
are not interested in the issues that they are writing; they are interested in making
some money out of it. For instance, through Facebook, they can draw readers into
their websites and then make money off of advertising. The writer profits on the
number of people who click on the news as the news are designed as ‘Clickbait’.
It is very difficult to distinguish this fake news from genuine ones. Fake news can
have serious consequences when they come out of the online world and enter into the
offline world. In 2018, fake news of child abduction went viral through WhatsApp in
Mexico and then a mob burned two men, who were suspected to be child abductors,
to death before checking if the information was correct or not [1]. A similar thing
happened in India and Myanmar. Also, fatal violence was instigated because of fake
news on Facebook and WhatsApp in India, Myanmar, and Sri Lanka [1]. Fake news
affects people psychologically and spreads hatred. A national survey carried out
by the Management and Resources Development Initiative (MRDI), found that the
rate of Fake news experience is high in rural areas (66%), followed by urban areas
(62.3%), while it is the lowest in metropolitan areas (52.5%) in Bangladesh. And
when searching for news online, half of the people don’t try to find out whether the
information is fact or opinion [2]. So, to develop a system like this, our proposed
approach is to use machine learning techniques for fake news detection.
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1.1 Motivation

The increasing occurrence of lynching and violence as consequences of spreading fake
news has become one of the main problems in every country. People are influenced
by social media and their online world. So, when they see any news having a luring
headline they share it with others without knowing the authenticity of that news.
Everyone with a keyboard can make up fake news and spread it within a minimum
amount of time with the help of social media and can pocket the profit coming
from their websites; they do not care if that piece of false information creates any
violence or not. Some people are obsessed with the count of Reacts and Shares they
get after posting something on social media; so they also do not care if any false
information harms others. A huge share of internet users lack proper digital liter-
acy in Bangladesh. During this COVID-19 pandemic, the netizens of Bangladesh
looked up health-related information on social media. In this country, The first
online misinformation related to COVID-19 was a religious one that claimed that
protection from COVID-19 infection would be eating Thankuni leaves (Indian pen-
nywort) saying Bismillah (in the name of Allah) regularly [3]. Moreover, a rumor
spread through Facebook and WhatsApp that to build the Padma Bridge human
sacrifices need to be made as offerings and that is why people are trying to kidnap
children. Several people were killed on the street by the mobs after suspecting them
as kidnappers [4]. In Ramu, there was news spread from a Facebook account of the
desecration of a Quran in 2012 [5]. Almost 25 thousand people were involved in
destroying 12 temples and 50 houses. The Buddhist who was accused to spread this
was innocent. A few days back a woman and her daughter went live on Facebook
and accused her husband of domestic violence. When the police arrived they found
nothing like this. Later a media report cleared this. Recently, we have seen so many
Facebook groups and accounts posting for the help of a sick person or a group which
doesn’t exist. To resist this spread of fake news, we are proposing a model using
different machine learning classifiers which will detect fake news more accurately.
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1.2 Problem Statement

Lynching occurring like a wave in many countries as well as in Bangladesh as a
consequence of fake news. On the other hand, the COVID-19 pandemic situation is
getting worse due to the spread of misinformation. With the support of Unicef, a na-
tional survey carried out by the Management and Resources Development Initiative
(MRDI), found that 63.6 percent of people in Bangladesh have experienced that the
news they get from social media or online and took it as authentic news, later they
found out that this news was fake. And nearly two-thirds of the people never or some
of the time look at which news source published it [2]. In Bangladesh, it has become
a severe problem and we want to resist it as much as possible. Although there exist
fact-checking websites (such as BD FactCheck, Jachai and Rumor Scanner), these
fact-checking platforms are user-based services, people find something fake and re-
port there on their own and often a biased group of people can change the context
by false reporting. So, an automated system would be more transparent and neater.
Moreover, the existing systems are not suitable for analyzing Bangla letters and
words. Because almost all the models created so far can work on English letters and
words. A model that can process Bangla letters and words is very essential. If any-
one receives any fake news through WhatsApp, Imo, Viber, or any other messaging
apps they cannot find out whether the news is fake or not. So, to tackle all these
limitations of the existing models we need a system that can solve all these problems.

1.3 Objective and Contributions

Fake news has the power to manipulate an entire community. For years researchers
have spent much time building an automated model that can detect fake news so
that the reading can know it right away without being manipulated. There are many
sophisticated models that can detect fake news but they only work on English words
and phrases. There are only a few models that can detect fake news in Bangla. The
main objective of our research is to build a sophisticated model that can detect fake
or bogus content written in the Bangla language. To build this model we will use dif-
ferent advanced tools like machine learning, natural language processing. Using the
automation system, reader will be able to identify whether the news they are read-
ing is fake or not. This model will work for not only the article but also the headline.

To detect fake news we have to analyze every word and phrase. There are many
unnecessary words or punctuation marks that do not play any role to detect fake
news. To remove these unnecessary words and punctuation marks we have used
different pre-processing techniques for the Bangla language. There are close to no
tools for pre-processing in Bangla. This tool can be very handy for any future
researcher who wants to work with Bangla Language. Apart from that, the entire
model can be a huge asset for our country or anyone who speaks or reads Bangla
content anywhere in the world. This paper can contribute to the entire humankind
and can save a community from mass violence.
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1.4 Thesis Structure

Our entire thesis paper is divided into several chapters. We have described each
and every work in separate portions. Chapter 2 contains background study which
includes literature review and Algorithms. The literature review contains the sum-
mary of different papers that we have reviewed and analyzed for better understand-
ing and comparison. Though we have reviewed a lot of research papers, we have
added around eight papers that are related to our work. In algorithms, it contains
different classifiers that we have used in our work. PAC, MNB, SVM, LR, Decision
Tree classifier, Random Forest classifier are those classifiers. In Chapter 3, we
have introduced our proposed model. This section includes data description, model
description. Data description includes data processing and feature extraction. Data
description mainly refers to where we got our dataset from and how we processed our
data for testing and training to get the final result. Chapter 4 contains experimen-
tation where we have discussed how we have obtained the result. In Chapter 5, we
have analyzed the results that we obtained from different classifiers. In Chapter 6,
we have concluded the paper by summarizing it and discussing about future work.
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Chapter 2

Background Study

Fake news can cause a lot of damage. We have seen many examples of conflict
that was caused by spreading fake news. Nowadays the availability of the internet,
smartphone, and other devices make these things even easier than before. Now peo-
ple in rural areas also use smartphones and the internet. So it’s easier to spread any
information fast all over the country within a short period of time. However, there
were no effective approaches taken to prevent this problem in Bangladesh for many
years. But in recent years researchers are trying to prevent it in some smart ways
using ML, NLP, deep learning etc. Some of the works which have been done by the
researchers of Bangladesh are given below:

Linguistic features and neural network-based methods have been explored to create
a system in [6]. This paper focuses solely on detecting Bangla fake news. Bangla
is the sixth most used language [7]. Very little Natural Language Processing re-
search has been done for detecting fake news in Bangla. Different methods have
been used to extract features, for traditional linguistic features, they have used lex-
ical features, syntactic features, semantic features, metadata, and punctuation. On
the other hand, they have used CNN, LSTM, pre-trained language models in the
neural network part. The methodologies they have used are SVM, RF, LR and their
accuracy of F1-score is 46%, 55%, and 53% respectively. By evaluating the F1-score
of the POS tag, we can conclude that this technique is unable to determine fake
news. Moreover, there was no improvement over the random baseline. However,
after the incorporation of all the linguistic features, F1-score achieved 91% using
the SVM classifier. In all the cases RF performed worse than the other two. They
will work on the character level features in neural network models. They will in-
clude them in future experiments. On the other hand, they will continue to expand
their data set. They have annotated 8.5k and are hoping to make it 50k. They
have used SVM, LR, RF models for the experiment where SVM performed better
than others. However, there was nothing mentioned about the accuracy of the result.

To detect whether a Bangla News is fake or not Md Gulzar Hussain et al. [8]
proposed a model using Multinomial Naive Bayes Classifier and Support Vector
Machine Classifier. The model is being made to detect Bangla fake news so that
the data set is being collected from different Bangla news articles where 60% of the
data is real news and 40% data is fake news. To get higher accuracy pre-processing
the data is a must. By removing punctuation marks, special characters, numerical
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values, special symbols the preprocessing is done. Count vectorizer and TF-IDF
are being used to extract the features before feeding the text into the classification
algorithms. For classification, the data was split into 70:30 ratio for train and test.
MNB and SVM Classifiers are used to classify the dataset where accuracy is 93%
and 96.64% respectively.

Shafayat Bin Shabbir Mugdha et al created a methodology for Bengali false news
identification that can successfully assess if the news is authentic or not based on
the news headlines [9]. To run this model, a new data set was constructed using
the Gaussian Naive Bayes technique to attain the target. Stop words were removed,
tokenization was done, and stemming was done as part of the data preparation. By
removing inflected words and diacritic markings from words, stemming has been
accomplished. TF-IDF and Extra Trees Classifier are used to extract features. Al-
though the Extra Trees Classifier is a classifier, it is utilized as a feature selection
approach in this model to choose the most suited features and then apply the results
in the classifiers to improve outcomes and performance. SVM, Logistic Regression,
Random Forest Classifier, Gaussian Naive Bayes and many other classifiers were
employed for classification. Gaussian Naive Bayes, on the other hand, had the best
accuracy of 87.42 percent.

2.1 Literature Review

A couple of machine learning models on their datasets which include evaluation met-
rics, Naive-Bayes model, linear SVM, Ridge classifier, and decision tree are presented
in [10]. These models are used for the classification of the text and representing them
in the TF-IDF matrix. The liar-liar data set uses linear SVM, decision tree, Ridge
classifier and max feature number models for evaluation. On the other hand, a fake
corpus dataset applies SMOTE (Synthetic Minority Over-sampling Technique) as
this data set is unbalanced. This model helps by choosing the nearest neighbors in
the minority class. For the results, on the liar-liar corpus, there is an average accu-
racy of Naive-Bayes, Linear SVM and Ridge classifier but as at the recall par class,
it shows that Naive-Bayes is bad at detecting fake news and classifies most of the
texts as reliable. For the fake news corpus, linear models give the best performance.
With linear SVM reaching an accuracy of 94.7%, ridge classifiers 93.98% and de-
cision tree outperforms Naive-Bayes with an accuracy of 89.4%, Naive-Bayes gets
85.3%. Fake news detection only on the supervised models of text is not sufficient
for all cases. To get a proper solution additional information should be taken to the
light as the author’s information. This paper suggests an automatic fact-checking
model compiled with a knowledge base and the model will extract information from
the text and verify the information with the database.

Various techniques to evaluate fake news are implemented in [11]. This paper takes
different types of approaches depending on the news it is processing. LIWC soft-
ware is used in this paper as a psycholinguistic feature. To measure the toxicity of a
news article, this paper used Google’s API, and TextBlob’s API is used to compute
subjectivity. This paper used different classifiers w.r.t AUC and F1 score. These
classifiers include KNN, Naive Bayes, Random Forests, SVM with RBF kernel and
XGBoost. Naive Bayes did not perform well in both the AUC(72%) and F1(75%)
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scores. On the other hand, both Random Forests and XGBoost predicted better
than the other classifiers, scoring 86% accuracy in XGBoost and 85% accuracy in
Random Forests classifiers w.r.t AUC. Random Forests and XGBoost predicted fake
news well but still lacked some accuracy, which can be improved, by using the latest
and more classifier techniques to improve the accuracy even more. As only textual
analysis might not provide the most accurate result we can use deep learning and
neural networks to trace its source which will be crucial to predicting authenticity.

To train the machine some features for the classifier are used in [12] like- word
count, gram count(counts of the number of times they appeared), the sentiment of
the news analysis, lemmatization, named entity recognition. 2 classifiers were used-
Random Forest classifier and a Naive Bayes classifier. A total of 3 datasets was
used which contained more than 40000 articles. One of the datasets was used to
partially train and test the classifiers. The remaining datasets were used to purely
test the classifiers. ISOT, FakeNewsNet and an original dataset were used. They
tested different features on different classifiers and chose the best accuracy for fake
news detection. Different features were extracted and the datasets were applied.
The ISOT dataset got the highest accuracy of 97.42% RF Count-word, 97.60% RF
Count-ngram, 94.74% NB Count-word N, and 97.91% NB Count-ngram. Secondly,
On the TF-IDF features, ISOT dataset got the highest accuracy too- 98.51% RF
TF-IDF-word, 98.46% RF TF-IDF-ngram, 93.31% NB TF-IDF-word and 95.68%
NB TF-IDF-ngram. The Random Forest classifier outperformed Naive Bayes clas-
sifier. Thirdly, the ER feature, which is not that of a good feature, got an accuracy
of 85.71% RF and 74.93% NB with the ISOT dataset. On the PoS feature, the ac-
curacy was not to the mark using the FakeNewsNet data. Accuracy of only 50.23%
RF and 44.79% NB was achieved. This feature can be used with other features to
increase accuracy. The VADER feature showed the worst result. The accuracy was
very low and it implements that VADER is not a good feature for the classifica-
tion of fake news. Researchers found that the ISOT dataset dominated the other
datasets with its accuracy rates. The accuracy rate was low with features ER, PoS,
and VADER. Further testing can be done so that accuracy rates increase. Moreover,
a combination of the features can be done. Also, the classification of real, satire and
fake news was not done which can be added in the future.

In [13], a unique approach of attitude identification is used to detect fake news.
Stance detection establishes the link between two pieces of text. They identified
the stance by utilizing the terms ‘agree’, ‘disagree’, ‘discuss’ and ‘unrelated’ in the
news piece and title. It created an approach that can accurately predict the rela-
tionship between news items and headlines, allowing it to identify bogus news.Fake
News Challenge (FNC-1) dataset was used in their model. The data processing part
used Stop Word Removal, Punctuation Removal, Stemming, Word Vector Repre-
sentation, Bag of Words, TF-IDF vectorizer and Sampling Techniques. To train
their model, they employed TF-IDF with neural networks, BoW with dense neural
networks and Pre-trained word embeddings with neural networks. However, their
best model employed dense neural network architecture to predict the goal posture
utilizing concatenated inputs of TF-IDF vector representations of words and prepro-
cessed engineering features. Their method was able to capture the relative relevance
of a word in article-headline pairs both locally and globally. They computed the
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cosine similarity between headline-article TF-IDF pairs to find out the similarity
between headline-article pairings. With cosine similarity input into a deep neural
network, TF-IDF obtained the greatest performance of 94.31 percent on unigrams
and bigrams. This result is better than the others. Finally, they plan to build on
their findings by doing a similar study on different dataset in order to get closer to
establishing an autonomous false news detection tool.

In their publication [14], they provided a system to detect fake news which works
on the basis of graph and semi supervised. The use of content-based detection algo-
rithms was their key tactic. Article embedding in Euclidean space, article similarity
graph generation and inference of missing labels using graph learning techniques
are the three aspects of their methodology. The paper’s main advances were the
use of word embeddings to create latent representations of news articles in a lower-
dimensional Euclidean space and the capture of contextual similarities among ar-
ticles using a graph-based representation scheme. The cast of fake news detection
tasks is then transformed into a semi-supervised graph learning task utilizing Graph
Neural Network designs that can perform well on limited labeled data. They used
varying amounts of labeled data, from 2% to 20%. They noticed that the results
of 20% labeled data and 84 percent labeled data are quite similar. They observed,
however, that their AGNN and GCN models beat the competition when they as-
sessed a new article.
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2.2 Machine Learning Algorithms

We have used 6 classifiers in our proposed model to detect Bangla fake news.

2.2.1 Passive-Aggressive Classifier

Passive-Aggressive Algorithm is an on-line algorithm that is used when there is
a big stream of data. It’s an algorithm that basically gets a training example,
learns from that example and updates the classifier, and then throws it away. This
algorithm was proposed by Crammer et al [15]. For correct predictions it remains
passive; on the other hand, for incorrect predictions, it responds aggressively. What
this algorithm does is that it makes a prediction by multiplying normalized data
with weight vectors and seeing if the document is positive or negative. For the dot
product greater than zero, it predicts positive. After that, it observes the true class
of that document. The true class is +1 for positive documents and -1 for negative
documents. The algorithm uses these true class values to upgrade the weight vector
so that the dot product for the positive prediction can be always greater than +1.
The dot product is the similarity between the document and the weight vectors. A
positive but smaller than +1 dot product value is considered as a loss.

Figure 2.1: Decision Boundary of Passive Aggressive Algorithm

If the document’s score falls on the left side of the decision boundary (Figure 2.1),
it means the prediction is wrong. And if the document’s score falls on the right side
of the decision boundary, it uses two algorithms which are Passive and Aggressive.
Passive algorithm checks if the dot product is bigger than +1. A bigger value than
+1 means the document is classified correctly. So, the algorithm keeps the weight
vector as it is. On the other hand, the Aggressive algorithm checks if the positive
value is smaller than +1. If it is smaller than +1, this algorithm calculates a loss by
the loss function. This loss value indicates how far it is from the decision boundary.
After getting the loss value, this algorithm recomputes the weight vector. This will
make the new dot product exactly +1.
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2.2.2 Multinomial Naive Bayes

In the Multinomial naive bayes model, the words of a document are distributed
as a multinomial [16]. There are a fixed number of classes and each class has an
unchangeable set of multinomial parameters for classification. At first, it computes
the probability of a class (priors) and the likelihood of a word given in that class
(conditional probabilities). The probability of a class is the total count of documents
belonging to a class over the total count of documents. And the likelihood of a word
belonging in a class is the addition of 1 and how many times the word occurs in that
class over the total number of all words that belong to that class and vocabulary
size. By taking the dot product of prior and conditional probabilities, it will compute
the ‘argmax’ among the classes. This model can predict under which class a test
document will fall.

Figure 2.2: Equations of Naive Bayes

2.2.3 Support Vector Machine

Support Vector Machine (SVM) is a supervised machine learning model that uses
classification algorithms for two-group classification problems. When for each cate-
gory an SVM model is given sets of labeled training data, it categorizes new text.
SVM is capable of doing both classification and regression.

Figure 2.3: Possible Hyperplanes

The possible hyperplanes are used to separate the two classes of data points (Figure
2.3) [17]. The algorithm searches for a plane with the maximum margin. It is the
maximum distance between data points of both classes. To provide some reinforce-
ment so that future data can be classified with more accurately, margin distance is
maximized.
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c(x, y, f(x)) =

{
0, if y ∗ f(x) ≥ 1
1− y ∗ f(x), else

(2.1)

Equation (2.1) is the cost function of the SVM algorithm. If the predicted value and
the actual value are of the same sign, it generates the cost value 0. If the cost is not
0, then the algorithm calculates the loss value. To balance the margin maximization
and loss, it adds a regularization parameter.

w = w − α · (2λw) (2.2)

w = w + α · (yi · xi − 2λw) (2.3)

Equations (2.2) and (2.3) are the gradient functions. Equation (2.2) is used when
there is no misclassification and Eq. (2.3) is used when the model predicts wrong.
The algorithm updates the weights by using the gradients.

2.2.4 Logistic Regression

In NLP, logistic regression is the basis of a supervised machine learning algorithm for
classification. It is a probabilistic classifier that is also very closely related to neural
networks. Logistic regression has two phases – Training and Test. In the training
phase, it trains a vector of weights w and a bias term b by applying stochastic
gradient descent and the cross-entropy loss algorithms. And in the test phase, for
each test example x, it computes p(y—x) and gives back y = 1 or y = 0; here y is
the higher probability label [18].

Figure 2.4: Logistic Regression Model

At first, the classifier multiplies each xi by its weight wi. Then it sums up all the
weighted features and adds the bias term b with it. This sum of the weighted
features is expressed by z. The weight wi represents how important that input
feature is to the classification decision. And the bias term b is a real number which
is also known as intercept. The classifier applies the sigmoid function on z to create
probability. Then it computes the cross-entropy loss by a loss function that expresses
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the closeness of the classifier’s output and the correct output (y, which is 0 or 1).
After that, to update the weights so that it minimizes this loss function iteratively,
it uses a stochastic gradient descent algorithm.

2.2.5 Decision Tree Classifier

Decision Tree is a binary tree that recursively keeps splitting the dataset until it
finds pure leaf nodes which means the nodes that contain data with only one type
of class. Decision Tree is a Supervised learning technique mostly used for solving
classification problems. This classifier is tree-structured and the features of a dataset
are represented by internal nodes, the outcome is represented by each leaf node and
the decision rules are represented by branches. Two nodes of the decision tree are
called Decision Node and Leaf Node. Decision nodes contain a condition to split
the data and leaf nodes help to decide the class of a new data point [19].

Figure 2.5: Decision Tree

The decision tree predicts the class of the given dataset by calculating Information
Gain and Gini Index. The main objective is to find the pure leaf nodes. The
algorithm at first splits the root node. Every split will have two states and the
algorithm will compute the Entropy of every state. Entropy is the measure of
information contained in a state. It compares every possible split and takes the one
that gives the minimum entropy; because minimum entropy maximizes information
gain. The model traverses through every possible feature and feature value to search
for the best feature and the corresponding threshold. It keeps continuing the process
until it finds the pure leaf nodes of the tree. Gini Index does exactly the same as
Information Gain but its formula is simpler.
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2.2.6 Random Forest

The random forest is a classification algorithm that contains many decision trees. It
creates every decision tree by applying bagging and feature randomness processes.
When building each individual tree, this algorithm tries to create a forest of trees
that are not correlated. Every particular tree in this type of classification algorithm
provides a prediction for a class and the specific class which receives the most votes
eventually ends up becoming the prediction done by the model [20].

Figure 2.6: Random Forest Model Making a Prediction

Bagging is a combination of two processes – Bootstrap dataset and Aggregation.
The first step of building a random forest is creating new datasets from the original
one. The algorithm performs random sampling with a replacement which ensures
every dataset will contain the same number of rows as the original one but the
instances can be found more than once in a dataset. This process of creating new
datasets is called bootstrapping. And the process of combining results from multiple
decision trees is called Aggregation. Feature randomness selects features randomly
for every dataset. It helps to reduce the correlation between the trees. Because
of bootstrapping and feature randomness processes, every decision tree generates a
different prediction.
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Chapter 3

Proposed Model

3.1 Dataset Description

Inputs are the independent variables also known as features. Basically, the input
is the predictors. A dataset is a collection of data. In tabular datasets, there are
one or more database tables. Every column of a table denotes a particular variable
and each row is an instance. Datasets consist of more than one document or file [21].

Collecting the input data has been the major challenge for Bangla Fake News Detec-
tion. On this topic, there is very little research on the Bangla language. A proper
dataset that fits our research work is pretty much like asking for the moon. On
the other hand, there is a large amount of dataset available for English and other
mainstream languages (Spanish, French, Chinese, etc) as fake news detection mod-
els are vastly being developed at present. For a language like Bangla which has a
scarcity of resources, it was quite difficult to have a decent dataset. We collected
an annotated dataset built by the researcher from SUST, Bangladesh [6]. The data
are gathered together from a lot of news websites and portals.

Content list -

Table 3.1: Contents of Dataset

In our paper, we used 2 of the 4 Microsoft Excel .csv files named as- Authentic-
48K.csv, Fake-1K.csv. This is a labeled dataset where around 48k news is authentic
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and around 1.3k news is fake. We collected another dataset built by the researcher
from Green University of Bangladesh [8]. This dataset contains 2.5k news and the
title of the file is FinalData1.xlsx.

Table 3.2: Description of Column Title

Though this dataset is labeled, it needs further processing so that it can be used to
train the model for detecting Bangla Fake News.

3.1.1 Data Preprocessing

Data preprocessing is a process of transforming raw data into a format that is quite
aligned to our tasks. Real-world data is not always complete and consistent. These
data contain errors and lack in certain behaviors or trends. Data preprocessing
has the power to resolve these issues. Raw data are prepared properly for further
processing by Data preprocessing. In Machine Learning (ML) processes, data pre-
processing transforms the dataset in a form that could be easily interpreted and
parsed by the algorithm [22].

Figure 3.1: Data Flow of Data Preprocessing

Data goes through multiple steps during preprocessing. In the initial step of data
cleaning, we removed punctuation, numbers, null values, duplicate values, etc. from
the raw dataset. Then we removed stop words. Removing stop words is filtering out
the words that have very little meaning. To get the data in a clean and standard
format for further analysis we put all the data in two different formats. Which are-
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• Corpus: Corpus is a collection of texts. To get the dataset in corpus format we
used a python library for data analysis called Pandas and we put the dataset
into a DataFrame which is basically a table.

• URL Removal: Urls are reference links or metadata and HTML tags (if there
are any) in the content. Those links provide no valuable information. As a
part of preprocessing, we removed the URLs from the dataset.

At this point the corpus is ready.

3.1.2 Feature Extraction

Feature extraction is a technique to extract information that represents the impor-
tance of a specific word or phrase in a corpus. We have used Term Frequency-
Inverse Document Frequency (TF-IDF) in our corpus which is one of the best
feature extraction techniques. As we cannot directly pass the corpus in classifica-
tion models, TF-IDF converts it into useful features. By the Term Frequency (TF)
method, it finds out the number of repetitions of a word in a sentence against total
words in the sentence. And by Inverse Document Frequency (IDF) method, mea-
sures how common or rare the word is across all sentences. The value of the TF-IDF
is the product of TF and IDF. The larger the TF-IDF value, the rare the word or
phrase is.

Figure 3.2: Feature Extraction with TF-IDF

From the scikit-learn library we have imported the ‘TfidfVectorizer’ in order to
use TF-IDF. We do not have to write the formula manually. After importing the
library we have created an object of ‘TfidfVectorizer’. Using that object we called
the fit transform(corpus) function in an array where we have passed our corpus.
At first, this function converts every word into vectors. Then it applies Cosine
Similarity which measures the similarity between two or more vectors. Lastly, it
provides TF-IDF values of the entire corpus in numeric form.
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3.2 Model Description

For the model, we’ve tried to choose the most effective approach to attain our goal
of detecting fake news. We can see the proposed model from Figure 3.3, after
collecting the initial dataset we needed to process the data to feed the machine
learning classifiers and feature extraction. This step is necessary for all sorts of
string classification problems and it helps to extract proper information from the
dataset.

Figure 3.3: Proposed Model for Bangla Fake News Detection

The preprocessing part required a bunch of work which includes punctuation marks
removal, stop-word removal, URL removal, number removal, case conversion, named
entity recognition, stemming, lemmatizing etc. As we are working with the Bangla
language, we had to overlook some of the techniques due to the unavailability of
proper tools. So, we removed punctuation marks, stop words and numbers to clean
the dataset. TF-IDF has been used for the feature extraction. After completing
the first two steps we have split the data by 70:30 ratio for training and testing for
the machine learning classifier. For classifiers, we have experimented with differ-
ent types of classifiers such as Passive-aggressive classifier (PAC), Random Forest,
Support Vector Machine (SVM), Multinomial Naive Bayes (MNB), and Logistic Re-
gression. Then the model finalizes the best performing classifier for detecting fake
news.

We have a thought in mind that after deploying the model we will build an online
platform where a user can manually input content and check the authenticity of the
content.

17



Chapter 4

Experimentation

4.1 Dataset for Classification

We have quite a big dataset for classification consisting of 51.8k data. However,
among them, 49.5k of them are authentic data and the rest of the 2.3k is fake news.
It is evident that there is a huge disproportion between fake and real datasets. If we
used this entire dataset the result would have been biased towards authentic news.
Hence, the model would not be an ideal model to classify any data. Keeping that
in mind, we took 3.5k authentic data and 2.3k fake data from the dataset so that
the model doesn’t give any biased results.

4.2 Punctuation Removal

To apply our proposed model we had to go through a bunch of steps. After collecting
the dataset, the main challenge was to prepare it for the machine learning classifiers.
In the preprocessing part we removed punctuation marks (! , . ? : ; {} [ ] ( ) ‘ “ /
\ etc).

Table 4.1: Before Removing Punctuation Marks

Table 4.2: After Removing Punctuation Marks
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4.3 Stop Words Removal

Stop words occur more than any other types of words in a language which do not
provide us any necessary information. So, we need to remove those words from the
corpus. For the mainstream, languages stop word libraries are widely available since
we are working with the Bangla language and there’s not much work has been done
with it so we had to do it manually by inputting Bangla stopwords.

Example for Bangla stop words:

Table 4.3: Before Removing Stop Words

Table 4.4: After Removing Stop Words

4.4 Stemming

Stemming has been in use quite often in NLP where each word is reduced to its
root form.. Stemming is used to decrease inflection from the texts. As a part of
pre-processing, we tried to use stemming on our dataset. But, unfortunately, we
could not find any tools that can do stemming on Bangla text precisely.
Here, we show the stemming we did on our headline column by using a stemmer
function from BNLTK(Bangla Natural Language Processing Toolkit) -
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Table 4.5: Before and After Stemming on ‘Headline’ Column

From Table 4.5, we can see that after stemming, some of the words are wrongly
reduced to a short form which can reduce the training accuracy of our models.

4.5 Extracting Features

For the feature extraction, as we’ve used TF-IDF vectorizer, to get the word rele-
vance between our fake and authentic documents and also to compute the descrip-
tiveness of a term.

Table 4.6: TF-IDF Metrics

4.6 Concatenation of Headline and Content

We had 2 different columns for headline and content. Initially, we found 2 individ-
ual results on headline and content. Later, we found that by concatenating the 2
columns, we can get a better result. The result found from the headline column
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had low accuracy. This happened because the headlines are just a sentence with 8-9
words in them. So, the models could not be easily trained.

Here in Table 4.7 and 4.8, we show our dataset before and after the concatenation
of ‘Headline’ and ‘Content’ respectively-

Table 4.7: Before Merging ‘Headline’ and ‘Content’ Columns

Table 4.8: After Merging ‘Headline’ and ‘Content’ Columns
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Table 4.9 and 4.10 show the results we found before merging headline and content
columns-

Table 4.9: Results Obtained from ‘Headline’ Column for Different Classifiers

Table 4.10: Results Obtained from ‘Content’ Column for Different Classifiers

22



4.7 Results with Different Data Split Ratios

There are a couple of standards for choosing the correct ratio for the data test train.
For our model, we tried different split ratios to see how the model is behaving ac-
cording to them. In real life, we see fake news pretty often but logistically real news
appears more in our feeds. Here are some of the results with different train test
ratios.

With 50:50 Train Test:

Table 4.11: 50:50 Train Test Result

With 60:40 Train Test:

Table 4.12: 60:40 Train Test Result
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With 80:20 Train Test:

Table 4.13: 80:20 Train Test Result

With 70:30 Train Test:

Table 4.14: 70:30 Train Test Result

We can see passive-aggressive classifier (PAC) and support vector ma-
chine (SVM) performed well in all scenarios. Other classifiers have
struggled through different ratios but at 70:30 they showed their best
results.

4.8 Gradient Boosting Algorithm

Gradient boosting algorithm is a type of boosting machine learning
algorithm. It gives results on the basis of the best upcoming model
combined with the previous models. This boosting algorithm reduces
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the error from prediction. We applied this boosting algorithm but
found that our existing models are performing better.

Here in Table 4.15, we show the classification report found from Gra-
dient Boosting Algorithm -

Table 4.15: Classification Report of Gradient Boosting Algorithm

4.9 Manual Testing of News

In order to experiment with our model we have built a manual test-
ing program where a user can input the news and different classifiers
would predict whether the news is fake or not.

Table 4.16: Manual Test of News

In Table 4.16, we can see that we have to input fake data into the
model. Different classifiers have predicted the model and all of the
classifiers are able to detect it is fake news apart from Multinomial
Naive Bayes.
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Chapter 5

Result Analysis

To assess the performance of our model, we will show the accuracy,
precision, recall, and F-1 score of all the classifiers. We used 30% of
the dataset as our testing dataset and 70% as the training dataset.
Here, we describe the performance of each of the classifiers-

I. Passive Aggressive Classifier

Accuracy = 93.8%; Precision = 94.4%; Recall = 95.4%; F1-score = 94.9%.

Figure 5.1: Confusion Matrix and ROC Curve for PAC

We see from Figure 5.1 that, accuracy is approximately 93.8%. Precision which is
also called positive predictive value is the resultant of the division operation where
true positive is considered as the numerator and the sum of true positive and false
positive is considered as the denominator, gave a score of 94.4%. We found out
that 622 fake news were correctly identified as fake news and 995 true news were
correctly identified as authentic news. The Area Under the ROC curve(AUC) came
to be 0.93, which shows that predictions were good. Furthermore, The recall and F-1
score of the classifier is 95.4% and 94.9% which shows the validity of the classifier.
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II. Multinomial Naive Bayes

Accuracy = 86.9%; Precision = 82.6%; Recall = 99.2%; F1-score = 90.2%.

Figure 5.2: Confusion Matrix and ROC Curve for MNB

We see from Figure 5.2 that, accuracy is approximately 86.9%. Precision gave a
score of 82.6%. We found out that 462 fake news were correctly identified as fake
news and 1037 true news were correctly identified as authentic news. The Area
Under the ROC curve(AUC) came to be 0.84, which shows that predictions were
good. Furthermore, The recall and F-1 score of the classifier is 99.2% and 90.2%
which shows the validity of the classifier.

III. Support Vector Machine

Accuracy = 93.5%; Precision = 93.3%; Recall = 96.2%; F1-score = 94.7%.

We see from Figure 5.3 that, accuracy is approximately 93.5%. Precision gave a
score of 93.3%. We found out that 607 fake news were correctly identified as fake
news and 1005 true news were correctly identified as authentic news. The Area
Under the ROC curve(AUC) came to be 0.93, which shows that predictions were
good. Furthermore, The recall and F-1 score of the classifier is 96.2% and 94.7%
which shows the validity of the classifier.
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Figure 5.3: Confusion Matrix and ROC Curve for SVM

IV. Logistic Regression

Accuracy = 92.5%; Precision = 91.9%; Recall = 96.2%; F1-score = 94.0%.

Figure 5.4: Confusion Matrix and ROC Curve for LR

We see from Figure 5.4 that, accuracy is approximately 92.5%. Precision gave a
score of 91.9%. We found out that 590 fake news were correctly identified as fake
news and 1005 true news were correctly identified as authentic news. The Area
Under the ROC curve(AUC) came to be 0.92, which shows that predictions were
good. Furthermore, The recall and F-1 score of the classifier is 96.2% and 94.0%
which shows the validity of the classifier.
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V. Decision Tree Classifier

Accuracy = 86.8%; Precision = 89.5%; Recall = 88.7%; F1-score = 89.1%.

Figure 5.5: Confusion Matrix and ROC Curve for Decision Tree Classifier

We see from Figure 5.5 that, accuracy is approximately 86.8%. Precision gave a
score of 89.5%. We found out that 570 fake news were correctly identified as fake
news and 927 true news were correctly identified as authentic news. The Area Un-
der the ROC curve(AUC) came to be 0.86, which shows that predictions were good.
Furthermore, The recall and F-1 score of the classifier is 88.7% and 89.1% which
shows the validity of the classifier.

VI. Random Forest Classifier

Accuracy = 93.2%; Precision = 90.8%; Recall = 98.9%; F1-score = 94.6%.

We see from Figure 5.6 that accuracy is approximately 93.2%. Precision gave a score
of 90.8%. We found out that 574 fake news were correctly identified as fake news
and 1033 true news were correctly identified as authentic news. The Area Under
the ROC curve(AUC) came to be 0.92, which shows that predictions were good.
Furthermore, The recall and F-1 score of the classifier is 98.9% and 94.6% which
shows the validity of the classifier.
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Figure 5.6: Confusion Matrix and ROC Curve for Random Forest Classifier

Most of the classifiers we have used gave an accuracy rate of over 90%. The following
table shows the detailed result of our model-

Table 5.1: Result with different classifiers

We see from Table 5.1 that, Passive Aggressive Classifier showed the highest accu-
racy of 93.8% and it also gave the highest precision. Support Vector Machine and
Random Forest Classifier also showed outstanding accuracy of 93.5% and 93.2% re-
spectively. We also see that the Decision Tree Classifier showed the lowest accuracy
of 86.8%, this occurred because of the nature of the algorithm. The algorithm is
deterministic and greedy in nature. Also, they have a tendency to overfit. We fur-
ther see that Multinomial Naive Bayes(MNB) gave low accuracy compared to other
classifiers which is 86.9%. This occurred because MNB presumes that the features
are independent of each other.
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Result representation in column chart (Figure 5.7) which we achieved through the
classifiers -

Figure 5.7: Result Histogram
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Chapter 6

Conclusion

Through our research, we have classified Bangla fake news precisely with different
machine learning classifiers. After collecting the datasets of fake and authentic
news, we used them to train and test the model. Furthermore, we pre-processed
the dataset by removing punctuations, numbers, stopwords etc. Next, we merged
the headlines and contents of the datasets. After that, we implemented TF-IDF
as a part of feature extraction. Finally, we used the classifiers to get our result.
Most of the classifiers achieved accuracy of over 90%. Among all the classifiers
Passive Aggressive Classifier and Support Vector Machine worked better than the
other machine learning classifiers. Moreover, multiple classifiers have been used to
get a big picture of how these classifiers work on Bangla fake news. In the future,
if researchers want to research in this field they can get a decent idea about which
classifier to use for their model. In this model, it is evident that to detect Bangla fake
news the classifiers work better with TF-IDF. Other techniques like ‘Word2Vec’ also
can extract features although it works better with big datasets. Due to the lack of
a fake dataset, we could not explore more feature extraction techniques. Moreover,
there are very few tools that work with Bangla natural language processing. We
believe that if we can solve this issue, our model will perform better. We wish to
increase our fake dataset as much as possible. We also want to experiment with
various methods that have shown to be useful in other widely spoken languages
and see if we can adapt them to the Bangla language. We will work on a browser
extension that would show the result immediately if someone types in bogus or true
news. Finally, we wish to adopt BERT (Bidirectional Encoder Representations from
Transformers) [23] for Bangla because it has a lot of potential and is now regarded
as one of the best transformers. We are confident that these future efforts will
significantly improve our research.
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