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Abstract

Machine Learning has gotten attention in the healthcare industry for the
competences to ameliorate disease prediction. Machine learning has already been
used in the health sector. Diabetes can also trigger the permanent loss of kidney
function. Diabetic kidney disease (DKD) is one of the most recurrent diabetic micro
vascular issues and has become the dominant cause of chronic kidney disease (CKD).
It causes steady and permanent loss of kidney function. Kidney damage has been
caused by poorly controlled diabetes that can damage the blood vessel clusters in
the kidneys. Diabetic kidney damage normally develops over a long period of time.
Therefore, there is a need for a machine learning model and application that can
effectively predict and track the level of diabetes along with Diabetic kidney disease.
In present studies, different classification algorithms such as Logistics Regression,
Random Forest, Decision Tree, XGBoost show a notable accuracy to predict the
early stage of diabetes. In this paper, our key motive is to find an efficient machine
learning model to predict diabetes and diabetic kidney disease (DKD). Since, Disease
Prognosis is a sensitive issue, it is not ethical to provide a result without extensive
testing. Therefore, we have assessed our model using Recall, F-1 Score, Precision,
AUC and also followed some robust evaluation metrics such as ROC, Sensitivity and
Specificity to appraise performance of the models from the medical perspective. We
are able to obtain an optimized prediction models using LightGBM with an accuracy
of 98.75 % on diabetic kidney disease prediction and CatBoost with accuracy of
96.15% on diabetes prediction. We have also proposed a web application using our
prognostic machine learning model to predict the result based on user input. This
application can be used to predict the initial stage of the diabetes mellitus and
diabetic kidney disease which may help to expedite the existing disease medication
process.

Keywords: Early Diabetes Prediction, Diabetes Kidney Disease Prediction, Ma-
chine Learning, Diabetes, GBDT, Bioinformatics
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Chapter 1

Introduction

1.1 Diabetes and Diabetic Kidney Disease

Diabetes is a long-term illness that occurs when the body’s ability to utilize insulin
it generates is impaired. Hence, the body has difficulty in properly regulating the
amount of dissolved sugar (glucose) in the bloodstream. Diabetes raises the chance
of organ failure, particularly in the eyes, kidneys, heart, and blood vessels.
In addition, Diabetic Kidney Kidney disease (DKD) is the reduction of kidney func-
tion over time. This occurs as a result of excessive blood sugar levels causing kidney
damage. The kidneys filter the blood, removing fluid, pollutants, and waste. When
DKD develops due to Diabetes, kidneys do not function properly.
Around 30%-40% of people with diabetes may eventually develop diabetic kidney
disease. Diabetic nephropathy is another name for diabetic kidney disease. In 2019,
approximately 463 million adults (20-79 years) were living with diabetes, by 2045
which will rise to 700 million [29]. Diabetes caused about 4.2 million deaths in 2019.
Diabetes is the primary cause of kidney failure, accounting for more than 44% of
new cases [17].

Machine Learning is used to apply different techniques, methods and algorithm
for developing any specific models from stored data. The use of classification-based
techniques in disease diagnosis and treatment can drastically minimize medical errors
and human costs. When compared to other data classification algorithms, Machine
learning classification algorithms have shown to be effective in terms of prediction
accuracy.
The accuracy of data classification may vary depending on the approach used. Clas-
sifications models deal with medical data collected from the patient to predict the
early stage of diabetes and diabetic kidney disease (DKD). Classifiers such as Näıve
Bayes, Logistics Regression, Support Vector Machine (SVM), Decision Tree and
Artificial Neural Network (ANN) have been used earlier to predict diabetes and
diabetic kidney disease separately.
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1.2 Problem Statement

Diabetes is a deadly and chronic condition that results in an increase in the blood
glucose levels in the human body. The complications due to diabetes may arise in
all age groups of people if diabetes remains unidentified and untreated. According
to the International Diabetes Federation, Bangladesh has 7.1 million diabetics and
nearly as many undiagnosed diabetics. By 2025, this number is expected to double
[31]. It is a costly condition and can lead to stroke, heart attack, severe kidney
diseases, nephropathy, visual impairment and amputations.

Our vision is to predict to early diabetes as well as diabetic kidney disease (DKD)
in order to treat it on time. With the rise in machine learning approaches, the
initial identifying process is improving remarkably. Big data analytics may be used
to examine large datasets and uncover hidden information and patterns, allowing
users to gain knowledge from the data and anticipate outcomes accordingly. The
categorization and prediction accuracy of the present approach is not very good.
[16]. Due to the fact of COVID-19, it was quite impossible to collect the raw data
from the hospitals. We have used a existing dataset which was found quite unpopular
in case of usage. We have formatted the dataset to make it consistent.

In this paper, our motive is to develop a model and prediction system which can
forecast the chances of diabetes and DKD in patients with utmost accuracy while
ensuring to fit the best model possible upon the existing models. Therefore, we
have used machine learning algorithms namely Logistic Regression, SVM, ANN,
CatBoost in this study to detect diabetes in an primary stage and Diabetes Kidney
Disease (DKD). Precision, Accuracy, F1-Score, ROC, and AUC have been used to
evaluate the performance of all of these methods. Finally, we have further optimized
two selected models CatBoost and LightGBM and evaluated the result using ROC,
AUC, K-FOLD Cross Validation to determine the performance of the models.

2



1.3 Research Objective

Our goal is to design a system that can predict primary stage of “Early Diabetes”
and “Diabetic Kidney Disease” also known as DKD, based on patients’ medical
record/history, with the help of classification algorithms that utilize machine learn-
ing. The research we are conducting is to find the most efficient and accurate
machine learning model to predict the possibility of Diabetes and Diabetic Kidney
Disease ( DKD ) in a patient. For example, our system will take the input of the
patient’s medical record and then tell him/her the possibility of developing Diabetes
and Diabetic Kidney Disease using the developed model.

Input features consist of both numerical and nominal values in the data set.
According to the literature we reviewed, most of them were conducted on diabetes
prediction. That is why, in our research, we hope to develop an efficient and highly
accurate system to predict the early stages of Diabetes and Diabetic Kidney Disease
in a patient. Therefore, our system will be trained on multiple machine learning
classifiers as well as utilize ensemble methods, to increase the accuracy of the models.
The models will then be evaluated using multiple classifier evaluation techniques.
In addition to using these evaluation results, we will develop a prediction system
based on our machine learning model to find the possibility of Diabetes and Diabetic
kidney disease in a patient.

1.4 Challenges Faced

It is worth noting that, to conduct the whole thesis work was quite challenging for us.
As the world is now facing the most challenging time due to the pandemic outbreak
of the COVID-19 disease, it was quite difficult to analyze research work smoothly.
We had targeted initially to collect patients’ data from the hospitals in Bangladesh
as our aim was to implement our model in the perspective of Bangladeshi people.
However, we were unable to collect raw data from patients as it was quite impossible
to be present in the hospitals physically for the COVID-19 situation and, we had
gone through quite several lockdown phases with harsher measures. To conduct
our research work, however, we have used a secondary dataset retrieved from Cloud
Machine Learning Repositories which was found quite unpopular in case of usage and
we had to format the dataset to make it consistent. Moreover, in the perspective
of Bangladesh, it is difficult to find any reliable dataset related to Diabetes and
its consequent diseases. Even if it can be found, the collected data might not be
prevalent. Many of the hospitals do not want to disclose their data regarding any
disease due to the privacy and other valid reasonings. Though we tried to collect
dataset from some of the hospitals via virtual communication, they were not up
to that state for co-operating in this regard due to the restrictions as well as the
COVID-19 situation. Besides, we, the team members had to prepare our work while
communicating virtually since it was impossible to meet outside physically.
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1.5 Thesis Outline

The focus of this research was to create a model that could predict the early stages
of Diabetes and Diabetic Kidney Disease based on a person’s medical data. Also,
utilizing our machine learning model, create an application that can provide a pre-
diction result based on user input. The authors’ goal was to come up with the best
model for accomplishing this task and then optimize it for accuracy. Additionally,
provide visual rationale for the outcome.

To begin with, in the first chapter (Chapter 1), we have provided the overview of
Machine Learning in Health Care Services, the Problem Statement to address the
recent issues related to the Diabetes and Diabetic kidney disease and the Research
Objective to clarify the goals and the proposed works of the authors.
In the second chapter (Chapter 2), the work that has been done in the area of di-
abetes and dkd prediction using machine learning is discussed. Researchers’ major
findings are summarized. The inadequacies of previous approaches are also high-
lighted.
In the third chapter (Chapter 3), the fundamental assessment of several supervised
algorithms, as well as their implementation specifics are explored. Later on, these
related algorithms will be used in the research pipeline.
In the fourth chapter(Chapter 4), the Research Methodology and Workflow are
introduced. The research is described in detail, including data collection, processing,
and feature selection.
In the fifth chapter (Chapter 5), Hyper-parameter tweaking and Cross-validation
are used to increase the accuracy metric of selected models. The various algorithms
were subjected to a comparative analysis.

In the sixth chapter (Chapter 6), Experimental results and analysis are conducted,
In the seventh chapter (Chapter 7), the design and workflow of the proposed disease
prognosis application are introduced and in the last chapter (Chapter 8), we have
concluded our paper and talked about our future research on this subject.
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Chapter 2

Literature Review

2.1 Literature Review

Deepti Sisodia et al. (2018) analyzed three machine learning classification algo-
rithms for early diabetes prediction namely Decision Tree, SVM, and Naive Bayes
[27].
Diabetes Mellitus is one of the most widespread diseases in the world, and there is
no cure for it. In most cases, there are few visible symptoms at the early stage of
diabetes. Diabetes can be controlled if it can be predicted at an early stage.The
dataset utilized in this experiment is called Pima Indians Diabetes Database (PIDD)
and it is available at the UCI machine learning repository. [18]. Precision, Accu-
racy, F-Measure, and Recall were among the evaluation methodologies used to eval-
uate the performance of the three algorithms. In addition, the experiment uses the
WEKA tool, a software developed at the University of Waikato in New Zealand [11]
[2].
For data clustering, classification, regression, and visualization, the software contains
a set of machine learning methods. The dataset (PIDD) has eight attributes for a
total of 768 instances, all of whom are female patients. The value ‘0’ is addressed as
a resulted negative for diabetes in the dataset, while value ‘1’ is treated as a tested
positive for diabetes. The data from the PIDD dataset is being classified using
the näıve Bayes, SVM and Decision tree algorithms. A näıve Bayes algorithm is a
classification method that incorporates probabilistic machine learning. The Bayes
Theorem is at the heart of the classifier [23]. SVM is a supervised algorithm that
may be used for both classification and regression problems. In real life, a tree has
numerous analogues, and it turns out that it has inspired a wide number of machine
learning techniques, including classification and regression [23].

Internal cross-validation 10-folds were used in the experiments. This work was eval-
uated using accuracy, F-measure, recall, precision, and ROC (Receiver Operating
Curve) measurements. Accuracy was measured over correct and incorrectly classi-
fied instances.

Accuracy =
Numberofcorrectpredictions

TotalNumberofpredictions
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To calculate accuracy in terms of positives and negatives, the following formula was
used:

Accuracy =
TP + TN

TP + TN + FP + FN

Precision refers to how precise/accurate the model is in terms of how many of the
anticipated positives are actually positive. When the costs of False Positive are high,
precision is a good statistic to use [26].

Precision =
TruePositive

TruePositive+ FalsePositive

Recall calculates the number of Actual Positives in the model capture by labelling
it as Positive [26]

Recall =
TruePositive

TruePositive+ FalseNegative

To compute a balance between precision and recall, we need the F1-Score [26].

F1− Score = 2× Precision×Recall
Precision+Recall

After conducting the classification algorithm, the experiments came with 76.39%
accuracy in Näıve Bayes, 65.10% accuracy in SVM and 73.82% accuracy with
Decision Tree classifier [27]. Then using ROC, the classification algorithms were
compared against each other. In the ROC, Näıve Bayes outperformed the other two
classifiers.
The most accurate method was Nave Bayes. As a result, the naive Bayes machine
learning classifier was able to predict the likelihood of diabetes with more precision
in this trial. According to these classified instances, accuracy was calculated and
analyzed. Performance of the individual algorithm was evaluated based on
Correctly Classified Instances and Incorrectly Classified Instances out of a total
number of instances. When compared to other algorithms, the Naive Bayes
classification algorithm outperformed them with 76.30% accuracy in the prediction
of early diabetes [27].

Makino et al.(2019) discussed in their research [30] that DKD is one of the most
severe diabetes consequences, and if left untreated, it could lead to end-stage re-
nal disease requiring hemodialysis (ESRD) [16].The virtual branch of AI includes
informatics, which is intended to help doctors make better clinical diagnoses and
treatment decisions. Machine learning has made significant strides recently, with
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big data analysis, has been contributing greatly, especially in the field of clinical
imaging [28] [19], pharmacokinetics [24], genetics [22] and oncology [21].
Here population-based analysis was used for assessment. In this paper, they used
big data machine learning to create a new predictive model of DKD in diabetes
patients, which was based on electronic medical information (EMR).

They have extracted instances with pertinent data from the EMR. Then, determi-
nation of patients with Type 2 Diabetes Mellitus (T2DM) was done. Three method-
ologies were used to extract clinical features from these patients: structural data,
text data, and longitudinal data from the EMR.

Laboratory test, diagnosis, prescription, and ICD 10 codes were among the struc-
tural features recovered by AI. By using Natural Language Processing (NLP), AI
was able to extract prior histories, current ailments, and prescriptions from EMR
information. Then, in stage-1 DKD, 180-day event pairings were built between the
reference point and the prediction target point. These enabled to find stable group
and aggravation group while taking same number of samples by “Under-sampling”
procedure.

At first, they sorted out the amount of longitudinal data of EMR information that
affected DKD prediction. Using a Convolutional autoencoder, they extracted raw
features for people in the stable and aggravation groups for the previous 6 months
to the reference point of prediction for 24 selected parameters (whose longitudi-
nal information would affect DKD). From here, a typical time series pattern was
structured for both stable and aggravation group and thus found increase of CPK
(creatine phosphokinase) and BMI (body mass index) for aggravation group.

Secondly, using Logistic regression analysis, AI built predictive model including lon-
gitudinal variables that were obtained by summarizing past 180-days’ EMR records.
They performed 5-fold cross validation to get a prediction assessment result for each
fold and discovered an average accuracy of about 71% and an AUC of 0.743.. Adding
of the feature categories (like- urinary protein observation to predict DKD stage) in
the model had improved the performance.

Thirdly,through examining long term relationship with 180 days prediction using
same two labels (stable and aggravation group) for patients, The DKD aggravation
group had a greater rate of hemodialysis (HD) than the stable group.

Yu et al. (2010) proposed that the Support Vector Machine (SVM) modeling, a su-
pervised machine learning method, was a viable classification approach for recogniz-
ing persons with common diseases like diabetes and pre-diabetes in the community.
[9].

7



It is well known that logistic regression uses a pre-determined model to estimate the
likelihood of a binary event occurring by fitting data to a logistic curve. The SVM
model, on the other hand, proved to be a data-driven and model-free technique.
When datasets are modest and a high number of variables are included, it may have
effective discriminative power for classification. This technique has recently been
used to improve disease detection procedures in the clinical setting and to develop
an automated illness categorization system.

They used diabetes as an example to test the effectiveness of SVM in categorizing
people into illness groups. In the United States, around 23.6 million people have
diabetes, with nearly a third of them being unaware of it. Prediabetes is a condition
in which blood glucose levels rise, increasing the risk of diabetes, heart disease, and
stroke. It affects approximately 57 million individuals. Diabetes can be prevented
with a change in lifestyle or medicine, according to recent research. As a result,
early detection and diagnosis is an important step in preventing diabetes in those
with prediabetes.

Their goal was to develop an SVM-based method for distinguishing those with pre-
diabetes from those who did not. Simple clinical parameters that did not require
laboratory tests, such as body mass index (BMI), family history of diabetes, and
so on, were employed to create the SVM models. The accuracy of this method’s
predictions was then compared to that of logistic regression models using the same
set of variables [9].

Leung et al. (2013) compared the results of seven machine learning algorithms in
identifying optimal combinations of clinical and/or genetic markers predictive of
DKD based on their dataset. Two decision trees (the classification and regression
tree and the c 5.0 decision trees), a random forest, a Nave Bayes classifier, a neural
network, partial least square regression, and a support vector machine were among
the techniques used [13].

Due to complicated interactions between various risk factors such as hypertension,
hyperglycemia, and other genetic variations, While efforts to find genetic structural
and regulatory variations to explain the heritability of complex characteristics are
ongoing, some researchers claim that simple variables could explain up to 50% of the
population’s achievable risk for common diseases caused by common polymorphisms.
It’s difficult to figure out what these gene-gene interactions are and how they affect
clinical outcomes [5].
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Machine learning methods, as opposed to traditional statistical methods like the chi-
square test or logistic regression, can be used to detect hidden correlations between
genetic changes and disease vulnerability. These machine learning technologies allow
researchers to discover hidden patterns, redirect and reclassify data, and show their
inter-relationships for decision-making in a clear and understandable manner. How-
ever, these computational applications and their utility in treating common diseases
like type 2 diabetes have yet to be thoroughly investigated and tested.

Comparison of the performances of different machine learning methods was done by
using different sub-groups of attributes:

1. Clinical and genetic.

2. Genetic only.

3. Clinical only.

The least optimal performance was attained in the training stage using Nave Bayes
classification (nb) and partial least squares regression (pls). For all sub-groups of
traits, support vector machines (svmRadial) and random forest (cforest), followed
by neural network (nnet), had the best performance. SvmRadial was only slightly
affected by parameter adjustment and maintained good performance even after data
cross-validation.

9



Chapter 3

Working Plan

3.1 Background Analysis

3.1.1 General Supervised Algorithms

Logistic Regression:

Logistic regression is a statistical tool that machine learning has borrowed. It is a
method for estimating discrete values from a group of independent variables. Logis-
tic regression is the method of choice for binary classification issues (problems with
two class values).

The logistic regression algorithm’s main method is the logistic function. The logistic
function, also known as the sigmoid function, was developed by statisticians to
represent the characteristics of population growth in ecology, such as how it grows
exponentially and eventually approaches the carrying capacity of the ecosystem. It’s
an S-shaped curve that can change the value of any real-valued integer between 0
and 1, but never exactly between those two places.

1

(1 + e−value)

Where e is the natural logarithms’ base, Euler’s number or the EXP() function in the
spreadsheet and value is the numerical value to be transformed. The values between
-5 and 5 have been changed into the range 0 and 1 using the logistic function, as
shown below.
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Figure 3.1: Logistic Function

Naive Bayes :

The Bayes theorem and the concept of predictor independence are the foundations
of the Naive Bayes classification technique. In simple terms, a Naive Bayes classifier
assumes that the presence of one feature in a class has no bearing on the presence
of any other feature. The Naive Bayesian model is easy to build and is especially
beneficial when dealing with large data sets.

Naive Bayes is renowned for outperforming the advanced classification systems due
to its simplicity.

Bayes Theorem:

P (A|B) =
P (B|A)P (A)

P (B)

Support Vector Machine (SVM):

It is a discriminative classifier with a separating hyperplane as its formal definition.
In addition, the system produces an ideal hyperplane that categorizes fresh samples
based on labelled training data (supervised learning). This hyperplane is a line in
two-dimensional space that divides a plane into two sections, with each class on
either side [21]. This approach creates a model that assigns new samples to one of
two categories, making it a binary linear classifier that is non-probabilistic.
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There are many hyperplanes from which to pick when splitting the two types of
data points. The objective is to find the plane with the biggest margin, or distance
between data points from both classes.

Figure 3.2: Possible hyperplanes

Maximizing the margin distance gives some reinforcement, making it easier to
classify subsequent data points.

Figure 3.3: Hyperplanes in 2D and 3D feature space

The goal of the SVM method is to maximize the distance between the data points
and the hyperplane. Hinge loss is a loss function that aids in margin maximization.

c(x, y, (f(x)) = (1− y ∗ f(x))+

12



3.1.2 Ensemble Models

Decision Trees:

The decision-tree method is a supervised learning methodology that can handle
both continuous and categorical output variables (regression and classification). it is
constructed from the top down, segmenting the data into subsets containing samples
with comparable values (homogenous). The homogeneity of a sample instance is
calculated using the standard deviation. When the standard deviation of a sample
is zero, it is considered entirely homogeneous.

(StandardDeviation).sigma =

√√√√ 1

N

N∑
i=1

((xi−µ)2, where(Mean)µ =
1

N

N∑
i=1

xi

Coefficient Of V ariation(CV ) = (
δ

µ
)× 100

For two variables (Target, Feature), the standard deviation is:

S(T,X) =
∑
cεX

P (c)S(c)

For the decision node, the attribute with the greatest standard deviation reduction is
selected. The standard deviation reduction technique involves lowering the standard
deviation after a data set has been separated by an attribute. To build a decision
tree, identifying the feature that reduces standard deviation the most (SDR) is
needed. For the decision node, the feature with the largest standard deviation
reduction (SDR) is chosen.

SDR(T,X) = S(T )− S(T,X),

where T = Target, X = Feature and S = StandardDeviation

The data set is divided into two parts based on the values of the chosen character-
istic. Until all of the samples in the dataset have been processed, the method is
repeated for non-leaf branches. Typically, the coefficient of variation (CV) is used
as a criterion for terminating recursion. if the CV for a specific branch goes below
a specific level, such as 10%, the splitting process is ended and the average value is
assigned at the leaf node for that subset.
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3.1.3 Gradient Boosted Decision Tree

Gradient-boosted decision trees are a machine learning strategy for optimizing the
predictive value of a model through progressive steps within the learning process.
Each iteration of the decision tree includes altering the values of the coefficients,
weights, or biases connected to each of the input factors being utilized to anticipate
the target value, with the objective of minimizing the loss function. The loss function
is a function that measures loss and error and represents the model’s reliability.
The higher the model’s accuracy, the smaller the loss function is. GBDT now has a
variety of loss functions [1][6][8].

The gradient is the incremental alteration made in each step of the process; boosting
is a strategy of stepping up the change in predictive accuracy to adequately optimum
value. In a nutshell, gradient boosting depending on regression trees is referred to
as gradient boosting decision tree [12][3]. Gradient boosting is a gradient-based
approach to learn a boosting classifier gradually, and estimates a function f : Rn!R
depending on a linear combination of weak learners h : Rn!R as [12][3] :

f(x) =
M∑
k=1

βkhk(x : θk)

GBDT algorithm utilizes a regression tree model of Classification and Regression
Trees (CART) [4].

f(x) =
∑
j=1

Jcj : I(xIRj)]

This equation indicates that the observed space is divided into J units (J leaf nodes),
each with its own output value cj. GBDT can solve practically any regression model
using this equation and the gradient boosting approach. GBDT may, however, en-
counter the overfitting problem, which could be mitigated by displaying the learning
rate n at each iteration. In GBDT, the learning rate is a regularization method.
Freidman proposed an arbitrary sub sample to further improve the generalization
of GBDT. [1]. The subsample fraction is offered as a way to analyze new training
data sets arbitrarily without having to return to each step of the boosting process.
Meanwhile, a fresh feature vector set is obtained and arbitrarily investigated in each
phase without returning. The fresh training data sets and feature vector sets are
used to fit the regression tree. The second method for regularizing GBDT is to use
subsample division.
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3.1.4 Neural Network

Artificial Neural Networks (ANN):

It’s a well-known Neural Network model for classification and regression. The Artifi-
cial Neural Network (ANN) is a data processing method based on how the biological
nervous system, such as the brain, processes information. It is made up of a huge
number of densely connected processing elements (neurons) that work together to
solve an issue.
An artificial neural network is based on the idea of joining numerous combinations
of artificial neurons to produce more potent outputs. As a result, the conceptual
structure of a typical artificial neural network looks somewhat like this:

Figure 3.4: Artificial Neural Network Structure

The net input for the above general model of artificial neural network can be calcu-
lated as follows:

yin = x1.w1 + x2.w2 + x3.w3...xm.wm

i.e. NetInput yin =
m∑
i

xi.wi

The activation function can be applied to the net input to calculate the output.

Y = F (yin)
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3.2 Workflow Diagram

The Figure 3.5 below show the workflow of our research.

Figure 3.5: Workflow Diagram
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Chapter 4

Research Methodology

4.1 Data Collection

For the earliest experiment, two different data sets have been used for training mod-
els. For the Prediction of Early Diabetes, a dataset for early stage diabetes by Islam
M.M.F. et al. (2020) has been used for training the models [33]. Early Diabetes
dataset carries 17 features in total namely- Age, Gender, Weakness, Visual blurring
etc. and among all, the target feature here is ‘Class’ which gives the ultimate result
of a patient having diabetes or not. Moreover, the feature ‘Age’ carries numeric
value only and the rest of the features are having categorical values in table 4.1.
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# Column Name Count Dtype

0 Age 520 int64

1 Gender 520 object

2 Polyuria 520 object

3 Polydipsia 520 object

4 sudden weight loss 520 object

5 weakness 520 object

6 Polyphagia 520 object

7 Genital thrush 520 object

8 visual blurring 520 object

9 Itching 520 object

10 Irritability 520 object

11 delayed healing 520 object

12 partial paresis 520 object

13 muscle stiffness 520 object

14 Alopecia 520 object

15 Obesity 520 object

16 class 520 object

Table 4.1: Early Diabetes Dataset

In addition to this, we have worked on another dataset for our diabetic kidney
disease (DKD) prediction model development [15] [20]. The dataset is used for
training the corresponding machine learning models for predicting Diabetic Kidney
Diseases. The Data set consists of 400 Instances with 25 attributes. It has 25
features like- age, bp(blood pressure), sg(sugar), rbc(red blood cell) etc. and ‘class’
is our target feature which defines whether a patient is having kidney disease or not.
Again, among all features, 11 features are of nominal values and the rest 14 features
are numeric and each feature is carrying 400 number of instances in table 4.2.
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Table 4.2: DKD Dataset

# Column Name Count Dtype

0 age 400 object

1 bp 400 object

2 sg 400 object

3 al 400 object

4 su 400 object

5 rbc 400 object

6 pc 400 object

7 pcc 400 object

8 ba 400 object

9 bgr 400 object

10 bu 400 object

11 sc 400 object

12 sod 400 object

13 pot 400 object

14 hemo 400 object

15 pcv 400 object

16 wbcc 400 object

17 rbcc 400 object

18 htn 400 object

19 dm 400 object

20 cad 400 object

20 cad 400 object

21 appet 400 object

22 pe 400 object

23 ane 400 object

24 class 400 object
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4.2 Data Pre-Processing

DKD Dataset: The Datasets are saved as CSV format file and the csv files
are read into a pandas dataframe for prepocessing. The datasets were filled with
null/zero values initially. First, the ”null” values are replaced with np.nan using
pandas built in .replace() function.

The primary target was how to deal with the missing values in the dataset. Following
is the ratio of missing values in DKD Dataset in 4.3:

Table 4.3: DKD Dataset Missing Value Ratio

Column Name Missing Value Ratio

age 2.25

bp 3.00

sg 11.75

al 11.50

su 12.25

rbc 38.00

pc 16.25

pcc 1.00

ba 1.00

bgr 11.00

bu 4.75

sc 4.25

sod 21.75

pot 22.00

hemo 13.00

pcv 17.75

wbcc 26.50

rbcc 32.75

htn 0.50

dm 0.50

cad 0.50

appet 0.25

pe 0.25
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ane 0.25

Zero numerical and NaN values have been resolved using Pandas DataFrame.mode()
function.

Diabetes Dataset: The Diabetes dataset has no null and zero values. So it is
directly prepared for further processing. The Dataset has categorical values with
numerical value in the ”age” column only.
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4.3 Feature Selection & Engineering

Feature Selection: The criteria for determining which features in the dataset are
the most relevant is based on a variety of parameters. A feature with the highest
correlation or variation with the target could be considered highly relevant. As a
result, less important features are deleted to enable the model to generalize and
interpret the new data.

Feature Engineering: Feature engineering is the technique of selecting and trans-
forming variables from raw data to design a predictive model in machine learning.
It helps to prepare the proper inputs from the datasets and make features to be
compatible with the machine learning algorithm requirements.

To identify relationship between each features in both datasets, we have used Cor-
relation finding technique to understand the impact of the each features on target
value. Features whose value did not impact the class prediction were observed so
that they might be given less priority in the final model. Correlation Matrix has
been extracted using .corr() function.

Listing 4.1: Correlation Function

corrmat = dfn . co r r ( )

Later, a correlation heatmap has been generated for better understanding of the
relation between each feature on the dataset along with correlation matrix.

Listing 4.2: Correlation Heatmap

t o p c o r r f e a t u r e s = corrmat . index
p l t . f i g u r e ( f i g s i z e =(14 ,8))
#p l o t heat map
g=sns . heatmap ( datase t [ t o p c o r r f e a t u r e s ]

. c o r r ( ) , annot=True , cmap=”RdYlGn” )
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Diabetes :

Figure 4.1: Correlation Heatmap for Diabetes Dataset

In the correlation heatmap, we can see features called ”polyuria”, ”polydipsia”,
”sudden weight loss”, ”partial paresis” have significant impact on the final
predictive result. Features called ”delayed healing” and ”itching” have notable rela-
tion in between. We have put less priority on the features in our final models which
correlation scores with other features are less significant.

Feature engineering and selection are set of procedures that typically require re-
peated attempts to perfect. We have implemented “get feature importance()” method
from CatBoost ML Library, a gradient boosted library,to change and remodify fea-
ture selection. We may discover notable relationships that require the adding of
more variables for mandatory feature engineering. Furthermore, these techniques
frequently incorporate a combination of domain expertise and statistical data qual-
ity.

Listing 4.3: get feature importance task

mode l f i= C a t B o o s t C l a s s i f i e r ( i t e r a t i o n s =50, random seed =42,
l o g g i n g l e v e l=’ S i l e n t ’ )
. f i t (X1 , Y1)

f ea tu r e impor tance s = mode l f i
. g e t f e a t u r e i m p o r t a n c e ( Pool (X1 , l a b e l=Y1) ,
type=” Predict ionValuesChange ” )

feature names = X1 . columns
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d a t a t u p l e s = l i s t ( zip ( feature names , f e a tu r e impor tance s ) )
dfne=pd . DataFrame ( data tup l e s , columns=[ ’ Features ’ , ’ Score ’ ] )
f i g d i m s = (25 , 5)
f i g , ax = p l t . subp lo t s ( f i g s i z e=f i g d i m s )
sns . barp lo t ( x = ” Features ” , y = ” Score ” , ax=ax , data=dfne )

Figure 4.2: feature importance graph for Diabetes

The Label encoding technique has been used for the categorical values to fit in the
machine learning models. Although, both CatBoost and LGBM ML libraries can
handle categorical data with parameter tuning, we have processed the categorical
features using the label encoder which replace the categorical values with a numeric
value between 0 and the number of features’ class minus 1.

Figure 4.3: Label Encoding
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Before label encoding the categorical values, we have made sure that every cat-
egorical columns have data type ”object” and numerical columns have data type
”float64” or ”int” . We have used .info() method to see the data type of each
features in Diabetes dataset.

Figure 4.4: Data type of the features in diabetes dataset

We have dropped the features called ”weakness” and ”Obesity” to optimize the
performance of our model and reduce the number of user inputs in the application
because the features called ”weakness” and ”obesity” have no significant impact on
the predicted result in Figure 4.3.
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DKD Dataset:

Figure 4.5: Correlation Heatmap for DKD Dataset

In the DKD Dataset, we can see the features called ”htn”, ”dm”, ”appet” , ”pe”
, ”ane” ,”al”, have large impact on the predictive result which indicate the posi-
tive and negative outcome of patient’s diabetic kidney disease. The features called
”pcv” and ”hemo” has significant correlation between themselves which is 0.79,
features called ”htn” and ”dm” have also notable correlation among themselves,
features ”al”, ”su”, ”appet” and ”cad” have notable correlation with the feature
called ”dm”. We have further extracted the feature importance of the each fea-
tures using “get feature importance()” method from CatBoost ML library. The
“get feature importance()” method has been implemented using ”PredictionVal-
ueChange” of CatBoost Library.
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PredictionValuesChange :

This denotes the discrete importance values for each of the features in the dataset.
For each feature, ”PredictionValuesChange” reveals the average of the prediction
changes if the feature values modify. The greater the value of the importance is, the
more extensive changes on average in the prediction value occurs when the feature
is modified [25] [32].

feature importanceF =
∑

trees,leafsF

(v1 − avr)2.c1 + (v2 − avr)2.c2,

avr =
v1.c1 + v2.c2
c1 + c2

, where

c1,c2 is the total weight of the object in left and right leaves consecutively. This
weight is equal with the number of objects in each leaf when the weight is not
mentioned in the dataset.

v1, v2 is the value for the formula in the left and right leaves consecutively.

The feature importance graph of DKD Dataset is shown below:

Figure 4.6: feature importance graph for DKD
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After conducting feature analysis in DKD dataset, we have dropped the features
called ’rbc’, ’pc’, ’bgr’, ’bu’, ’sod’, ’pot’, ’ba’, ’pcc’, ’ane’, since these features do not
have any notable impact on the prediction result. However, when we will analyse
the data using our machine learning models we may need to add or remove more
features to optimize the overall performance of our model.

The Label encoding technique has been used for the categorical values to fit in the
machine learning models. We have processed the categorical features using the label
encoder which replaces the categorical values with a numeric value between 0 and
the number of features’ class minus 1. The numerical values are remain intact in
DKD Dataset [10].

Figure 4.7: Label Encoding on DKD

Before label encoding the categorical values we have made sure that every categorical
columns have data type ”object” and numerical columns have data type ”float64”
or ”int” . We have used .info() method to see the data type of each features in DKD
dataset as in the following figure.
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Figure 4.8: Data Type of DKD

In the figure 4.8, we can see, all the features of DKD Dataset are ”object” datatype
after the conversion. There are some features such as ”age”, ”bp” which are needed
to be treated as ”float64” or ”int” datatype. Therefore, we have used a method
.astype() to convert the datatype of the specific features [34] [7].
The conversion process is below:

Listing 4.4: Datatype conversion for dkd

c o n v e r t d i c t = {
’ age ’ : int ,
’ bp ’ : int ,
’ s c ’ : f loat ,
’hemo ’ : f loat ,
’ wbcc ’ : int ,
’ rbcc ’ : f loat
}

dfn = dfn . astype ( c o n v e r t d i c t )
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Figure 4.9: Data Type of DKD after conversion

In the figure 4.6, the feature called ”bp” which is Blood Pressure (diastolic value 60 <=
80 ) shows less impact on final result, so we have tested the changes of the value in
this feature along with the value in ”age” using scatter plot and try to the visualize
the relation between those two features in figure 4.10 .

In the figure 4.10, The blood pressure ( diastolic value 60 <= 80 ) is likely to be
increased with the growth of values of ”age”. In the figure, we have found that,
most instances in the dataset are aged between 40 to approximately 75 and high
diastolic blood pressure is also measured between the age of 40 to 75.
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Figure 4.10: Age vs Blood Pressure

4.4 Train-Test Split

The independent features have been put into ”X” and the dependent column have
been put as Y= ”Class”, then it has been divided for training and testing the mod-
els. Train-Test split was conducted for this purpose. The data has been divided into
10% for test set and 90% for the training set because of small instances in Diabetes
dataset.

For dkd dataset, the target column is ”Y=result” and the other independent features
are stored in X. Then X and Y has been split into training and test set for the
models and Train-Test split has been conducted by dividing the dataset into 20%
for test set and 80% for train set. To do this, the method .train test split() from
model selection is used which is provided by sklearn machine learning library.
The training set is used to train our model. And accuracy evaluation has been done
using the test set, which is unseen data for the trained model[10].

4.5 Data Analysis

In the initial experiment, the Logistics Regression, Naive Bayes and Support Vec-
tor Machine (SVM) Classification algorithm have been used to train the machine
learning models using the two of our datasets. Later, Ensemble Methods like Cat-
Boost, XGBoost, LightGBM and also Artificial Neural Network (ANN) algorithm
have been used for training and prediction to achieve higher efficiency and accuracy.

Firstly, we have used Logistics Regression Algorithm to train the model using Dia-
betes and Diabetic Kidney Disease datasets. The both datasets were split into two
parts, Training set and Test set. The Test and Train set ratio is 20:80. From initial
Logistics Regression Model we have been able to achieve 93.27% accuracy on Early
Diabetes and 95.50% accuracy on Diabetic Kidney Disease (DKD).
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Further we have used the OneHotEncoding Method to encode the categorical values
in early diabetes dataset and using Logistics Regression we were able to increase
our accuracy to 95.192%.
In our Support Vector Machine Model we have been able to achieve 76.62% accuracy
on Diabetes dataset by using the parameters, random state=42 and kernel=’rbf’

Radial Basis Function Kernal for SVM Classification:

K(x, x′) = exp[
−1

2
‖ x− x′ ‖]

Figure 4.11: SVM Model

By implementing Artificial Neural Network using Keras on the Diabetes Dataset,
we have been able to achieve 94.87% accuracy. The Neural Network heve been im-
plemented using sigmoid activation function on the output layer and relu activation
function on the input layer. Input Dimension was set to 16. The Model was trained
using batch size 16 and Epoch 100.

Figure 4.12: Artificial Neural Network
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Later, the XGBoost model has been used to predict the target result for Diabetes.
After implementing XGBoost algorithm in our model with the following parameter
in Listing 4.5.

Listing 4.5: XGBoost class

XGBClass i f i er ( b a s e s c o r e =0.5 , boos te r=’ gbtree ’ , c o l s a m p l e b y l e v e l =1,
colsample bynode =1, co l s amp l e byt r e e =1, gamma=0,
l e a r n i n g r a t e =0.1 , max de l ta s tep =0, max depth=3,
min ch i ld we ight =1, miss ing=None , n e s t imato r s =100 ,
n jobs =1, nthread=None , o b j e c t i v e=’ binary : l o g i s t i c ’ ,
random state =0, r eg a lpha =0, reg lambda =1,
s c a l e p o s w e i g h t =1, seed=None ,
s i l e n t=None , subsample=1, v e r bo s i t y =1)

The XGBoost showed 96.15% accuracy ,

Figure 4.13: XGBoost Accuracy Score in Diabetes Data

Another gradient boosting method called LightGBM has been used in both Dia-
betes and DKD dataset to understand the performance of the datasets on different
approaches, that ensured the performance of the final models with tested accuracy.
LightGBM algorithm in our model is initially used with the following parameters in
Listing 4.6.

LGBMClassif ier ( boos t ing type=’ gbdt ’ , c l a s s w e i g h t=None ,
co l s amp l e byt r e e =1.0 , importance type=’ s p l i t ’ ,
l e a r n i n g r a t e =0.01 , max depth=5,
min ch i ld sample s =20, min ch i ld we ight =0.001 ,
m i n s p l i t g a i n =0.0 , n e s t imato r s =100 ,
n jobs =−1,
num leaves =16, o b j e c t i v e=None ,
random state =50, r eg a lpha =0.0 ,
reg lambda =0.0 , s i l e n t=True ,
subsample =1.0 , subsample f o r b in =200000 ,
subsample f req =0)
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The LightGBM have showed 82.69% accuracy on Diabetes Prediction and The Light-
GBM scored 98.75% on DKD Prediction with the learning rate=0.01 and boost-
ing type=’gbdt’ and other default parameters.

Figure 4.14: Diabetes LightGBM

Figure 4.15: DKD LightGBM
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Chapter 5

Model Implementation and
Optimization

5.1 Model Optimization

5.1.1 Hyperparameter Tuning

A parameter is a value learned during the training of a machine learning (ML) model,
while a hyperparameter is a value set before the training of an ML model. These
values then govern the learning process. Parameters are changed by the learning
process while hyperparameters remain constant.

Parameters are assimilated automatically while hyperparameters have to be set man-
ually. Different machine learning models have different hyperparameters, and tuning
the right one for output is essential. Consequently, depending on the dataset, the
optimal hyperparameters can vary. There are several approaches to hyperparameter
tuning, such as:

1. Manual Tuning

2. Grid Search

3. Randomized Search

In this work, the Manual Tuning approach to hyperparameter tuning has been fol-
lowed. CatBoost has a dynamic parameter tuning framework that can be modified
for various tasks. The list of several CatBoost Parameters are given below:
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Figure 5.1: CatBoost Parameters

We have modified several parameters in CatBoost to optimize the performance of
the models as well as to avoid overfitting in the models.

model = C a t B o o s t C l a s s i f i e r ( l e a r n i n g r a t e =0.001 ,
e v a l m e t r i c=’AUC’ ,
od type=’ IncToDec ’ ,
od wait =200 ,
od pval =0.001 ,
depth =10,
l 2 l e a f r e g =9)

learning rate: This parameter is used to reduce the gradient step size and has
an impact on the overall training time. When the value is smaller more training
iterations are necessary. The learning rate is automatically determined based on the
properties of the datasets and the number of iterations.
Depending on the overfitting findings, there are a few options for changing the
learning rate:

1. On the latter iterations of training, there is no overfitting (the training does
not converge) - enhance the rate of learning.

2. Overfitting is recognized, which slows down learning.
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If overfitting happens, CatBoost will end the training before the training parameters
decide it. It can, for example, be stopped before a certain number of trees have
been installed. This alternative can be found in the initial parameters. Here we use
”od type : IntToDec”, ”od pval : 0.001” and ”od wait : 200” for overfit detection in
models. The type of overfitting detector to use:

IncToDec: CatBoost examines the resulting loss change on the validation dataset
before creating each new tree. The overfit detector is triggered if the Threshold
value set in the starting parameters is larger than the Current PValue.

CurrentPV alue :

CurrentPV alue < Threshold

How CurrentPV alue is determined from a set of values to maximize the metrix
score[i] :

ExpectedInc is calculated :

ExpectedInc = maxi1<i2<i0.99i−i1 .(score[i2]− score[i1])

CurrentPV alue is calculated :

CurrentPV alue = exp(
−0.5

x
)

Inter: CatBoost evaluates the number of iterations since the last iteration with
the best loss function value before starting a new tree. If the number of iterations
exceeds the value set in the training parameters the model is said to be overfitted.

eval metric: This metric is used to detect overfitting and choose the best model.
We have used “AUC” as ”eval metric” in our models. In our binary classification
models, AUC is calculated using the following formula:

AUC =

∑
ti=0,tj=1 I(ai, aj)wiwj∑

ti=0,tj=1wiwj
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L2 leaf reg: It refers to the cost function’s L2 regularization term coefficient. Any
positive number will suffice. We have used the default value 3.0 for diabetic model
and 9.0 for DKD model.

Depth: It refers to the tree’s depth. The supported range values are determined
by the processing unit type and loss function type. We use depth=10 for DKD and
depth=14 to optimize the performance of the models which is evaluated by K-FOLD
Cross Validation and AUC. The value can be set to any integer up to 16 on the CPU.

The default values of parameters of LightGBM are as follows:

LGBMClassif ier ( boos t ing type=’ gbdt ’ , c l a s s w e i g h t=None ,
co l s amp l e byt r e e =1.0 , importance type=’ s p l i t ’ ,
l e a r n i n g r a t e =0.01 , max depth=−1,
min ch i ld sample s =20, min ch i ld we ight =0.001 ,
m i n s p l i t g a i n =0.0 , n e s t imato r s =100 ,
n jobs =−1, num leaves =31,
o b j e c t i v e=None , random state=None ,
r eg a lpha =0.0 , reg lambda =0.0 ,
s i l e n t=True ,
subsample =1.0 , subsample f o r b in =200000 ,
subsample f req =0)

boosting type : With LightGBM, we are able to run distinctive sorts of Gradient
Boosting strategies. GBDT, Dart, and GOSS are the methods which can be indi-
cated with the “boosting” parameters. GBDT is the traditional Gradient Boosting
Decision Tree. These days, GBDT is broadly utilized for its accuracy, proficiency,
and stability. It depends on three key principles:

1. Weak Learners (Decision Trees)

2. Gradient Optimization

3. Boosting Procedure.

So within the GBDT strategy, there are a huge number of decision trees. Those
trees are constructed step-by-step:

1. First among the trees discovers how to adjust the dependable(target) variable.

2. The residual (difference) between the main tree’s expectations and the ground
truth is accommodated by the second tree.

3. The third tree figures out how to accommodate the residuals of the moment
tree, and so on.
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DART boosting method stands for Dropouts meet Multiple Additive Regression
Trees which utilize the dropout to solve the overfitting regression trees, taking ad-
vantage of the dropout settings in deep neural networks. Specifically, GBDT strug-
gles from over-specialization, which means that trees added later in the iteration
have a limited impact on the prediction of a small number of occurrences and have
no influence on the remaining instances. Dropout makes it harder for the trees
to focus on those few samples in following iterations, which increases performance.
[14].

Gradient-based One-Side Sampling (LGBM GOSS) is a revolutionary examining
approach that downsamples occurrences depending on gradients. As we know, in-
stances with small gradients are successfully trained (low training error), while those
with larger gradients are poorly trained. The conventional GBDT is reliable, how-
ever it is too slow for large datasets.

In this work, we have selected boosting type : dart for its capability to deal with
overfitting as our datasets are not that large and the other two methods might lead
to overfitting [14].

Feature fraction: This parameter indicates the fraction of features to be consid-
ered for each iteration. LightGBM deals with column sampling. On each iteration,
it will choose a subset of features at random (tree). This function can be utilized to
increase training speed as well as to combat overfitting. The default value for this
feature is 1 but as we have the chance of overfitting of the model we have set it to
0.8 which shows that 80% of the features would be selected by LightGBM before
training each tree.

learning rate: This parameter defines the boosting learning rate which decides
the impact of each tree on the ultimate outcome. GBM works by beginning with
a starting estimate which is updated utilizing the output of each tree. The default
value is 0.1 for LightGBM. We have set it to 0.05 for this work as there is a chance
of overfitting for higher value of learning rate and also a chance of not gaining the
better optimum result.

max depth: This indicates the maximum depth to which each tree will be con-
structed. A single tree will halt splitting when there are no more parts that fulfill
the min rows parameter, in case it comes to max depth, or in case there are no splits
that fulfill this min split improvement parameter. The default value of this param-
eter is -1 which indicates it has no limit. But the larger value of this parameter can
lead to overfitting of the model to the train set. The best value for the num leaves
parameter, model performance, and training duration will all be affected by this
parameter. So we have set the value of max depth to 5 so that deep trees are not
grown and overfitting does not occur for the model as the data is small.
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Metric: It is an important parameter because it signals model loss. Because it is
classification-threshold invariant, we chose the ‘AUC’ measure for this technique. It
assesses the accuracy of the models’ estimations regardless of the classification level
used.
num leaves: This is a crucial parameter for controlling the tree model’s complex-
ity.
num leaves might theoretically be set to 2(max depth) to get the same amount of leaves
as a depth-wise tree. In practice, though, this simple conversion is not ideal. The
reason for this is that for a given number of leaves, a leaf-wise tree is consistently
significantly more profound than a depth-wise tree. Overfitting can occur when
depth is unconstrained. As a result, while tuning the num leaves, it is preferable to
make it smaller than 2(max depth).

Figure 5.2: LGBM leaf-wise

Finally, as our problem is a binary classification problem we have set the parameter
‘objective’ to binary which stays as regression by default. These are the parameters
we have tuned for our work to get greater accuracy dealing with over-fitting
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5.2 Evaluating Machine Learning Models

For Model Evaluation, we have used 10- Fold Cross Validation in all the models. In
10- Fold Cross Validation, Logistic Regression scores 91.84% and Aritificial Neural
Network scores 94.87% on Early Diabetes Prediction.

Logistic Regression cross Validation scores 98% in diabetic kidney disease prediction.
We have also measured the precision, Recall and F1 - Score of each models given in
table 5.1.
In the given evaluation table 5.1, we can see XGBoost scores 96.15% accuracy which
outperforms the Artificial Intelligence, Logistics Regression, Support Vector Machine
and LightGBM in Diabetes Prediction Model.

Dataset Algorithm Accuracy Precision Recall F1-Score

Early
Diabetes

LR 95.19% 95.12% 94.68% 94.8 %

SVM 76.62% 85% 78% 83%

ANN 94.77% 85% 78% 83%

XGBoost 96.15% 96.13% 96.13% 96.13%

LightGBM 82.69% 85.63% 81.54% 81.88%

Diabetic
Kidney
Disease

LR 95.50% 93.66% 93.66% 94.50 %

LightGBM 98.75% 97.22% 97.82% 97.46%

Table 5.1: Model Evaluation

Logistics Regression also shows promising performances in both datasets, 95.19%
acccuracy in diabetes model and 95.50% accuracy in DKD model.
In our dataset, there are mostly categorical features. Artificial Neural Network also
shows good accuracy in Early Diabetes prediction. SVM scores lowest in Early Dia-
bates prediction and LightGBM shows highest accuracy of 98.75% in dkd prediction
model.

After analyzing the table, the CatBoost, which is comparatively new and a state-
of-the-art open-source GBDT library, has been implemented on our datasets to
optimize the performance, for gaining higher accuracy in prediction also because as
it is faster than XGBoost [32].

CatBoost: Catboost has only been around for a year and is already posing a threat
to XGBoost, LightGBM, and H2O. CatBoost is a gradient boosting decision tree-
based machine learning approach (GBDT). Gradient boosting is a machine learning
approach for dealing with issues with many features, noisy data, and complex de-
pendencies. CatBoost has the following advantages over other
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GBDT algorithms. To begin with, categorical characteristics are where this algo-
rithm thrives. Categorical features can be replaced with average label values using
the traditional GBDT approach. Features, on the whole, have larger details than
labels. As a result, we utilize average label value to aggressively represent features
for which a conditional shift will occur.

CatBoost, on the other hand, combines various categorization features. It integrates
all categorical qualities and their combinations in the current tree with all categorical
features in the dataset using a greedy strategy. Finally, CatBoost has the ability to
correct for gradient bias. The gradient of the previous learner is used to instruct each
learner in each cycle of GBDT. The output is the sum of all learners’ categorized
results, which causes the final trained model to be overfitted [25].

CatBoost uses a revolutionary technique known as ordered boosting to tackle this
problem. This method can help the model generalize better by overcoming gradient
bias-induced prediction shift. CatBoost trains a different model ”M” for each sample
”X” in order to achieve unbiased gradient estimation. Model ”M” is trained using
a training set that excludes sample ”X.” It use ”M” to obtain a sample gradient
estimation. This gradient will also be utilized to train the base learner in the final
model [25] [32].

Figure 5.3: Prediction Performance CatBoost: Left: CPU, Right: GPU
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In Early Diabetes dataset, we are able to achieve 96.15% accuracy to predict the
early diabetes from the given dataset. The parameters with CatBoostClassifier()
is used in our model for early diabetes prediction as follows:

model = C a t B o o s t C l a s s i f i e r ( l 2 l e a f r e g =3.0 ,
l e a r n i n g r a t e =0.0001 ,
e v a l m e t r i c=’AUC’ ,
od type=’ IncToDec ’ ,
od wait =200 ,
od pval =0.001 ,
depth =14,
)

Then, the model has been evaluated using different methods to justify the outcome
using the given dataset. A test dataset is used to test the performance of the model.
The true positive result is 27, true negative result is 23 and the false positive result
is 1 and false negative result is 1. Confusion Matrix is provided below:

Figure 5.4: Confusion matrix for early diabetes model

In the dkd dataset, we are able to achieve 97.5% accuracy to predict Diabetic
Kidney disease from the given dataset.A test dataset has been used to test the
performance of the model for DKD prediction. The true positive result is 44, true
negative result is 34 and the false positive result is 0 and false negative result is 2.
Confusion matrix visualization is given below:
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Figure 5.5: Confusion matrix for dkd model

From the context of health and medical research, Sensitivity refers to the prob-
ability of a test to trace a state in a patient if it is really present. A test with a
low sensitivity is considered too cautious when looking for a positive result, which
means it may miss a disease in a sick individual. A high sensitivity test is less likely
to result in a false negative. A positive is a positive in a test with a high sensitivity.

Sensitivity/Recall =
TP

TP + FN

The specificity of a test refers to its ability to detect the existence of an illness
in someone who doesn’t have it. A true negative is a negative result in a test with
high specificity. A test with a low specificity is able to seek a positive result even if
one does not exist, leading to a high number of false positives.

Specificity =
TN

TN + FP

In diabetes model, we got 95.83% Specificity and 96.42% Sensitivity.

Generally, a medical test with a Sensitivity and Specificity of around 90% is con-
sidered to have good diagnostic performance. So, our model is performing well in
diabetes dataset.

For DKD, the specificity is 100.0% which means no healthy individuals are identified
as infected. In medical test, False Positive Rate (FPR) should be as low as possible
cause False Negative results can be further analyzed based on the patient symptoms.
False positive result creates problems for patient and doctors as well. The sensitivity
is 95.65% in DKD. So, the model is performing well in DKD dataset also.

44



TPR is plotted against FPR on the y-axis, while FPR is plotted on the x-axis in
the ROC curve.

(a) DKD ROC (b) Diabetes ROC

Figure 5.6: ROC Curve for the models

ROC Curve scores for Diabetes is 0.9613 and for DKD is 0.9782 using Catboost.
The ROC curve or Area Under the Curve (AUC), is a performance measure for
classification problems at different threshold range. AUC represents the degree or
measure of separability, whereas ROC is a probability curve.

It shows how precisely the model can distinguish between classes. The AUC mea-
sures how effectively the model correctly predicts 0s as 0s and 1s as 1s. By analogy,
the higher the AUC, the more accurately the model distinguishes among people who
have the condition and those who do not.
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In Early Diabetes, using LightGBM with hyperparameter tuning, we are able to
achieve 90.3846% accuracy as given in the confusion matrix in Figure 5.6 :

Figure 5.7: Confusion matrix for LGBM with hyperparameter tuning

True Negatives(TN) = 20

True Positives (TP) = 27

False Positives(FP) = 4

False Negatives(FN) = 1

The False Positive result is higher than previous model using Catboost as mentioned
before. False Positive result need to be as low as possible in any medical test and
prediction. The Sensitivity is 96.425% and the Specificity is 83.33%. In this model,
the specificity is lower than previous model where we got specificity of 95.83% [10].
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In DKD, using LightGBM with hyperparameter tuning, the accuracy remains un-
changed with the previous LGBM model in table 5.1 without hyperparameter tuning.

However, the precision 98.57%, recall 98.91%, f1-score 98.72% has been changed and
got better than previous LGBM model in table 5.1. The confusion matrix for this
model using DKD dataset given in figure 5.7.

Figure 5.8: hyperparamter tuned LGBM model confusion matrix dkd

True Negatives(TN) = 34
True Positives (TP) = 45
False Positives(FP) = 0
False Negatives(FN) = 1

In this model, the overall result is slightly better than previous catboost model for
prediction of DKD in patients. The Sensitivity is 97.82% and the Specificity is 100%
to predict the DKD in patient using given dataset.
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Chapter 6

Result Analysis

Finally, LightGBM model has been implemented on DKD dataset and the Catboost
model has been implemented on Early Diabetes dataset. The models have been
tested using 10-fold Cross Validation. Cross-validation is a quantization technique
for testing machine learning models on a short dataset. The procedure defines how
many groups should be created from a given data sample. As a result, k-fold cross-
validation is a common name for the procedure. In the models reference, it can be
exchanged for k. For instance, k=10 for 10-fold cross-validation. we have used the
most recent cross val score method from sklearn library to check our accuracy on
our diabetes prediction and DKD prediction models. The cross validation scores are
very promising for both models: LightGBM on DKD and CatBoost on Diabetes[10].

Data ML Model Accuracy Specificity Sensitivity

Early Diabetes CatBoost 96.15% 95.83% 96.42%

DKD LightGBM 98.75% 100% 97.82%

Table 6.1: Final Result Analysis
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Chapter 7

Application Design

7.1 Model Selection

Finally, The CatBoost model has been selected to use in the backend of our disease
prediction application for Diabetes and LightGBM model has been selected to use
for Diabetic Kidney Disease Prediction. The CatBoost model has shown promising
results in both datasets, DKD and Diabetes. Eventually, LightGBM shows opti-
mum result in DKD prediction and Catboost model has selected for early diabetes
prediction.

7.2 Application Design

The figure 7.1 shows the workflow diagram of our proposed prediction application.
The web application has been designed using HTML,CSS, JS and Django. In home
page, two dedicated buttons for DKD and Diabetes Prediction were added. The
users can give the inputs based on their physiological symptoms and diagnostic
reports. The inputs then trigger the training function to train the model using the
provided data from the database and the user input data is passed to the prediction
function to predict the result as ”Positive” and ”Negative”.
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Figure 7.1: Web Application Workflow Diagram
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Chapter 8

Conclusion and Future Work

8.1 Future Work

There is a scope for improvement in every research work and so is our research
work which also has some room for development in several areas. From the very
beginning, our plan was to collect data of Bangladeshi people which was not possible
due to the pandemic. So, in the future our main objective is to collect a dataset
of the people of Bangladesh. Then try to work with the hospitals in Bangladesh
to gain a better perspective on data, such as to get more access to data and get
more ideas about all the features involved in the predictions. Afterwards, our plan
is to collect a much larger dataset so that we can come up with much more efficient
and accurate predictions. Since, the main logic of machine learning and ensemble
models is to predict correctly and efficiently based on larger datasets. Lastly, our
motive is to try using our system in much more real life scenarios. We will try to
test and validate the prediction application on much more reliable data, such as
early diabetes in case of Bangladeshi people or in case of people of a specific region
based on whichever dataset is available. We hope that our research will enable us
to bring new changes in the medical sector, and hopefully change many lives for the
better in the future.

8.2 Conclusion

Diabetes is becoming a global problem that affects both industrialized and under-
developed countries. As a result, early diabetes detection and prediction of renal
disease are critical for preventing renal failure. Early detection of diabetes and dia-
betic kidney disease will reduce the cost, time, and effort required to identify both
diseases separately. It will help the doctors to detect diabetes early in the patients
and also if they are at risk of being attacked by diabetic kidney disease and thus
provide medication as thus. It will also decrease the risks of the patients being un-
diagnosed for any of the diseases and thus receive medication and treatment earlier
than being affected much. This prediction system will be beneficial for the doctors
and patients and also reduce the hassle of patients conducting test individually for
both conditions. In this way both doctors and patients will have less hassle of con-
ducting tests individually for two diseases and detection will be easier. Prediction
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will be made earlier and thus proper and effective treatment and medication can
be started earlier so that the consequences do not become worse with the days pro-
ceeding. Our system will hopefully open more scopes of faster and more efficient
detection of Diabetes along with Diabetic Kidney Disease. The system could lead to
more effective and precise intervention which could motivate people to seek medical
specialist consultation in time and make aware people about their health condition.
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