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Abstract

The application of Artificial intelligence (AI) has become a valuable part of medical
research. These days diabetes is one of the top maladies on the planet. Nowadays
it has become a common disease and alarming as people are living in polluted areas
and eating unhygienic foods. People with diabetes are probably going to pass on at
a more youthful age than individuals who don’t have diabetes. We hope this study
could be very helpful in medical science to predict the risk score of type II Diabetes
Mellitus (DM). Our model consists of four machine learning algorithms which are-
K-Nearest Neighbor, Random forest, Decision tree and Logistic Regression. These
algorithms have been applied on a dataset containing 15000 type 2 diabetes patients
along with eight features that describe the state of patients such as glucose, BMI,
age, pregnancy, blood pressure (BP), Diabetes Pedigree Function, Skin thickness
and insulin. Moreover, one deep learning algorithm called CNN has been used. All
of the five algorithms have been used on the dataset and the Random forest gives
the best accuracy of almost 92.60 percent where other algorithms give less accuracy.

Keywords: Linear Discriminant Analysis (LDA), Logistic Regression, Random
Forest, Decision Tree, KNN and CNN.
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the body of the document
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Chapter 1

Introduction

1.1 Overview

In our research we have worked for medical data consists of 15 thousands patient
information which has helped us to predict Type II DM (Diabetes Mellitus) risk.
Our main purpose here is to predict diabetes early so that medical sites can take
early steps to prevent it. We have used five algorithms to predict, have shown data
analysis to show the correlation among the attributes and also have shown the per-
formance of our model. In the medical field after analyzing medical data we use AI
to estimate human cognition. Without direct human input AI has the ability to get
valuable results which can bring to great innovation. Diabetes is one of the most
widely recognized maladies for which many people die without doing any kind of
surgery. Diabetes does not let patients have surgery and The American Heart Asso-
ciation (AHA) has found that almost 68 percent of people die because of diabetes.
These are the criteria by which a diabetic patient could predict himself as starting
of diabetes of having thirst unnecessarily, troubling to focus, suddenly losing weight,
losing energy, consistent urination, tiredness, constant hunger.

Diabetes type I basically occurs for the destruction of beta-cell due to a shortage
of insulin [1]. In the exact same way in diabetes type II increasing of glucotoxicity,
lipotoxicity, endoplasmic reticulum set on stress and death cells occurs which leads
to the dynamical loss of beta cells. Diabetes type I depends on immune-mediated
and idiopathic [2]. Diabetes type II consists of defecting by genetic of beta-cell
function, insulin action, pancreatic disease, drug-induced and many more. Diabetes
Type I is an unusual form of phenotypic with almost complete lack of a shortage
of insulin. Another unrecognized for diabetes type II is Pancreatic disease. It is
largely related to alcohol excess. Alcohol can cause the destruction of the pancreas.
Moreover, defects in insulin secretion can cause monogenic diabetes and those usu-
ally effect under 25 age. It mostly commonly affected by diabetes type II. As we can
see there are so many syndromes of diabetes that we can have some are recognized
and some are still unrecognized.

In our thesis, we have analyzed on diabetes type II. We have a dataset that in-
cludes seven input attributes and one outcome attribute. The eight inputs are
-Pregnancies, Glucose, BP, Skin, Insulin, BMI, Pedigree, Age and outcome (if they
have diabetes then 1 and if they do not have diabetes it is 0). Machine learning,
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artificial intelligence and deep learning have become a noble approach to detect
diseases or to prevent all kinds of diseases at an early state. Lots of algorithms
have been made which are contributing to medical science a lot and making doctors
work more comfortable. Many kinds of machine learning algorithms can give us
accuracy and predictions with different ways of output. The output could be as
variables even as various diagrams in which we want to see them. We use many
kinds of parameters to get the outputs. At first, we have used Linear Discriminant
Analysis (LDA) for data preprocessing [3]. For our research purpose, we are using
four machine learning algos like- Logistic Regression, Random Forest, KNN and
Decision tree to get the best prediction algorithm and to classify it. Moreover, we
want to use one deep learning algorithm like – CNN. Four algorithms from machine
learning and one algorithm from deep learning so a total of five algorithms. Before
using these algorithms first we have to analyze the dataset attributes. We have
checked co-relationship among the attributes. That is why we have used heatmap
and bar charts to show relationships among attributes. Moreover, it shows on which
attribute the output relies on most. The correlation and relying on attribute varies
the good quality of the dataset. We take the most two correlated input attributes
with the output to plot a scatter diagram. The diabetes dataset consists of fifteen
thousand patient information. Next, we have used AUC-ROC curves to show how
much model is able to characterize among classes [4]. Moreover, we have discussed
about sensitivity, specificity, confusion Matrix, performance metrics, precision, neg-
ative predictive value, false-positive rate, false discovery rate and false-negative rate.
In addition, we have also focused on accuracy, F1 score, and Matthews Correlation
Coefficient to show the performance of our model.

1.2 Motivation

Diabetes is now occurring in tremendously day by day. It is causing problem, es-
pecially in urban areas than in rural areas. At urban area people use to eat fast
food, oily food, unhygienic food which consists of unhealthy. Maximum people are
not health conscious and for this they suffer with diabetes so easily. Even children
at very early age fell into diabetes type 1 which could be declared as how much
our society is evolving with health danger. Every year millions of people die be-
cause of having diabetes. The biggest problem for having diabetes as this disease
is connected with other diseases too such as – sight loss, kidney disease, heart dis-
ease, brain stoke amputations. Moreover, before having an operation doctor have
to check patient diabetes and if it is high then it is highly risky to have operation.
That is why doctor asks the patients to control diabetes before having an operation.
Diabetes can lead to early death. Nowadays researchers are finding and researching
protocols to solve this issue and these protocols can prevent human distinction.

2



1.3 Objectives

1. Our paper defines a model utilizing Machine Learning algorithms.

2. It can effectively anticipate the likelihood of various infections beginning due
to diabetes type II (T2DM).

3. It can successfully predict the probability of T2DM due to the use of machine
learning algorithms.

4. Using those algorithms we are predicting accuracy and finding that which
algorithm gives the best accuracy.

5. We have used LDA to avoid unnecessary values from the dataset and using
correlations among attributes. Correlation refers to the connection among the
attributes and it also helps which attributes diabetes is dependent on so that
medical science can give more test on that particular attribute.

6. To predict the next fives years possibilities of having diabetes.

7. Predicting accuracy by reducing errors and overfitting as much as possible.

1.4 Thesis Outline

The following segment in our research tells the comparative past works which have
done by different researchers. After that, there is a detailed discussion of the dataset
and features used in our model. The next section of this paper explains an insight
into the dataset including numeric features and categorical features. In this section
4 has discussed missing values imputation and train-test split. Next, in section 5, we
have discussed our used algorithms. Then in section six of this paper explains the
system implementation and results from analysis including the performance metrics,
confusion false discovery rate, Matrix, sensitivity, specificity, precision, negative
predictive value, false-negative rate and false-positive rate. Also have focused on F1
score, accuracy and Matthews Correlation Coefficient to show the performance of
our model. Finally, the paper closes with a summary of the whole model along with
the subtleties of the difficulties looked in this task and few remarks.
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Chapter 2

Literature Review

In engineering Machine Learning is a part of Artificial Intelligence (AI) which works
as a framework and without being explicitly modified to improve for a fact. Ma-
chine Learning is showing machines how to get the hang of utilizing Statistics and
Probability. Machine Learning divides the significant classes by verifying data. [5]
Supervised dataset contains input and output. The training dataset contains inputs
data and the values which we want to predict as numerical or categorical value.
Training or testing will help to learn about a link between inputs and outputs.
Linking between input and output our algorithms will train and test to identify
the accuracy. Unsupervised dataset contains only input. There is no output like
supervised data. Algorithms mainly train and test the inputs not using outputs.
Reinforcement learning is a technique which finds the best way to get the desti-
nation result for the betterment of training. This strategy enables the machine to
locate the most ideal approaches to procure the best reward. Prizes can be winning
a game, procuring more cash or beating different rivals.

Nowadays, several researchers have been working on it to predict the best accuracy
algorithm with various ways of results. The medical field has become an important
field as for many reasons people are getting weaker for food habits, sleepless nights,
stress, etc. The biomedical science field is becoming stronger as the whole world is
relying on their health concerns. Each hospital has to get through the big dataset
for their research purpose to prevent those diseases or to find out for which main
reasons diseases are spreading. From Kaggle we have found a dataset of diabetes
which consists of diabetes and non-diabetes [6]. They have used eight features such
as- Pregnancies, glucose, BP, skin, insulin, BMI, pedigree and age. They have used
these eight features to get the accuracy and diagrams to see the output.

Fernando Fernandez, et al [6], studied on PIMA Indians Diabetes dataset. They
have implemented some machine learning calculation such as Logistic Regression,
Gradient Boosting and Decision Tree. In their research Logistic Regression gives
80.73%, Decision Tree gives 75% and Gradient Boosting gives 80.73% accuracy.

P.Sujarani et al [7], this paper predicts Diabetes using Artificial Neural Networks al-
gorithms. this paper predicts Diabetes using Artificial Neural Networks algorithms.
They have used Probabilistic ANN (Artificial Neural Network), PNN (Neural Net-
work), with GA and Generalized Regression Neural Network (GRNN) which give
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73.4%, 89.56% and 80.21% accuracy. They have also added studied from other lit-
erature and used their dataset by using several techniques. They have used another
two types of dataset with different attributes. One has studied by Logistic Regres-
sion and ANN which give 76.13% and 73.23% accuracy. Another one is used by
PNN and Levenberg–Marquardt (LM) which give 78.05% and 79.62% accuracy.

Zuo, Q et al [8], this paper is about using machine learning techniques to predict
diabetes Mellitus. They have used Neural network, Random Forest, and Decision
Tree as algorithms. After analyzing all of the algorithms for their prediction Ran-
dom Forest shows the best accuracy which is 80.84%.

Karegowda, A. G et al [9], this paper consists of a neural network algorithm known as
Genetic Algorithm and it connects the parameters for medical diagnosis. Their pro-
posal methods says that the technique for crossover model that coordinates Genetic
Algorithm and Back Propatation organize (BPN) where GA is utilized to introduce
and upgrade the conjunction loads of BPN. They have found accuracy from GA
with BPN classification is 77.07-84% for various parameters and classifiers.

Rahman, T. et al [10] has predicted to incite diabetes complications by using ma-
chine learning. They have used Logistic Regression, SVM, Näıve Bayes, Decision
tree, Decision Tree AdaBoost and RF (Random Forest). From the beginning model
Logistic regression gives 79%, SVM gives 82%, Naive Bayes gives 79%, Decision
Tree gives 89%, Decision Tree Adaboost gives 87% and Random Forest gives 89%
accuracy. In these algorithms we are almost familiar to all as machine learning algo-
rithms but except Decision Tree Adaboost. Decision Tree is boosted by Adaboost
which contains 1D dataset. is boosted.

Alic, B. et al [11] has proposed about classifying diabetes by using Machine learn-
ing algorithms.especially for cardiovascular disease. Cardiovascular disease, kidney
failure, fatty liver etc various diseases are dependent on diabetes. The literature con-
sists of using Artificial Neural Network (ANN) which is another useful deep learning
algorithm to an interconnected group of nodes. Using ANN or other deep learning
algorithms is like solving problems exactly like a human brain. So, in this paper,
ANN gives 80-90% accuracy. They have also used Bayesian Network (BN) which
gives 78% and Naive Bayesian network which gives 71% accuracy. They have a
highly good score but their results may fluctuate as they mentioned their accuracy
distance is much too big.

Vincent Lugat [12] from online kaggle, the project is about EDA and prediction on
PIMA Indian diabetes by using RandomSearch + LightGBM - Accuracy = 89.8%
and GridSearch + LightGBM KNN- Accuracy = 90.6%. A model named hyper-
parameter which is a characteristic of a model and hard to estimate from data.
Grid-search is used To solve hyperparameters Grid-search is used to get the most
accurate result. LightGBM is a parameter to get an accuracy.

From the above discussion, we have studied that all the literatures have used ma-
chine learning and deep learning algorithm to predict early to prevent it. We have
also worked with four machine learning selected algorithms such as - RF (Random

5



Forest), LR (Logistic Regression), KNN, Decision Tree and for deep learning - CNN
algorithm. We have also clarified and described using those five algorithms. More-
over, we have used LDA for data preprocessing system so that we can reduce the
chance of overfitting. In addition, we have showed correlation among the attributes
and also discussed briefly about analyzing the dataset. Through our analyzing on
our dataset it includes confusion Matrix, performance metrics, sensitivity, specificity,
precision, false-positive rate, negative predictive value, false-negative rate, false dis-
covery rate, accuracy, Matthews Correlation Coefficient and F1 score to show the
performance of our model.

6



Chapter 3

Research Methodology

3.1 Data Dimensions

In our research we have worked with eight attributes and one output which consists
of “yes=1” and “no= 0”. “Yes” means he/she has diabetes and “no” means he/she
doesn’t have any diabetes. Database is supervised as it has output. Moreover, it
has only numerical value inputs. And categorical output. Ut we have changed the
output from categorical to numerical value. It does not consist of any string values.
Our diabetes data consists of nine attributes such as -
BP = Blood Pressure
BMI = BMI means Body Mass Index. It is predict a person’s weight regarding
his/her height which is used by the medical profession.
Pedigree= diabetes condition and status in family members
Pregnancies= number of pregnancy
Age= number of age
Skin= skin thickness of our body
Pedigree= In biology study a diagram that shows the relationship between an an-
cestor and his/her organism.
Glucose= Sugar level in our blood cell.
Output = has diabetes (1) or not (0).

7



3.2 Proposal Method

In our proposed model we are using around 15000 patient diabetes type II patient
information. As we are using a big dataset so there could be lots of null or unneces-
sary values which could be a big problem to get actually accuracy. So that we have
used Linear Discriminant Analysis (LDA) algorithm to remove all those unnecessary
values. From the data -

1. Marking missing values from the dataset.

2. Where we perceive how an AI calculation can affect badly when it contains
missing qualities.

3. Removing rows with missing Values.

4. Replacing missing values.

After those steps we have used five algorithms - Logistic Regression, Random For-
est, Decision Tree, KNN and CNN. In this model, we have applied several machine
learning and deep learning algorithms on a dataset containing 15000 type 2 DM
patient data to determine the algorithms which provides us the best accuracy of
diabetes prediction. Figure 3.1 below represents workflow of the model.

Figure 3.1: Proposal model of predicting accuracy by algorithms

8



After that we have selected features for our model and applied different classifi-
cation algorithms such as KNN, Logistic Regression(LR),Random Forest,Decision
Tree and a deep learning algorithm which is CNN. By applying these algorithms
we have measured performance evaluation and picked the best algorithm which pre-
dicts diabetes most accurately. Moreover, we have analyzed our whole dataset by
doing targeting variables. Analysing the whole diabetes type-2 dataset about giving
inputs and outputs. Finding correlations among the attributes to show the rela-
tionship among them. Then we have used heatmap, boxplot, Scatter matrix and
Histogram to analysis our dataset. Through all these plots are useful as it shows us
the correlation among the attributes. The bonding among attributes which helps us
to get a better quality method. In addition, we have used statistical analyses like -
Confusion Matrix to show the quality of our models. Specificity, Precision, Sensitiv-
ity,Negative Predictive Value with also some false rates. Also have showed accuracy,
Matthews Correlation Coefficient and F1 Score to get better performance through
our models. Moreover, we have used ROC-AUC curve for showing the performances
of our processes.

9



Chapter 4

Dataset

We have collected a supervised diabetes dataset from kaggle.com [6] which contains
15000 instances of attributes including pregnancy, Glucose level, blood pressure
(BP), Skin Thickness, Insulin, BMI, Pedigree, Age and Output. Supervised dataset
is a sort of AI calculation that utilizes a known dataset (called the preparation
dataset) to make forecasts. Supervised dataset is given as input and output. It is
basically examining both inputs and outputs features concluding with a result of
betterment path to solve any kind of problem. The training dataset includes input
data and response values. The whole dataset can be classified into two categories of
attributes numerical and categorical.

Figure 4.1: Pima Indians Diabetes Dataset
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4.1 Numeric Features

Among the features of the dataset age, glucose level, pedigree, pregnancy, BMI,
blood pressure, skin thickness and insulin are numeric features. We are using all
these numeric features for our project. We might be aware of the fact that glucose has
a direct connection to diabetes. It is also is also a component of many carbohydrates.
If a person eats food including glucose daily basis there is a high chance to having
diabetes for which the doctor says not to use too much with sweets. Blood pressure
could be another reason to have diabetes.Skin thickness is another reason where
diabetes can influence the little veins of the body. Diabetes can cause a skin condi-
tion called diabetic dermopathy. The patches are now and again called skin spots.
Diabetes damages veins and can make it focus on atherosclerosis. Atherosclerosis
can affect body into hypertension, harming vein, heart onfall, and kidney failure.
Insulin is another reason where diabetes body without insulin is called an immune
system response. The factors are making up the danger of creating diverse kinds of
diabetes mellitus. Calculating BMI by age, height and weight. Another attribute
diabetes pedigree which means diabetes mellitus is gathering of a metabolic issues
where the glucose levels are higher than typical glucose levels type — diabetes is
brought about by the undamaged framework shattering the cells in the pancreas.

4.2 Binary Categorical Features

In our dataset, there is only one feature which was categorical and that is ”Out-
come”. It is a variable in our dataset which expresses if a person has diabetes or not.
This feature contains binary values of either a 0 (no diabetes) or 1 (have diabetes).
This feature is very important since it shows the result if a person is diabetic or not.
For our easier purpose we have converted “Yes” to “1” and “no” to “0”. So, now
our whole dataset is numerical value.

4.3 Target Variables

Target variable, in the AI setting is the variable that is or ought to be the yield. For
instance, it could be paired 0 or 1 in the event that you are grouping or it could be
a consistent variable in the event that you are completing a relapse. In insights you
additionally allude to it as the reaction variable. In this project, we have selected
outcome as our target variables since our model depends on the values of this vari-
able.

Indicator factors in the AI setting the info information or the factors that is mapped
to the objective variable through an exact connection dispatch generally decided
through the information. In measurements you allude to them as indicators. Each
arrangement of indicators might be called perception. In this case, our indicator
variables are pregnancy, Glucose level, blood pressure (BP), Skin Thickness, Insulin,
BMI, Pedigree, Age and Output. Based on the target variable we have implemented
a system that will help us in finding the risk score of type II DM on any dataset.
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4.4 HeatMap

A heat map is based on data analysis which uses colors by showing a bar graph
uses width and height for a data visualization tool. Showing attribute to attribute
relationship among the attributes which we have given as inputs. Validity of the
process is 0 upto 1 which means partially good enough. If it crosses more than 1 or
less than 0 then it should be rechecked the whole data if there is any wrong or not
otherwise no relation is depending between them. We have used heatmap on our
15000 diabetes type-2 patient dataset.

Figure 4.2: Showing Heatmap from the dataset

From Figure 4.2 we can see the correlation among the attributes. Value from 1
to 0 declares best correlation to worst correlation among the attributes which are
indicated by blue color and top dark blue color.
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4.5 Boxplot

A basic method for speaking to factual information on a plot where the square or
rectangular shape is drowned to speak to the second and third quartiles with vertical
lines inside to show the middle worth. Showing the shape of the distribution and
its variability and also explicatory of data analysis are the main reasons.

Figure 4.3: Showing Boxplot from the dataset

From Figure 4.3 we can see that Insulin, Pedigree, Age and BMI have upper of the
3rd quartile. BP has got in 1st and 3rd quartile.
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4.6 Scatter Matrix

It is a multivariate statistical analysis with the scatter matrix that is used to evaluate
the covariance matrix. It is used to detect whether the attributes are correlated and
whether the correlation is positive or negative.

Figure 4.4: Showing Scatter Matrix from the dataset

The overview of how your different variables are correlated with each other. From the
Figure 4.4, we can see that there have been shown correlations among the features.
For example, between age and pregnancies, there is no correlation as this is not
linear. Another one if we have to discuss for Pedigree and BMI there is also no
correlation. Similarly, for all attributes in the picture for Pregnancies, Glucose, BP,
Skin, Insulin, BMI, Pedigree and Age there is no perfect and strong correlation as
there are no linear shape and all are distributed in high (x-axis and y-axis) and low
(x-axis and y-axis).
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4.7 Histogram

We use the histogram to plot the frequency of score occurrences from our continuous
dataset. From the Figure 4.5, we can see the exact same thing in the histogram even
more clearly. BMI and Glucose have got the Gaussian determination diagram so
that they do not need any more test or train. But as the rest of the attributes do
not have gaussian determination so they need proper train and test.

Figure 4.5: Showing histogram using on dataset
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4.8 Feature Score

In the feature score in Figure 4.6, we have shown the relations among the attributes.
As we can see from the picture that ”Age” and “Pregnancy” are the best attributes
on which the output is related. From Figure 4.6, we can see that “Pregnancy” is
the most correlated with the output and “Blood Pressure (BP)” is the less one.

Figure 4.6: Feature Score
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Chapter 5

System Implementation

5.1 Missing Values Imputation

First of all, we have figured out the missing values of our dataset and then applied
the LDA [13] technique to impute missing values. To ignore the missing or Nun
values we have used the LDA process on our dataset. After that, all these missing
values are filled with mean column values using the imputer function. We have
found that 4377 patients have 0 values which include “Pregnancy” attribute. From
the rest of the attributes like- Glucose, BP, Skin, Insulin, BMI, Pedigree, and Age
have totally zero values. Our main purpose to use LDA for ignoring unnecessary
values from our dataset but without pregnancy attribute there are no null values
in other attributes. So, we are directly using the dataset as our data is quite good.
We are not rejecting pregnancy (contain with null value) because there is a chance
that a woman have not become pregnant yet. But if we look at other attributes
they could not be null value as if we do not have diabetes it does not mean that
our age, skin thickness, insulin, glucose, BP and pedigree will be null or zero value.
From this logical concept we have not use the new data after using LDA process. So,
we can use the dataset directly as our thesis purpose to use our five algorithms on it.

Table 5.1: Imputing missing values

Features (Input) Count of zero val-
ues

Pregnancies 4377
Glucose 0
BP 0
Skin 0
Insulin 0
BMI 0
Pedigree 0
Age 0

We have got the accuracy of our LDA model is 76.8%.
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5.2 Categorical Variable Conversion

In our dataset, one variable is categorical which is outcome. If a patient has type II
DM, the value of the outcome is “yes” and a patient not having type II DM contains
a value “no”. To counter this problem, we have mapped the values of “outcome”
variable with 0 or 1. So, if the patient has diabetes, the value is now ‘1’ and ‘0’
represents that the patient does not have diabetes.

5.3 Train-test Split

In Machine Learning models, a typical issue confronted is with over fitting and under
fitting [14]. Over fitting happens when the model gains from the information so well
that it prompts no preparation mistake. It learns the commotions and deviations
of the information as ideas and fits the model excessively well to the information.
In any case, when the model is given new information, it neglects to make precise
forecasts since it was over fit with the clamors and deviations. Under fitting is the
inverse, it can neither fit the information accessible nor to new information. The
train/test split has implemented by using packages like - scikit-learn‘s model. The
data was split into a 80:20 ratio with 80% going to use as train and rest of the 20%
are used for testing. In most cases this is the ideal ratio of splitting data. A 50:50
ratio was also considered but since the dataset did not contain a large number of
instances, taking only 50% of the original data might have led to under fitting of
the model.

5.4 Algorithms

5.4.1 KNN (K-Nearest Neighbor)

KNN [15] is a lazy algorithm with non-parametric. The total of neighbours, it takes
the most common neighbor among them and assigning it as the classification. The
accuracy value depends on neighbor where we have worked for n = 1, 2 and 3 and
for n = 3 we have got the most accuracy. [16] Here is the pseudo-code of KNN
algorithm in Figure 5.1

Figure 5.1: Pseudo code of KNN
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In our dataset, we have used the KNN algorithm to find the accuracy and also have
used a parameter of scatter diagram to see [17] the output as a diagram.

By using KNN algorithm we have seen that it has given around 86.8 percent accu-
racy. For KNN algorithm we have done for 1, 2 and 3 neighbors to find the accuracy-

Table 5.2: Difference in accuracy with respect to neighbor values

K- Value Accuracy (%)

1 84.6
2 83.4
3 86.8

From table 5.2, we can see that we have got the best accuracy 86.8% for K=3
neighbor. So, in this case, we are considering neighbor 3 for KNN.

5.4.2 Random Forest

At training it averages the multiple decision trees. It even gives more accurate re-
sults than decision tree since it average multiple decision trees to get the result. [18]
In figure 5.2 we have given the pseudo-code of the Random forest-

Figure 5.2: Pseudo code of Random Forest
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We have used accuracy parameters as RandomForestClassifier and we have got
around 92.6% accuracy which is the maximum accuracy of our model.
We have used the parameter-
Model = RandomForestClassifier(n estimators = 10, max depth=10, random state=5)

5.4.3 Logistic Regression

Using for both classification and regression we have used a supervised algorithm.
Moreover, it can be used to predict categorical outcomes. It is used for fitting
model to detect outcome variables from independent variables. Third algorithm
from machine learning we have used logistic regression [19] for our thesis purpose.

Logistic Regression Pseudo code

1. Calculate using logistic function.

2. Learn the coefficients for a logistic regression model.

3. Finally, make predictions using logistic regression model.

The logistic function is,

fx = L/(1 + e−k(x− x0)) (5.1)

Where,
e = Euler’s number
X0 = Middle x value of sigmoid function
L = The maximum value of curve
k = Abruptness of the curve
This logistic regression equation is used for Input values (x) to estimate an output
value (y).

The logistic regression model is given in equation as:

y = (eb0 + b1 ∗ x)/(1 + eb0 + b1 ∗ x) (5.2)

We have found accuracy of 78.6% for the logistic regression by using parameter
x train,x
test,y train,y test = train test split( x, y, test size=0.3,random state=100). And
also used classifier- classifier = LogisticRegression(random state = 10).

5.4.4 Decision Tree

Decision Tree is an administered learning calculation that is utilized for order and
relapse. It works by part the information into at least two subsets dependent on
the estimation of the information factors [20]. A cost capacity or part basis is uti-
lized to decide the best split among all the focusing splits. The information is part
recursively into gatherings until the leaves contain. This model is [21] an enhanced

20



adaptation of the CART (Classification and Regression Trees) calculation is utilized
to actualize the Decision Tree classifier utilizing Scikit-Learn.Gini contamination
is utilized as the part foundation to quantify the vulnerability. Choice Trees are
anything but difficult to decipher and comprehend, contrasted with other group-
ing calculations. Besides, Decision Trees require small preprocessing and doesn’t
influence the presentation. They are not founded on the Euclidean separation, con-
sequently and not requiring of highlight scaling. It can deal with both categorical
and numerical factors as the dataset contains both info so it is suitable for this
model. In this model, the connection between the component variable and the tar-
get variable is mind-boggling and exceedingly non-straight. So a Decision Tree has
a more noteworthy shot of beating straight models like Logistic Regression [22].

Figure 5.3: Pseudocode of Decision tree

We have also used accuracy parameters as RandomForestClassifier and we have got
around 88.6% accuracy. We have used classifier as-
treeclf = DecisionTreeClassifier(random state=42)
tree = DecisionTreeClassifier(max depth = 6, max features = 4, min samples split
= 5, random state=42)
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5.4.5 Convolutional Neural Network (CNN)

CNN is the utilization of counterfeit neural systems utilizing present-day equipment
[23]. Convolutional Neural Networks were intended to guide picture information
to a yield variable. These methods are so developed models that they are so useful
methods for any type of prediction problem. CNN is a deep learning algorithm which
contains few layers which takes inputs, perform some mathematical operation non-
linear activation function using ReLU and Sigmoid for predicting accuracy from the
output. In CNN layer is not connected to all other neurons. In the CNN model in
first two or three layers where we have used an activation function Relu might detect
the lowest level features. Relu takes input as binary (0 and 1) to train and test.
It will ignore those negative values from the input. The next layers might detect
middle-level features and at last in the last layer we could use another activation
function sigmoid which could find the higher-level features. In deep learning this
unique technique makes CNN the most valuable algorithm. The more layers we use
the more complex it will get. After giving input in the first layer it tries to squish
the data and send them to the next layer. Through the whole process we tried to
figure out the comparison between our output and actual value. It helps how we
adjust complex operation that we perform in each layer to get actual answer. We
also find the cross function which means how much the network’s answer missed
compared to actual answer. In addition, we have used Ludwig, ADAM and Keras
to overcome the complexity of the algorithm. Before doing any kind of deep learning
methods we should be known to some of the features which are related to it.
Spatial feature: In spite of image it can also work for non- image data. CNN can
be used on any data if the dataset consists of spatial features. Spatial data can be
described as those which are directly or indirectly occupied to a specific location.
If it is not related to a location then it is a non-spatial data. In our data set all
the values are specifically told that which values are consist of which attribute.
The spatial feature contains with specific location which could be described of their
validity. Before feeding into deep learning algorithm preprocessing should be done
which refers to all transformation of raw data. Preprocessing is helpful to get better
testing and training results by the whole process.

Adaptive Moment Estimation (ADAM)

Adam is an optimization algorithm [24] used in neural networking. The Adaptive
Moment Estimation or Adam enhancement calculation is one of those calculations
that function admirably over a wide scope of profound learning designs. There are
lots of optimizers like - SAGA, NADAM, SAG etc and ADAM is also one of them.
We have used ADAM to compute individual learning rates for different parameters.

Before using CNN we need some libraries such as - Keras and TensorFlow. Next,
we have to install an environment of Python Spyder (py35) environment. After go-
ing through the whole process and installing all the libraries it gives 90% accuracy
score. But before using ADAM we have used a model called Keras. In computer
science, Keras is an open-source deep learning library. Keras pursues best practices
for decreasing subjective burden. It gives clear and significant input to the client.
Doing machine learning is also an extra majority is it ignores unnecessary values all
by itself.
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Epoch: One Epoch is the point at which an entire dataset is passed forward and
in reverse through the neural system just once. If it seems that one epoch is too big
for the computer then it has to be divided into several smaller batches. As we need
to work on the whole dataset several times in a neural network process but have to
bear in mind that there is a limitation for all kinds of the dataset. If the numbers
of epochs increases, it could cause a problem of overfitting dataset.

Number of batch: We cannot send the whole dataset in a neural network at
once and so that we have to divide it as part which is called the number of batches.
It is useful to reduce overfitting.

Dropout layer: As we have used CNN a deep learning method we cannot use
the big dataset at once. We have to divide it as part as number of batches. There
is another subject to know about dropout layer. Dropout layer helps to ignore all
those unnecessary data from the dataset. It is a technique where features are se-
lected randomly during training and ignore them.As we are using CNN the output
or result we have got as three sections such as – train, validation and test.

Train: The dataset we have used to fit the whole process. Through this model
we can watch and learn from the data from which we have got the accuracy.

Validation: Basically it works for tuning the unbiased dataset to fit the train-
ing dataset. It tunes the hyperparameters so that we have also got an accuracy of
validation that how much our validation is working.

Testing: It works for tuning the unbiased dataset to evaluate the final model fit on
the training dataset.

Activation Function: We have used Relu and Sigmoid to compile our model
more accurately. We have made a total four layers in which the first three layers
contain of Relu (takes 0 and 1) and last layer consists of Sigmoid (takes 0 and 1).

Loss: If the lower value is less then the model is better working. The loss is
measured by on validation and training. Loss is not measured as a percentage. It
is a summation of the errors made for each example in training or validation sets.
The summation of errors which are made in every validation and training set.

We have used epochs randomly in our code to look back on finding missing val-
ues. As we have got accuracy for every epoch which depends on validation and loss.
If there is no improvement validation then the epoch automatically stopped to work
more. When the model works in every epoch at the end if it seems that there is no
improvement of loss and validation then epoch stops it’s working after showing that
the answer is the same in every loop. Even if it goes on the model does not need to
look at more epoch.

From Figure 5.4, we can see that in each epoch we can see that our dataset is
training in each epoch. It is also showing validation accuracy which could called
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improvement of the process. If the improvement goes up the model will find more
accuracy . In epoch number 998 it showed the highest accuracy of 89.29%. Then it
shows no improvement in the model. We have used two activation functions called
Relu and Sigmoid. These functions help to compile the dataset more accurately.

Figure 5.4: Testing and training in every epoch
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Chapter 6

Result and Analysis

In the field of AI and explicitly the issue of the factual arrangement, a perplexity
framework, otherwise called a confusion matrix.[19] It is a particular table format
that permits the access of calculation the execution commonly an administered
learning one. If it is unsupervised learning then it is typically called a coordinating
network). In each of the algorithms we have used confusion matrix as a parameter
as–
From sklearn.metrics import confusion matrix cm = confusion matrix(y test,y pred)
So, from the confusion matrix is a parameter of machine learning algorithms by
which we can find out accuracy. By this matrix we will find that which algorithm
give the best accuracy.

Figure 6.1: Confusion Matrix

So, we have used four machine learning algorithms and a deep learning algorithm
where we have used two parameters for now. One is for scatter plot and another
one is for accuracy by which we can find out the best algorithm. We have used
Confusion Matrix in every algorithm to find accuracy.
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Table 6.1: Confusion Matrix of Algorithms

Algorithms Confusion Matrix

K-Nearest Neighbor
Y es No

Y es 1851 169
No 226 754

Random Forest Tree
Y es No

Y es 1923 64
No 157 856

Logistic Regression
Y es No

Y es 1769 251
No 390 590

Decision Tree
Y es No

Y es 2331 181
No 192 1046

Table 6.1 represents confusion matrix of each algorithms where we have used our
two outcomes having “Yes” and “No”. From the table we can see that KNN has
the best accuracy among the machine learning algorithms.

Table 6.2: Accuracy of Algorithms

Algorithms Accuracy (%)
Random Forest 92.60

CNN with ADAM Optimizer 90.00
Decision Tree 88.60

KNN 86.80 (for neighbor=3)
Logistic Regression 78.6

So, from table 6.2 we can see that Random Forest gives 92.60%, Adam 90%, De-
cision Tree gives 88.6%,KNN gives 86.80% and Logistic Regression gives 78.6% of
accuracy. Now we can differentiate easily that Random Forest which gives 92.60%
accuracy is the best machine algorithm for our predicted model.
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6.1 Reasons Behind Using Algorithms

For Random Forest as we know that it takes the average value of many decision
trees. Random forests consist of multiple single trees which are based on the train-
ing data of a random sample. Moreover, the Random tree reduces overfitting and
gives a more accurate result than the decision tree. From here we can go to the
conclusion that Random Forest is a better algorithm than decision tree and Ran-
dom Forest accuracy is the highest one. Next, we are considering to use Logistic
regression rather than using Linear Regression. In linear Regression, it consists of
a single straight linear line. So, all values separately distributed in two areas of
the straight line. But in the graph of the Logistic algorithm, we can see a curve
line for which Logistic could take maximum values to it’s position and gets bet-
ter accuracy than the Linear algorithm. Moreover, as our dataset is supervised so
logistic is the perfect one to use. Logistic Regression models is used for binary val-
ues as our output shows as binary (have diabetes=1 and no diabetes=0). Linear
Regression is used for numerical values. In addition, linear regression depends on
dependent and independent variables but for Logistic regression it is not mandatory.

We have used the KNN algorithm which is a non-linear and linear algorithm. Ba-
sically, as this is a non-linear algorithm it tries to take overall all types of data to
train and test. But for Linear Algorithm such as SVM, Naive Bayes etc. are linearly
distributed. In linear as it distributes randomly there is a high chance that it will
not be distributed perfectly and there could be an imbalance. KNN can detect both
linear or non-linear distributed data. So, it could be a very useful algorithm for any
kind of project.

Moreover, we have used CNN algorithm which is a deep learning algorithm con-
sists of layers. Each layer helps to squish the data to get an output. The best part
of using CNN is that there are hidden layers where all datas are trained and tested.
There are lots of algorithms that sometimes they miss value by default which could
be very useful for the result. Deep learning tries to work as human and layers work
as neuron. So, in CNN process the model tries to take almost every data from the
dataset.

6.2 Performance Metrics

Performance Metrics is a set of metrics used in the designed system to evaluate the
model. In a word, we measure the performance of machine learning algorithms using
some metrics including confusion matrix,sensitivity,specificity, Precision, accuracy,
F1 score, ROC curve, area under the ROC called AUC etc. In our research our
destination variable is ‘outcome’ which has a binary value. If the value of outcome
is ‘1’ then it means the patient has diabetes. If the value is ‘0’ then it describes that
the patient has no diabetes.
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6.2.1 Confusion Matrix

A Confusion Matrix is a popular example of the general performance of class fash-
ions. The matrix suggests us the amount of efficaciously and incorrectly classified
examples, compared to the real results (target charge) within the test facts. One
main benefit of using confusion matrix as assessment tool is that it permits more
precise analysis than percentage of correctly classified accuracy which can provide
misleading consequences if the dataset is unbalanced.

Figure 6.2: Confusion Matrix

This matrix is of dimensions n by n, where n denotes the number of classes. The ex-
cellent classifiers, referred to as binary classifiers, has only instructions: “yes”/”no”.
[7] The normal performance of a binary classifier is summarized in a confusion matrix
that shows cross-tabulated predictions and determined examples into four options:
True Positive, True Negative, False-Positive, False-Negative.

True Positive(TP): This includes all the instances which were positive and true
at the same time
True Negative(TN): This includes all the instances which were negative and true
at the same time.
False Positive(FP): This includes all the instances which were marked positive
but they were negative actually.
False Negative(FN): This includes all the instances which were marked negative
but they were positive instead.
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6.2.2 Sensitivity

It is also known as True Positive Rate (TPR) or recall. Sensitivity is calculated as
the number of True Positive Rate (TPR) divided by the summation of True Positive
(TP) and false-negative (FN). The best Sensitivity score is ‘1’ and the worst score
is ‘0’.

SN = TP/(TP + FN) (6.1)

6.2.3 Specificity

It is also known as True Negative Rate (TNR). Specificity is calculated as the number
of True Negative Rate (TNR) divided by the summation of False Positive (FP) and
True Negative (TN).The specificity score is better to have a higher value. The best
score for specificity score is ‘1’ and the worst is ‘0’.

SP = TN/(TN + FP ) (6.2)

6.2.4 Precision

Precision denotes the ratio of the true positive perception to the total predicted per-
ception which is the summation of True Positive (TP) and False Positive (FP).The
more high precision score leads to less false positive score. The best score for preci-
sion is ‘1’ and the worst score is ‘0’.

PREC = TP/(TP + FP ) (6.3)

6.2.5 Negative Predictive Value

Negative Predictive value shows the probability of not having diabetes. This score
is better if it is ‘0’ and and the worst is ‘1’. It is calculated by the ratio of the true
negative perception of the summation of True Negative (TN) and False Negative
(FN).

NPV = TN/(TN + FN) (6.4)

6.2.6 False Positive Rate

False positive is calculated as the ratio of false-positive rate and summation of false
positive rate and true negative rate. The best false positive rate is ’0’ and the most
exceedingly awful false positive rate is ’1’.

FPR = FP/(FP + TN) (6.5)

6.2.7 False Discovery Rate

It is a ratio which shows us the people identified for diabetes do not have diabetes.
It is calculated as the number of False Positive Rate (FP) divided by the summation
of False Positive (FP) and True Positive (TP). The best false positive rate is ’0’ and
the most exceedingly awful false positive rate is ’1’.

FDR = FP/(FP + TP ) (6.6)
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6.2.8 False Negative Rate

It is the rate of negative test scores for which an individual is being tested. It is the
rate of negative test scores for which an individual is being tested. It is calculated
by the ratio of false-negative to the summation of false-negative and true positive.
The best false positive rate is ’0’ and the most exceedingly awful false positive rate
is ’1’.

FNR = FN/(FN + TP ) (6.7)

6.2.9 Accuracy

Accuracy is calculated by the ratio of all true predictions to the total dataset.The
best score for accuracy is ‘1’ and the worst score is ‘0’

ACC = (TP + TN)/(P +N) (6.8)

6.2.10 F1 Score

F1 score is a mean score between precision and recall which is used to measure
statistical performance rate.

F1 = 2TP/(2TP + FP + FN) (6.9)

6.2.11 Matthews Correlation Coefficient (MCC)

It is a correlation coefficient that varies from -1 to +1. The best score for MCC is
‘1’ which shows the perfect agreement between the actual value and the predicted
value. If the value of MCC is ‘0’, it means the random agreement between predicted
and actual value. It is calculated as below:

TP ∗ TN − FP ∗ FN/sqrt((TP + FP ) ∗ (TP + FN) ∗ (TN + FP ) ∗ (TN + FN))
(6.10)

6.2.12 ROC Curve

AUC means the measure of divisible and ROC means a probability curve. AUC-ROC
basically helps the measurement of the quality of a model. In Machine Learning, [18]
execution estimation is a basic task. So with regards to an order issue, we can depend
on an AUC - ROC Curve. When we have to check or envision the exhibition of the
multi-class we use AUC and ROC to identify or picture the exhibition of the multi-
class order issue. It says that the model is characterized by the attributions.AUC -
ROC bend is a presentation estimation for order issues at different limits settings.
AUC represents the measurement of separability and ROC is a probability curve.
Higher the AUC, the better the model is at anticipating 0s as 0s and 1s as 1s.
Depending on the rate the higher AUC, the better the model is.
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Figure 6.3: ROC-AUC curve [25]

The receiver operating characteristic curve an X-axis (TPR) and Y-axis (FPR)
graph which is showing representing a classification model. The curve plots have
two parameters such as-

1. True Positive Rate (TPR)
Recall/ TPR/ Sensitivity= TP/(TP+FN)

2. False Positive Rate (FPR)
FPR = FP/(FP+TN)

6.2.13 Area Under Curve (AUC)

AUC shows measuring of better performance of the processes. If AUC is near 1 then
it has a good prediction of separability. If the model is poor then the AUC value
will be near 0. Moreover, if the AUC is 0.5 then it means that the model has no
class capacity to be seperated.

6.3 Model performance

In our model, we have used six algorithms- Random Forest, KNN, Decision Tree,
Logistic Regression and CNN. For each of these algorithms. We have measured some
performance metrics We have used an online calculator for getting the insight about
our model using these performance metrics. For this, we have used confusion matrix
values such as TP, TN, FP, FN and putting these values into several equations,
we have calculated sensitivity, specificity, precision, negative predictive value,false-
positive rate, false discovery rate,false-negative rate, accuracy, F1 score, Matthews
Correlation Coefficient, ROC curve and AUC score for each of the algorithms of
our model to predict type DM risk score. The table below shows the summary of
performance metrics we have used for each of the algorithms of our model.

31



Table 6.3: DM Risc Score using performance Metrics

Algorithm Sensitivity Specificity Precision Negative
Predic-
tive value

False pos-
itive rate

Random
Forest

0.9245 0.9304 0.9678 0.8450 0.0696

KNN 0.8912 0.8169 0.9163 0.7694 0.1831
Decision
Tree

0.9239 0.8525 0.9279 0.8449 0.1475

Logistic
Regression

0.8625 0.5780 0.8451 0.6117 0.4220

Table 6.4: DM Risc Score using performance Metrics

Algorithm False Dis-
covery
rate

False
negative
rate

Accuracy F1 score Matthews
correla-
tion coef-
ficient

Random
Forest

0.0322 0.0755 0.9263 0.9457 0.8336

KNN 0.0837 0.1088 0.8683 0.9036 0.6968
Decision
Tree

0.0721 0.0761 0.9005 0.9259 0.7746

Logistic
Regression

0.1549 0.1375 0.7850 0.8537 0.4486

Down below [26] we have used ROC-AUC curve in four algorithms - KNN, Random
Forest, Logistic Regression and Decision Tree
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6.3.1 Random Forest

Table 6.4 below illustrates the ROC of the Random Forest algorithm. The result
shows how Random Forest performs well for this problem with an accuracy of 0.9263
and AUC score of around 0.906. There is also a rise in F1 and recall score which
is 0.9457 and 0.9245 respectively. For predicting any disease recall or sensitivity
score has more impact than precision. Random forest is the best machine learning
algorithm for our model among the four.

Figure 6.4: ROC of Random Forest

6.3.2 KNN

Figure 6.5 illustrates the ROC of the KNN algorithm. We can see that KNN has
good accuracy of around 0.8683 but the AUC score is poor. The precision score is
0.9163 but there are higher values using Random Forest and Decision Tree. However,
the recall score is poor than Random forest and Decision tree. The sensitivity score
of KNN algorithm is 0.8912 which is quite good but we have better scores using the
other two algorithms.

Figure 6.5: ROC of KNN
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6.3.3 Decision Tree

Figure 6.6,below illustrates the ROC of the Decision Tree algorithm. The result
shows than Decision Tree performs well for this problem with an accuracy better
than KNN which is 0.90. There is also a rise in F1 and recall score which is 0.9259
and 0.9239 respectively. The AUC score of the Decision Tree algorithm is 0.886
which is better than KNN but poor than Random Forest. It will be a wise idea to
choose the Decision Tree algorithm for this model over KNN but the Random forest
will be the best choice.

Figure 6.6: ROC of Decision tree

6.3.4 Logistic Regression

Figure 6.7 illustrates the ROC of the Logistic Regression algorithm. We can see
that the accuracy of this algorithm is around 0.7850 which is very poor compared
to other algorithms. Therefore, the AUC score is also poor which 0.739 is. The
precision score is 0.8451 which is also poor .Moreover, the recall score is poorer than
all three algorithms. So, it will be a wise decision not to choose Logistic Regression
algorithm for our predicted model.

Figure 6.7: ROC of Logistic Regression
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Table below shows the AUC score of the algorithms we have used for predicting
type2 DM risk score.

Table 6.5: AUC score of machine learning algorithms

Algorithm AUC
Random Forest 0.906
Decision Tree 0.886
KNN (for n=3) 0.843
Logistic regression 0.739

From the table 6.5 we can see that AUC score of Random Forest is 0.906, Decision
Tree is 0.886, KNN is 0.843, and Logistic regression is 0.739 which are near 1 value.
So, we can say that our models have given good performance.

6.4 Comparative Analysis

To predict type II DM risk score, we have analyzed performance metrics using confu-
sion matrix. Among all the algorithm we have used, Random Forest gives accuracy
of 0.9263 and specificity of 0.9304.Therefore, sensitivity score is 0.9245 which is quite
good. We have also calculatedSensitivity, Specificity, Precision, NPV, FPR, FDR,
FNR, F1 score and Matthews Correlation Coefficient(MCC) for measuring perfor-
mance of Random Forest. All these values we have got for Random Forest are quite
good. After this, we have also implemented ROC curve and calculated AUC score
for random forest which is 0.906.

On the other hand, Decision Tree gives accuracy score of 0.9 and specificity of
0.8525 which is less than Random forest. All the scores of performance metrics are
still good but they Random Forest gives better scores for all of them. The AUC
score of Decision Tree is 0.886 which is less than Random Forest as well. Therefore,
we have also used KNN which gives an accuracy score of 0.8683 (for n=3) and speci-
ficity score of 0.8169 which is less than Random Forest and Decision Tree. All other
scores of performance metrics is less than Random Forest and Decision Tree. The
AUC score for KNN is 0.843 which is also less than Random Forest and Decision
Tree.

We have used another machine learning algorithm which is Logistic Regression. It
gives an accuracy of 0.7850.The specificity score for this algorithm is 0.5780 which
is not quite good. Besides, other scores of performance metrics is also not good.
AUC score of Logistic Regression is 0.739 which is less than all three algorithms we
have used.

Finally, after analyzing all these scores ,there is a clear indication that Random
Forest algorithm gives the best accuracy which is 92.63%.It gives the best score
forall of the data statistical analysis we have found in our project. The ROC curve
and AUC score is also higher than all other algorithms which is 0.906.
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Moreover, we have used CNN which is a deep learning algorithm. Using the al-
gorithm we have trained our whole dataset 150000 patient information. Through
the training we have used epoch = 1000. In every epoch the algorithm has trained
the dataset. After training we have got loss and validation. Finally, using ADAM
optimizer, we have received an accuracy of about 89.29%.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this project, we have used five algorithms – KNN, Random Forest Tree, Logistic
Regression, Decision Tree and CNN on the diabetes dataset from kaggle. We have
figured out the missing values from the data and replaced them with mean values
of the column using lda algorithm. Then we have performed statistical analysis on
the dataset using heatmap, boxplot, scatter matrix, histogram, and feature score.
After that, we have applied five algorithms to find out the best accuracy. We have
also applied several metrics and data statistical analysis to see the performances of
our selected models. After analyzing all these results we have come to a conclusion
that among all these algorithms we have used, Random Forest provides the best
accuracy for our predicted model. Random forest is the best algorithm for regression
or classification based problem and it handles binary or categorical features easily.
Therefore, in random forest, prediction speed is also faster than training speed, so
it will require less time as well. The sensitivity score of Random Forest is also good.
Our proposed system can be used in hospitals. Doctors can use this model to predict
risk scores of patient database and depending on the predictive result they can take
steps accordingly. The result may vary depending on the dataset but this analysis
will help to choose algorithms wisely that can predict the risk score of type II DM.
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7.2 Future Works

Our main goal was to identify the best algorithm that shows us the risk score of
diabetes based. We have applied for a dataset that is based on Bangladeshi diabetic
patients and we are glad to have permission to collect data. Meanwhile, we made
this model so that whenever we get our real data, we can apply that data set
into this model. The dataset we will be collect in the future will have 24 different
attributes of diabetes patients with more than five thousand instances. Our plan
is to apply feature engineering on that data set to see which attributes have much
impact on diabetes and identify that so that we can work on that particular part to
be careful with diabetes patients. In the future, we will also try to put MRMR [27]
feature selection to understand deeply about the dataset and analyze it. Also, we
are planning to work on the possible diseases that a diabetes patient can have such
as eyesight problems, cardiovascular diseases, kidney problems, etc. Moreover, the
number of diabetes patients is alarmingly increasing in the world and the number is
still on the rise. The doctor who referred us is also interested to work with us and
have asked to do the project through raw coding rather than using build-in tools.
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