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Abstract

Rice is a staple crop of Bangladesh and many metric tons of it are being destroyed
every year due to diseases. If the diseases can be efficiently and accurately classified
and recognized at early stage, the farmers can get the required help resulting in
better rice crop yields. Thus, in an attempt to better increase the rice crop, yield our
proposal is to make a website prototype system by using different machine learning
algorithms to analyze and recognize different rice crop diseases. By utilizing CNN
and its variations for the detection of rice plant diseases, we aim to guide individuals
and assist farmers in identifying the infected plants early. By doing so, automated
systems can be made to find out the infected crops and suggest diagnosis based
on the problems. The photographs of rice plant leaves are taken for brown spot,
Hispa and leaf blast diseases. We have used Convolution Neural Network (CNN)
which comprises of different layers which are used for prediction. In addition, we
have implemented other 4 CNN structures such as GoogleNet, RestNet-152 and
VGG19 which is 19-layer deep structure. On the other hand, the features from the
infected area are extracted using Histogram Oriented Gradient (HOG) features and
for distinguishing between their category these features were given to the Support
Vector Machine (SVM). To sum up, by experimentation we will be able to conclude
which structure or algorithm has the most success rate. As a result, by this approach
the information will be provide at the initial stage so that one can take necessary
steps at the beginning to prevent the rice plant diseases and minimize the loss of
production.

Keywords: Machine Learning; Rice Plant Disease; Detection; Prediction; ResNet-
152; Convolutional Neural Network
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Nomenclature

The next list describes several symbols & abbreviation that will be later used within
the body of the document

API Application Program Interface
BF  Brute-Force

CIELAB CIE L*a*b* is color space specified by the International Commission on
[Nlumination

CNN Convolutional Neural Network
HIS Hue Intensity Saturation

HOG histogram of oriented gradients
K NN k-nearest neighbors

NN Neural Network

ResNet Residual Network

RGB Red, Green, Blue

SIFT Scale-invariant feature transform
SOM Self-organizing map

SURF Speeded-Up Robust Features
SV M Support Vector Machine

VGG Visual Geometry Group

Y CbCr is Digital MPEG compression
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Chapter 1

Introduction

1.1 Motivation

Bangladesh is an agriculture dependent country. Rice is the primary food of the
people, accounting for approximately 93 percent of the entire meals produced, about
70 percent of common strength intake and 35 percentage household expenditure. It
has 85.77 lacs of hectares of fertile land according to the Bangladesh Bureau of
Statistics.13992874 metric tons of Aman rice was produced in the fiscal year 2017-
2018.The major step for reducing the amount of loss in the production and amount
of agriculture produced is to identify the diseases of rice plants. By using automatic
technique to detect the disease is useful as it reduces a lengthy time-consuming
works such as monitoring of crop fields, as it can detect the symptoms of disease
at a very early stage i.e. when observed on plant leaves. Plant disease detection is
necessary because it can increase yield of harvest if proper and timely precautions
are taken to treat the disease. The motivation behind our research arises from the
need to lower rice harvest wastage due to disease which will help to lower deficit of

food.

1.2 Problem Statement

Due to rice plant disease the living cost of a country is increased and lowers the
of quality and quantity of agriculture crops. Due to these two aspects occurring at
the same time can lead to affect the production of crops in the nation. These chal-
lenges have created a great interest among the researchers to discover involuntary
methods that can help to identify the diseases with great correctness related to rice
plants and help the stakeholders detect the diseases early to reduce economic loss.
Hence, the specific fertilizer can be chosen by the farmers. In addition, there are
many models to detect various types of plant diseases solving image classification
problems and machine learning techniques, such as [23],[25], [10],[2]. As we know,
in Asian countries rice is the vital crop [21] including [24]; thus, in this paper, we
have implemented CNN and its variants along with SVM to identify and detect rice
plant diseases in both early and current state of the plants. First thing to remember
only because rice plant diseases around 10-15% of rice production is hampered in
Asia [13]. According to studies it is can be deducing the major reason for rice plant
disease are fungus and bacteria.
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Figure 1.1: Rice Blast Figure 1.2: Leaf Brown Spot

In these days, deep learning techniques are used by many researchers due to its ex-
traordinary execution to classify images. The ability to execute feature engineering
by its own is the greatest benefits of deep learning technique and not at all like the
classic algorithms used to solve this problem. The most relevant deep learning tech-
nique for image classification is CNN. [21],[8]. The relationship between the layers
and set of spatial data of the picture is given by CNN. As a result, it is dependable
for the classification of images [3]. In addition, number of experimentation on rice
plant diseases with various CNN architectures is much lower comparing with other
experimentation with CNN in other fields. In [21], examined the capacity of CNN
to for classification of rice plant diseases.

However, experimentation with CNN is very challenging as CNN requires huge data-
set for training data for efficient training and gathering as well to classify the images
of diseased rice plants is a very challenging task. We have collected data set of 3
of the major rice plant diseases and implemented various CNN architectures to dis-
tinguish which has the most success rate. Whereas, the limitations with CNN we
have encountered can be beaten by the implantation of transfer learning. To begin
with, the existing trained networks are used by transfer learning on huge data set.
Therefore, for the current small data set it is useful to update weights [5]. According
to our research, this paper describes different models to identify rice plant diseases
using SVM and implementation of various CNN architectures.

To begin with, we will be focusing on the 3 of the major rice plant diseases which are
Leaf Blast, Brown Spot, Hispa, Firstly, Rice blast as shown in Figure 1 is a fungal
disease and the most common disease which has the higher percentage to occur than
any of the other rice plant diseases. It causes serious issue, particularly within the
zones where the safe assortments are not accessible and easily gets infected due to
bad environment. The dreadful the blast becomes the more it affects the plant. A
total of 779 images were gathered of rice plants which were affected by rice blast
disease.

Secondly, another important rice disease also caused by fungus named Leaf Brown
Spot. We were able to collect 523 images of plants having brown spot. The land
which has a lacking in silicon is more likely to cause Brown Spot and gets deadliest.
Brown spot, shown in figure 2 also has the major role to decrease the overall produc-
tion. Its major area to attack is leaf and leaf sheath. The affected areas might be
observed having measuring 0.5 — 2.0mm in size in an oval structure. This infection
might keep on affecting the plant during its entire lifetime.

Lastly, the leaves of rice plants affected by the Rice Hispa pest as shown in Figure



Figure 1.3: Rice Hispa )
Figure 1.4: Marks on the leaves

3(a) and the pattern is shown in Figure 3(b), can be recognize by the long line
marks that appeared on the surface of the leaf. There were around 565 images we
have collected as it is a very common disease and the steps to prevent it must be
done immediately. The adult’s pests and larvae of the rice Hispa are responsible
for the major damage and they usually cause harm to the upper side of the leaves.
The traditional way to detect only this is to holding the damaged leaf in bright
light or by touching the fingers and rubbing against them. Therefore, with simple
pictures of the leaves it might be detected and classify the disease in an efficient and
time-consuming manner and this is our major goal.

1.3 Objective and Contribution

Our objectives include Detection of rice plant diseases from images captured via
digital camera which were uploaded to a website. Work on detection of rice plant
disease are done via SIF'T or SURF to extract the features and then other machine
algorithms are used to classify the diseases such as KNN, SVM, Naive-Bayes etc.
Features extraction by Transfer Learning has not yet been done thus our contribution
is we will use Transfer Learning to extract features from the images. Hence, features
will then be fed to another neural network which will then classify the diseases.

1.4 Thesis Structure

Chapter 1: Introduction where motivation, problem statement, objectives and con-
tributions were discussed.

Chapter 2: In literature review, we discussed the previous work and related works.
We described about various works on detection of rice plant diseases via various
machine learning algorithms. We also discussed about Neural Network and how it
works describing some of the algorithm that are related to our project.

Chapter 3: We described about our proposed model and provided a workflow dia-
gram. There was a description data-set about how we pre-processed data and also
performed feature selection. There was a brief description about our model and also
about its detail.

Chapter 4: We discussed about the experiments we performed and analyzed the
results.

Chapter 5: It includes conclusion and the plan about our future works



Chapter 2

Background

2.1 Literature Review

In [24], researchers used a method called SIFT to extract key features and calculate
descriptors. Then for image classification, BoW (Bag of Words) is used to con-
vert extracted features identified by SIFT to words. After classification, they used
BF(Brute-Force) matcher to match the descriptors of a feature of the first set with
the second sets containing extra features. Lastly, SVM (Support Vector Machine)
was used to train and detect the disease-ridden rice leaves from a dataset.

In [1], for segmentation of images and to identify the diseased part of the leaves,
researchers used HIS (Hue Intensity Saturation) model. According to this paper,
with the help gray value of the pixels of spot images are fed as input and then for
classification Self-organizing map (SOM) neural network has been implemented.

In [19], image is pre-processed and clipping is performed to get the infected regions.
Smoothing filter function is used over the images and the contrast is enhanced. Then
the segmentation is done using Genetic Algorithm. For doing clustering to a set of
unlabeled points in N-dimension into K clusters. The segmented data is represented
as HIS color space.

In [17], there are two phases in detection of the diseases. In the first phase they are
using a feature extraction technique called SIFT to detect the disease, then they
have filtered the image at various scales. The second phase is disease recognition.
Haar-like features and AdaBoost classifier are used to identify affected regions of
the paddy plant. SIFT, k-NN and SVM are used to recognize the various categories
of diseases like brown spot, leaf blast and bacterial blight.

In [25], researchers used image processing, segmentation technique and classification
algorithm SVM. They used Otsu’s method to calculate all possible threshold values,
measure the spread for pixels to distinguish between foreground and background
and find the minimum spread. Using genetic method they tried to find the best
coefficients for RGB planes. They tried to extract feature from texture of the ob-
ject using Blob Analysis where the spread is minimum. Using Quantitative color
measurement they found the lesion in the leaf. Using supervised machine learning
(SVM) they plotted the features in n-dimensional space and found the hyper plane



to differentiate the two classes and thus finding the disease.

In [14][18], transfer learning is executed which is a method where the at the begin-
ning weights of CNN occurs from pre-trained network. Furthermore it is concluded
that on the small dataset transfer learning’s optimization is greater than training
from the starting position.

Ghaiwat in [22] for classification of plant disease demonstrate a survey on various
classification methods.In this paper it is discussed about the simplest of all algo-
rithm , k-nearest-neighbour for prediction of class and which is the perfect method
for given test example. Whereas, SVM is also impele ented and discussed about one
of the drawbacks of it. If training data is not linearly separable then to find the
optimal parameters will be very challenging in SVM.

Moreover author in paper [11] explained about the major four methods for develop-
ment of the processing scheme. Firstly, a colour transformation structure is created
for the input RGB image. As HSI is used for color descriptor that is why RGB is
used to generate color. It is also needed to transfer or to convert image of RGB.
Secondly, green pixels are masked and removed by threshold value. Thirdly, the
image is segmented from the useful segments that were extracted in previous step.
Lastly the main step concludes and make sure that the segmentation is done.

Mrunalini in [4] also discussed about the technique to identify plant diseases. Ac-
cording to the paper by machine learning based recognization system will boost
Indian Economy by saving money and time and also bye giving much less effort. To
begin with for feature set extraction is the color co-occurrence method. Here, neural
networks are used for detection of diseases in leaves. This approach is very efficient
and without giving much efforts in computation the accurate detection of leaf and
roots diseases can be found out.

According to [9] to identify plant disease histogram matching is executed. The
method deals with the edge detection and also colour for histogram matching tech-
nique as in plants the diseases occurs mainly on the leaves. For the training process
layer separation is implemented which have the training of the given samples. Hence,
by separating the layers of RGB image into blue, red, green layers. Furthermore, the
edge of the layered images are done using edge detection technique. For development
of the color co-occurrence texture analysis method Spatial Gray-level Dependence
matrices are used.

In addition, triangle threshold methods and basic threshold methods are well ex-
plained in [6].For detecting the infected area and also to segment the leaf area those
two methods are used. In infected region the triangle threshold and basic threshold
techniques are used. In addition, the leaf area is segmented. Lastly, by finding the
quotient of leaf area and infected area the diseases are categorized. Also the leaf
area calculation is executed by using threshold segmentation. To conclude the given
method is time consuming and very fast according to the paper for determining the
level of severity of the diseases. Authors in [7] introduce how disease spot segmenta-
tion can be detect in plant leaf using an algorithm of image processing techniques [7].
In this paper, by comparing the effect of HSI, CIELAB, and YCbCr color space the



disease is detected. Median filter is used for soothing the images. Lastly, calculation
of threshold is done by applying Otsu method on color component to find the dis-
ease spot. Moreover, CIELAB color model is used to remove the noises which were
due to camera flash and vein to minimize the limitations to obtain an efficient result.

Moreover, diverse methods of image processing techniques to detect plant disease is
presented in the paper [12]. Existing methods studies are designed to increase sub-
jectivity output and reduction resulting from naked eye observation through which
plant disease identification and detection is performed.

By considering the literature review, it can be deduce that to increase the efficiency,
researchers have explored and implemented various methods for rice plant diseases
detection build on conventional machine learning such as k-nearest neighbor, and
support vector machine (SVM) etc. Gradually, deep CNN is becoming efficient day
by day with higher success rate and more efficient result in classifying amongst the
classes. Though training period needs a lot of time but on the other hand, the
trained models can distinguish and classify images very easily and quickly. For
pattern detection with massive amount of data CNN is the perfect model nowadays.

2.2 Algorithms
2.2.1 SVM

The Support Vector Machine is a technique that uses machine learning in a super-
vised way. Which is applied when we have to classify between two or more groups.
The algorithm works by plotting all the data as points in an n-dimensional region
where n is the quantity of relevant features and the location of every feature corre-
sponds to a particular coordinate of that region. The next task of SVM is to find the
optimal hyper-plane that separates the two classes. To achieve maximum accuracy,
the hyper-plane is selected in such a way that most of the data points fall on either
sides of the plane since SVM is a binary classifier. The number of features available
from the training set can also give a rise to equal number of hyper-planes. For such
cases, the optimal hyper-plane is one when the margin between the data points is
maximum. This margin is calculated by doubling the difference between the hyper-
plane and the closest data. The ideal hyper-plane is chosen from the margins having
the highest value and no data points within its region. The higher valued margin
is selected to maintain a higher precision, since a lower margin can lead to higher
faulty classification.

b
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i
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Figure 2.1: Architecture of SVM



2.2.2 CNN

CNN (Convolutional Neural Network) is a deep learning algorithm which takes an
image as an input and extracts all possible features from the images making the need
for hand-engineered feature extraction obsolete. Compared to other algorithms, the
pre-processing complexity of CNN is much less. In the earlier algorithms, filters were
manually provided, but with server iterations of training, CNN has the capacity to
learn those filters by themselves. The CNN was designed according to the circuit of
neurons in the human brain. The role of CNN is to compress the images in way that
reduces processing complexities so that no features are lost and maximum accuracy
is achieved. This characteristic is essential when we want to create a model does not
only adept at extracting features but can also adapt to large datasets. The pooling
layer has the task of decreasing the spatial area of the convolved features. This serves
the purpose of decreasing the effort to minimize the dimension of the matrix still
maintaining matrix integrity. Max pooling and average pooling are the two types
of pooling available. Max pooling gives the maximum value that the kernel encloses
on the part of the image. On the other hand, average pooling gives the average of
every value that the kernel encloses. High-level features are learned from the fully
connected layer. Then the images are converted to a column to its reduced form.
These variables define the prominent features using provided numbers of iterations
using softmax.

24@48x48

8@128x128 24@16x16

1x256

Max-Pool Convolution Max-Pool Dense Dense

Figure 2.2: Architecture of CNN

2.2.3 Transfer Learning

A unique event can be perceived in numerous deep neural networks: in the starting
layers of the network, a deep learning model tries to learn a low level of features,
like detecting edges, colours, variations of intensities, etc. These features do not
seem to fall under a specific dataset or an errand because of no matter what type of
images we are processing either for detecting a lion or cars. In both cases, we must
detect these low-level features. All these features occur regardless of the exact cost
function or image dataset. Thus, learning these features in one task of detecting lion
can be used in other tasks like detecting humans. This is what transfer learning is.
Nowadays, it is very hard to see people training a complete CNN from the ground
up, and it is common to use any pretrained model trained on a plethora of images in
a similar task, e.g. models trained on ImageNet (1000 categories of around 1 million
images), and use features from them to solve a new task.
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2.2.4 GoogLeNet

This architecture uses masks of three different sizes for the same input image and
merges the idefntified classes to get a vigorous output. It is a neural network of 22
layers which helps to decrease the amount of params from sixty million in case of
AlexNet uto four million. To reduce the feature space a 1x1 conv2d is introduced
[16]. This architecture naturally selects the appropriate features by finding the best
weights when training of the network is ongoing.

Filter
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(b) Inception module with dimension reductions

3x3 convolutions

L]

x1 convalutions

33 max pooling

~—

~

Previous layer

(a) Inception module, naive version

Figure 2.5: Inception with dimensional reduction

This Fig. illustrates the multiple convolution with 1xl1filter, 3x3 filter, 5x5 filter,
and max-pooling layer.

There are multiple Inception modules combined to form a deeper network by which
high accuracy can be obtained. Transfer learning provides new training for GooglLeNet
and AlexNet Network to recognize new faults in the fabric. The image analysis pre-
trained network was trained using numerous images to categorize different fabric
fault including Knots, Foreign fiber, Oil stain, and Needle line among others [15].
Images are put to the nas input, and there is labeling of the objects in the images
making up the output on the basis of probabilities of every of the respective object
trajectory.



type pa:z_id‘, Wsil::l depth | #1x1 i::t: #3x3 z::cf #5%5 g params ops
convolution Tx7/2 112x112x64 1 27K 34M
max pool 3x3/2 56 x 56 % 64 0
convolution 3x3/1 56x56x 192 2 64 192 112K 360M
max pool 3x3/2 28x28x 192 o
inception (3a) 28x28x 256 2 64 96 128 16 32 32 159K 128M
inception (3b) 28 x 28 x 480 2 128 128 192 32 96 64 380K 304M
max pool 3x3/2 1414 x 480 0
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Figure 2.6: Googl.eNet architecture

2.2.5 VGG19

VGG is a convolutional neural network that takes an input image (224x224 RGB)
of dimension. For pre-processing, the mean RGB value is deducted from every pixel
that is calculated over the whole training set. The image is passed through an array
of N convolutional layers which uses 3x3 masks. To preserve spatial resolution a
spatial padding of 3x3 pixel windows with stride 1 was used. Five max pooling
layers are used to perform spatial pooling. Using a 2x2 pixel window of stride 2,
max pooling was performed. To make the model classify better and to speed-up
computation, ReLu is required to perform non-linearity function. Next, there are 3
FC layers, among which the first 2 have a size of 4096 channels each step, then the
3rd having thousand channels to perform all the way to detection. The last layer
does the soft max. In VGG19 there are a total of 16 conv2d layers and 3 FC layers.

maxpool = =
maxpool marpool maxpeo]
Depth 512 Depth 512 .
2 = e 80! ax
?de’ = 353 conv 333 conv
Depth 128 C* ‘3"’; Convd_1 Convi_L
313 comv o Convd_2 Covs 2 FCL FC2
Depth 64 Comv2_1 C""“]: Convd_3 Comvs_3
3x3 comv Conv2_2 o Convi_4 Convs 4
Comvl 1 Conv_4
Com1 2

Figure 2.7: Architecture of VGG19

2.2.6 ResNet-152

ResNet learns from residual functions by skipping over some of the layers. This
enables the residual networks to be optimized easily and gain increased accuracy
with depth. ResNet-152 has a depth of 152 layers. The convolutional layers contain



3x3 filters but, for an equivalent output feature map size, these layers contain same
number of filters; the feature map when halved the amount is made twice, it helps
to preserve the reduce the time complexity. For down sampling conv2d layer of 7x7
and stride 2 is use. finishes with a global average pooling layer and a FC layer of
a thousand progressive nodes and a softmax function to finish it all. Based on the
network, shortcut connections are inserted that turns the network to counterpart
residual version. With each increase in dimension the shortcut still performs char-
acter mapping, with additional 0 entries cushioned for expanding dimensions which
produces no additional parameters.

Feedforward

VGG_19 ResMet - 152

Neural Network

X7 conv, 64

3X3 conv, 64

12
{ ResMet -152 output

3X3 conv, 64 +VGG-19 output)

3X3 conv, 64

U

3%3 conv, 128 3X3 conv, 64

3X3 conv, 128

3X3 conv, 64

3X3 conv, 256 —

3X3 conv, 64 {onychomycosis

3X3 conv, 256 or not}

3X3 conv, 64

3X3 conv, 256

‘I,I‘I I I

i)

3X3 conv, 256

3X3 conv, 128

A

+ T
X3 conv, 128 .
3X3 conv, 512 petL)
3X3 conv, 512 152 layers
¥ 3X3 conv, 512
3X3 conv, 512 |
> 3X3 conv, 512
3X3 conv, 512 I
v I %3 con, 512/’]/
[ fc 4096 I T
R fcé

Figure 2.8: Comparison of architectures between VGG19, ResNet-152 and Feedfor-
ward Neural Network
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Chapter 3

Proposed prediction model

3.1 Dataset Description

3.1.1 Dataset

In this project we have used a dataset is collected from and online dataset repos-
itory called Kaggle. The images were already nicely labelled with related images
placed stacked together. It contained 3355 high quality labelled images with clear
background as shown in Table 3.1. It comprises of 3 classes of images for rice plant
leaves infected with Brown Spot, Hispa and Leaf Blast. Another class contained
images of healthy leaves. The images were then split into 3 sets (A) training, (B)

testing and (C) validation as show in the figure.

Class & No. of images | Training | Testing | Validation
Brown Spot 523 418 105
Healthy 1488 1190 298
Hispa 565 452 113
Leaf Blast 779 623 156

Table 3.1: Dataset

3.1.2 Data preprocessing

The samples in the dataset were already properly labelled and the background noise
was pretty low. We split the data into 3 parts for (a) Training (b) Testing (c)

Validation as shown in the Table 3.2.

(&) | Amount
Training | 80% | 2683
Testing | 10% | 2683
Validation | 10% | 336

Table 3.2: Data distribution

11




3.2 Proposed Approach

This section contains the proposed methodology for the detection rice plant disease
mainly Brown Spot, Leaf Blast and Hispa. Figure 3.3 shows the steps how the rice
disease should be identified from the data set. The labels denote each high-level step
that is performed in our proposed work without any specialized method i.e. various
algorithms were used for learning the data (CNN, SVM etc). The detailed process
will be discussed in the next part of this section.

nput Image of
disaased rice plant

Pre-processing [—— Feature Extraction

mage datasat of nce
age dataset of nce Machine Leaming

E raining —
d ?‘s]’n;s’ Tl Algorithms
diseases
Y #
Affected nce plant Healthy Piant
¥
Disease type

Figure 3.1: Proposed Approach

The main objective of the proposed methodology is to recognize the performance
methods in identifying Hispa, Brown Spot and Leaf Blast diseases of rice plants
apart from the healthy ones. For experiment, we are using the dataset of various
samples of rice plants from each category of diseases. Then the images are passed
through various steps: (A) Image Collection (B) Pre-processing Images, (C) Train-
ing Model (D) Detection of Affected Plants.

3.2.1 Image Collection

The images collected were already labelled in different folder. 10% of the images
were separated from the data set for validation. It was ensured whether the labelled
images were not false positives provided the given class. 4 folders representing 4
classes were used for the training phase.

3.2.2 Pre-processing Images

Different methods in our work required different image pre-processing steps. We
have experimented the values and looked for the best fit that supported better
accuracy for test results. Various methods have been employed to achieve better
diagnosis of rice plant diseases as discussed.
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Image Augmentation

Images used for training can come up of different size, orientation, rotation, shearing
and levels of zoom etc. We do not want these factors to hamper the accuracy of
our learning model. To solve this problem, we have employed image augmentation
technique to increase the training set by generating multiple variants of images from
a single one. The parameters we have used is show in Figure 3.2.

Figure 3.2: Augmentation Configurations

Image Normalization

For better recognition of images by the learning model we had to employ another
technique to increase the contrast of the images to create distinction between the rice
plants and the background. It helps to create consistency between image samples.
The normalization is done for NxN pixel image with the mean values of pixels
M1...Mn provided the standard deviation S1...Sn such that:

Input[channel] = Input[channel] /M ean|channel]/StdDeviation|channel]

The following values for Mean and Standard Deviation were used for image normal-
ization in our project as shown if Figure 3.3.

transforms.Compose([transforms.Resize(225),
transforms.CenterCrop(224),
transforms.ToTensor(),
transforms.Normalize([©.485, ©.456, ©.406],
[e.229, ©.224, 0.225])])

Figure 3.3: Image Normalization

Image segmentation: After preprocessing the images are converted to HSI model so
that we can extract the hue, saturation and intensity of each pixel. Boundaries are
used for 8-connectivity method.

3.2.3 Training Model

In image classification problems the traditional approaches have two steps in this
phase (A) Image Segmentation (B) Feature Extraction. As for most part of the
experimentation Neural Networks are used including several variants of CNN for
the image classification problem, models are trained in this phase via NNs. These
models are trained through series of convolutional layers, fully connected layers and
finally the output layer. The specification of each network is different from each

13



other.

As for general CNN; it has 3 stages- (A) The convolutional layer scans the images
pixels by pixels and creates a features map using filters. (B) Pooling happens after
the feature scans, each layers of pooling reduces the dimensions of the layers keeping
the crucial features and finally, (C) Fully-connected layers are formed when there
is a probable class detection. There are usually stacks of different quantity of con-
volutional and pooling layers in different orders before reaching the FC layers. The
process is shown in Figure 3.4.

Convolution Pooling Convolution Pooling Fully Fully Output
+RelU +RelU Connected  Connected perdictions

Figure 3.4: Training Model CNN

As a traditional machine learning method, SVM is used for image segmentation and
feature classification. HOG (Histogram of Oriented Gradients) is used for feature
detection as is describes the features as vectors provided the dimension of the image.
HOS highlights the useful information and reduces the focus on the less informative
ones. Then, the HOG descripted image can be fed to SVM to detect the model.
This traditional approach is still very powerful in detecting features from images.

3.2.4 Detection of affected plants

Convolution method of detection use of filter has been used for a long time. Classic
filters as Sobel (3x3) is used to detect edges effectively from sample images. As
shown in figure 3.7 the convolution between the sample image and the filter Gx, Gy
are used to detect horizontal and vertical edges respectively.

+1 0 -1 +1 42 +1
Gy=1|4+2 0 -2 *A and G,=|0 0 0 |xA
+1 0 -1 -1 -2 -1

But this filter works well with images with sharp edges but, not the sample image
with fading edges (gradient edge). In this scenario Scharr filter works very well when
convolution is applied with a sample image.

The numbers of these matrices are predefined and can be tested with various num-
bers. But, the goal of the CNN network is to find the best fit of numbers to these
filters. The series of convolutional layers learns the numbers that suits the best
for the training set. These layers are then pooled with various parameters until it
reaches the FC layer. These parameters can be stride, padding etc. Thus, if these
layers are known we can used prebuild layers of various variation of CNN. Out of
the numerous variants this project uses prebuilt ResNet-152, VGG19, GoogLeNet
CNNA variants and one custom CNN network to identify the diseased rice plants
from sample images as shown in Figure 3.5.
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Healthy (Hispa) Hispa (Hispa) Hispa (Hispa) Hispa (Hispa)

Hispa (Hispa) Hispa (Hispa) Hispa (Hispa) Hispa (Hispa)

— \

Figure 3.5: Identify the diseased rice plants
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Chapter 4

Experimentation

4.1 Support Vector Machine (SVM)

Our initial approach to analyze the dataset and making a model was to use Support
Vector Machine (SVM) as a classification algorithm. We converted the dataset
images into 256x256 image size and extracted gray from RGB colors and extracted
the histogram of oriented gradients (HOG) features out of it to run the SVM.

<matplotlib.image.AxesImage at Ox <matplotlib.image.AxesImage at O0x'
0 0

50 50

100 100

150 150

200 200

250 250

0 50 100 150 200 250

0 50 100 150 200 250

Figure 4.1: RGB to grayscale to HOG feature extraction

It extracted 69569280 vectors from matrix (3355, 20736). We used 80% of the
datasets as a training dataset and ran the algorithm.
As you can see it gave us an accuracy of 76%. It has a Macro Avg of 38% and

Accuracy: 0.7630402384500745

precision recall fl-score support

0.0 0.76 1.00 0.87 512

1.0 0.00 0.00 0.00 159

accuracy 0.76 671
macro avg 0.38 0.50 0.43 671
weighted avg 0.58 0.76 0.66 671

Figure 4.2: Accuracy and Confusion Matrix SVM

Weighted Avg of 58%. Which is very low when we are classifying on 4 classes of
Rice plant.
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4.2 Convolutional Neural Network(CNN)

After getting poor result in SVM we wanted to use Neural network as a classifier,
Convolutional Neural Network to be precise. We used PyTorch libraries, using same
datasets. From this point we wanted to use image augmentation to better data
preprocessing stage.We changed the rotation of the images, wide shifted the rage,
horizontally.

zoomed the images and for some we flipped the images
configuration to run on our model.

aug = ImageDataGenerator(
rotation range=30, width shift range=0.15,
height_shift_range=0.15, shear_range=0.15,
zoom range=0.2,horizontal flip=True,
£ill mode="nearest")

Figure 4.3: using image augmentation CNN

model.add(Conv2D(32, (3, 3), padding="same",input_ shape=inputShape))

model.add(Activation("relu"))

model.add( h lization(axis=chanbim))
model . add (MaxPooling2D(pool_size=(3, 3)))
model . add (Dropout (0.25) )

model .add(Conv2D(64, (3, 3), padding="same"}))
model.add(Activation("relu"))

model.add (BatchNormalization(axis=chanDim))
model.add(Conv2D(64, (3, 3), padding="same"))
model.add(Activation("relu"))

model . add (BatchNormalization(axis=chanbim))
model .add (MaxPooling2D(pool_size=(2, 2)))
model.add(Dropout (0.25))
model.add(Conv2D(128, (3, 3), padding="same"))
model.add(Activation( "relu"))

model.add (BatchNormalization(axis=chanbim))
model.add(Conv2D(128, (3, 3), padding="same"})
model .add (Activation("relu"))

model.add( lization(axis=chanbim))
model . add (MaxPooling2D(pool_size=(2, 2)))
model .add (Dropout (0.25) )

model .add(Flatten())

model.add(Dense(1024))]
model.add(Activation("relu"))
model.add(BatchNormalization())
model.add(Drapout(0.5))
model.add(Dense(n_classes))
model.add(Activation("softmax"})

Figure 4.4: CNN configuration

Used this

We used Rectified Linier Unit (ReLu) as a configuration for CNN and MaxPooling
of pool size (2,2). Used Sequential model and 30 epochs to run the algorithm which

we found suitable for running CNN.

Here we can find the accuracy is almost 75%. And we can see a validation accuracy

Training and Validation accurarcy Training and Validation loss
—— Training loss
0775 16 —— Validation loss
0.750 14
0725
12
0.700
104
0675
08
0.650
—— Training accurarcy 0.6
0625 —— Validation accurarcy
T T T T T T T T T T T T T T
0 5 10 15 20 25 30 0 5 10 15 20 25 30

Figure 4.5: Training and validation accuracy; and loss graph CNN

peek at 25th epoch which is too perfect so ran for 30 epochs. But still 75% is lower

than SVM.
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4.3 GoogLeNet

After some research we found a better version of CNN developed by Google named
GoogleNet which is inspired by LeNet. Going for the same image augmentation
operation for our datasets and here are the clipping of some images from datasets
after augmentation.

LeafBlast Healthy Healthy Brownspot Hispa

/

Hispa Hispa BrownSpot Hispa LeafBlast

N

Figure 4.6: Dataset images after image augmentation GooglLeNet

\

/

GongleKat |
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1), biaz=False)
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Figure 4.7: GoogLeNet Configuration

At this point we used high end GPUs from Google CoLab to fasten our training
process. Running the algorithm using 50 epochs we got the algorithm to hit 91%
accuracy.

Test Loss: 0.209819

Test Accuracy: 91% (307/336)

Figure 4.8: test accuracy of GooglLeNet

We hit the accuracy of 91% which is very high as we were continuously getting 75%
accuracy and found our research to be accurate.
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4.4 Visual Geometry Group (VGG19)

Through our research we found VGG19 to be one of the best algorithms for object
recognition. So, wanted to try running the algorithm to find if we could get better
results. To run this algorithm, we used Keras as a Library to get the implementa-
tion of the algorithm. Going through the same augmentation process we used this
configuration for the VGG with 19 Layers.

3), stride.(1, 1), padding-(1, 1))

2, padding=s, dilstion=1,
A .

1_mode=False)
» stride=(1, 1), padé: { 1)}

» 30, stride=(l, 1),

, 3), stride=(1, 1), pad

s 3), stride=(1, 1),

=2, strides2, paddingse,
, 3), st

2, kernel_sizea(3, 3), strides(1, 1), patding-(1, 1))

rue)
s 512, kernel size=(3,

paooing=e, dilation=1, cill_mode=ralse)

=15088, out_festu

s=48%8, blas=True)

ve)
inplacesralse)
tures=4095, out_features=4895, bias=True)

{5): Dropout(p=e.5, in =r3l5€)
{8): Linear(in_features=489, cut_features=1889, bizs=Trus)

Figure 4.9: VGG19 Configuration

EPOCHS = 20
INIT_LR = 1e-3
BS = 32

Figure 4.10: VGG19 Hyperparameters

For this approach we found 20 Epochs to be suit spot but found very fluctuating
result. Here is the graph for VGG19. Which gave us an accuracy rate of 75% which
seems odd for this algorithm.

Training and Validation accurarcy Training and Validation loss
078 { = Training accurarcy 055 = Training loss
—— Validation accurarcy —— Validation loss
077 054
076 053
075 052
051
074
050
073
049
072
. r v . v . 048
25 50 75 100 125 150 175 200 25 50 75 100 125 150 175 200

Figure 4.11: Training and Validation accuracy; and loss VGG19
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4.5 Residual Network (ResNet-152)

After getting disappointing result from VGG19 and to get better result than GoogleNet
we wanted to use a different approach of an algorithm using deep Residual Network
(ResNet). To be precise more modern version of ResNet which acts and performs
as if it has 152 Convolutional Layers using layer skipping algorithm yet has less
complexity than VGG19 which has 19 layers. Using PyTorch again as a library to
get the implementation of ResNet152. Going through the same image augmentation
we preprocessed our data and divided our data into training (80%), testing (10%)
and validation (10%).

ResNet (
[eonvl): Conv2di3, &4, kernel size={7, 7}, stride={2, 2), padding={3, 3), bias-False]
{bn1): BatchWormzd(&4, eps=ie-05, momentum=0.1, affine=True, track running stats=True)
[relu): Rell|inplacesTrue}
[maxpool}: MaxPool2d{kernel size=3, stride=2, padding=1, dilation=1, ceil mode=False
(layerl): Sequentialf
{0): Bottleneck(
(convl): Conv2di{64, 64, kernel size=(l, 1), stride=il, 1), bias=False)
(bnl}: BatchNorm2d(64, eps=le-05, momentum=0.1, affine=True, track_running_stats=True)
{eonvd): ConvZd{f4, B4, kernel size=(3, 3), stride=(l, 1), padding=(l, 1), bias=False)
(bnZ}: BatchNorm2d(64, eps=le-05 entum=0.1, affine=True, track_running_stats=True)
(eonv3): Conv2d|{€4, 256, kernel {1, 1), stride=(1, 1), bias=False)
(bn3}: BatchNormid(256, eps=le-05, momentum=0.1, affine=True, track running_stats=True)
{relu): ReLU({inplaca=True)
(downsample): Sequential{
(0): Convld(f4, 256, kernel size=(l, 1), stride={1, 1], bias=False)
(Ll}: BatchNormid(256, eps=le-05, momentum=0.1, affine=True, track_running_stats=True)
)

1
{1): Bottleneck(
(eonvl): Conv2d{256, &4, kernel size={1, 1), stride=(l, 1), bias=False}
{bnl}: BatchNorm2d(6d, eps=le-05, momentum=0.1, affine=True, track_running stata=True)
(eanv2): Convid{é4, B4, kernel aize={3, 1), stride=(1, 1), padding=(1, 1), bima-False}
(bn2): BatchNormid(6d, eps=le-05, momentum=0.1, affine=True, track running stats=True)
(conw3]: Convid|é4, 256, kernel size={1, 1), stride=(l, 1], bias=False}
(bn3}: BatchNorm2d(256, eps=le-05, momentum=0.1, affine=True, track running stats=True)
(relu): ReLl(inplace=True)
]
12): Bottleneck(
(eonvl): Conv2d{256, 64, kernel size=(1l, 1), stride=(l, 1), bias=False}
5-05, entum=0.1, affine=True, track _running stats=True)
3, 1), stride=(1, 1), padding=(1, 1), bias=False)
{bn2}: BatchNorm2d(6d, epas=le- aa, momentume0,1, affine=True, track_runnine stats=True)
(convi): Convid{64, 256, kernel mize=(1, 1), stride=(1, 1), bias=False)
(bni}: BatchNorm2d (256, eps=le-05, momentum=0.1, affine=True, track running stats=True)
(relu): RelU(inplace=True)

Figure 4.12: Single layer of ResNet152

Validation loss decreased (0.33331 --> 0.23744). Saving model ...
Epoch: 36 Training Loss: 0.31290 Validation Loss: 0.34869

Epoch: 37 Training Loss: 0.28707 Validation Loss: 0.30826
Epoch: 38 Training Loss: 0.27310 Validation Loss: 0.45088
Epoch: 39 Training Loss: 0.26B45 Validation Loss: 0.63444
Epoch: 40 Training Loss: 0.26908 Validation Loss: 0.39845
Epoch: 41 Training Loss: 0.29634 Validation Loss: 0.25491
Epoch: 42 Training Loss: 0.28249 Validation Loss: 0.38953
Epoch: 43 Training Loss: 0.25741 Validation Loss: 0.35588
Epoch: 44 Training Loss: 0.24248 Validation Loss: 0.38537
Epoch: 45 Training Loss: 0.26930 Validation Loss: 0.36976
Epoch: 46 Training Loss: 0.25265 Validation Loss: 0.26039
Epoch: 47 Training Loss: 0.23506 Validation Loss: 0.29833
Epoch: 48 Training Loss: 0.22954 Validation Loss: 0.20307
Validation loss decreased (0.23744 --> 0,20307). Saving medel ...
Epoch: 49 Training Loss: 0.26B43 Validation Loss: 0.35564
Epoch: 50 Training Loss: 0.23962 Validation Loss: 0.08683

Validation loss decreased (0.20307 --> 0.08683). Saving medel ...

Figure 4.13: Model generating phase for ResNet152

We used 50 epochs and ran the algorithm on our dataset and hit the accuracy of
99% which is very high. Which is better than a human making difference between
rice disease. At this point we got the algorithm we needed. Though it took ages to
build the model it ran the checking in seconds.

Test Loss: 0.009012
Test Accuracy: 99% (335/336)

Figure 4.14: ResNet-152 Test Result
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Chapter 5

Discussion

5.1 Qualitative Analysis

The number of classes used for training the models was only 4. Due to this, it
not surprising that some learning models performed very well. The images were
very clear and could be easily segmented using the HOG and deep learning models
implemented. Because of this, SVM has matched the accuracy rate of that of the
CNN models. As the number of classes increase, the CNN should outperform SVM
in all aspects.

5.2 Comparative Analysis

A major issue we faced in this project is overfitting. Overfitting happens if models
perform very well at classifying data from the training sample but performs poorly
on testing sample. Thus, resulting high variance and low bias. One of the reasons
that caused this problem is that the images used for training are fine tuned with
less background noise. 80% of the training images were used for training, 10% for
testing 10% for validation. All of pictures belonged to the same dataset with finely
tuned images. This led to very high accuracy results with ResNet-152, GoogleNet,
VGG and CNN. To overcome this problem, we have used separate images for val-
idation and optimize image augmentation parameters. Even then, GoogleNet and
ResNet-152 perform exceptionally well in predicting the outcome.

We calculated the accuracy of the data based on the following equation:
Accuracy = (TrueNegatives + TruePositives)/TotalImages (5.1)

ResNet-152 and GoogLeNet are very deep convolutional neural networks. They both
have top 5 records of a very low error rate with 3.57% and 6.67% respectively. The
architecture of GooglLeNet consist of 22 layers of convolutional networks and with
upto 4 million parameters. ResNet-152 has 152 convolutional layers with residual
connections. They both tend to have human level performance in predicting outcome
when trained correctly.
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Figure 5.1: Model Accuracy Comparison
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Chapter 6

Conclusion and Future Work

We as a nation depend on healthy rice corps as it is our staple food. We, now, do
not face the lack of rice crops in our country. However, rice Blast Disease alone is the
reason of the most damage, around 21.19%, in rice crops in Bangladesh [20]. Which
is higher than the damage inflected by rain in the monsoons, around 11.98%. Where
Bangladesh have around 20 rice diseases, and each having their own prevention and
remedies, classifying between them for a common farmer is very difficult and getting
help to understand the issue and solve them is very costly for them. This is the only
reason why we wanted to make a classifier to better detect rice disease and give the
opportunity to the farmers of our country to better produce rice crops and reduce
their damage. With 99% accuracy we are ensuring more than human level detection
of rice disease in seconds.

Though we are showing 99% accuracy rate, but we had a very short dataset that
had just 3.5 thousand images including healthy rice plants which is very short. If
we had a large number of datasets, we could have built a better model and better
detect the disease.

We are currently detecting only 3 diseases out of 20 rice diseases running in our
country. Because of one, we had the dataset for only those diseases and two, shortage
of time to collect datasets in large quantity for those verities of diseases.

In theory if and when we have dataset of rest of the diseases, we can run the
dataset through the algorithm we found perfect for detecting rice disease. However,
it is not true for now. We need to collect more dataset of rice diseases to run through
our algorithm and make our model ready for detecting those diseases.

We wanted to make a simple app that can be run on only camera phone with
internet which can be used by the common farmers of our country to take a picture
of their suspicious rice plant and show them their necessary process that they need
to take to prevent or resolve the disease. Which is not done because of the shortage
of time. In theory we can make a python REST API around the model to make the
backend of the app. However, it is not done yet. And we couldn’t build the app
yet. These are the work left for us or anyone taking interest in our approach to do.
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