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Abstract

Social networks have become one of the most important focuses for almost all Busi-
ness strategies due to massive increase of potential sales using Viral marketing. The
chief role played in these networks are the influential users, the actual market movers
in any critical networks. Finding these users demands suitable approaches to take
that oftentimes depends on the criteria of a social network along with the study of
user behavior. Target market can be referred to as a community of people who are
most likely to purchase some specific products and/or who have the highest odds of
spreading the product. They are most likely to buy the product, somehow be in need
of it or have a high record of being motivated by their idols, i.e. who they follow.
They tend to have some common demo-graphical and behavioral characteristics (in
that network) and thus the focus lies on what characteristics they share in that
network which the business is interested in. Viral marketing is popular nowadays as
it has its own business value. It can be termed as a strategy to find how customers
spread messages about the product with other people in their social network, like
the same way a virus spreads from one person to another. In this research proposal,
we focus on target or viral marketing by studying efficient influential user mining
procedures in twitter networks. We propose the famous PageRank algorithm and
Bayesian Inference to find the best influential users in the network.

Keywords: influence; viral; maximization; social network; Bayesian; PageRank.
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Chapter 1

Introduction

1.1 Background

Right now, mechanical progression, online networking is endlessly spreading among
us to speak with one another. Individuals are utilizing these interpersonal interaction
site on account of their accessibility, flexibility and easy to understand highlights.
Presently a day we have practically 7.7 billion individuals everywhere throughout
the world among them practically 3.484 billion individuals are dynamic in internet-
based life. From a research it shows that, in 2019 the normal time for utilizing online
life is two hours and 23 minutes in a day for each dynamic client. So, any substance
can spread through online networking rapidly as individuals are dynamic in these
stages. Additionally, individuals from different culture, religion, sexual orientation,
district or mindset can be found right now. We live in an era of technology and
science; and among all the technological inventions social networking is the one that
influence is the most in almost every aspect of our life. It affects our everyday
choices. Basically, word of mouth, sharing meme on the social network, and viral
marketing are all examples of how our social behavior can affected through social
network. These influences happen in social networks via sets of nodes. These sets of
nodes can easily reach the largest audience indirectly when propagating information
for various aspects. People in various socials networking sites like Facebook, Twitter,
Instagram gets influenced by some highly active nodes. Thus, take or change their
decisions. Here, to detect the nodes which have the highest influence over the
network is our main problem. Previously, there are no solutions available that is
learning based and detect the nodes all by themselves; those solutions were based on
a statistical report or databases; but our solution will be learning based. To detect
the most influencing nodes, we will choose the approach that will lead us to the
most precise results efficiently. For this we have chosen PageRank and the Bayesian
Inference approach to detect the influenced nodes. Because the by using PageRank
and Bayesian inference we can get many precise results without using much data.

1.2 Research Problem

Online networking is where individuals of everywhere throughout the world assemble
to speak with each other. So that, every type of people can communicate over here,
and they can search here their daily necessities. Moreover, on recent days most of
the people spend their leisure time on social media or online whatever we say. People
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not only spend their time, but they buy products from here getting influenced by
some influencers. Those are active people, or we can say that those are active nodes.
And this is one of the most common problem of online that to find out those active
users overall users. To find out by which nodes are mainly reason to influence other
nodes. Influence maximization is one of the basics problems on social media and its
an optimization problem. Influence maximization problem is the kind of problem
which can appoint a subset of k clients as (seed hubs) in a chart which could help the
spread of impact by amplifying the normal number of affected clients. So here some
methods living those influential nodes for maximizing the issue. Moreover, here the
system is learning based whereas some previous publications are not learning based.
Also, the uses of PageRank and Bayesian inference can make this research paper
different from others.

1.3 Research Objectives

There are billions of individuals use social media in their daily basis. The amount
of users is rising day by day. People like more spending their leisure here. Here in
social site, there are some active users who are followed by other users. They are
mainly are the foremost active users. But it is too hard to search out those users.
During this research paper, the main purpose is to detect those nodes from all other
nodes. Moreover, to spot those nodes is basic purpose as if it’s possible to detect
those nodes only then it is possible to succeed in main goals. Besides, the main goal
is to find the most active users from all other users on social media by applying some
useful methods. These methods help to know there are some nodes which are most
active, some nodes which are active and some nodes which are not active in social
site. This research paper proposes PageRank and Bayesian inference method which
is not used previously. Based on their impact weights and using the dataset, the
subset will form by utilizing PageRank calculation. Then apply Bayesian inference
in these subsets to decide the most active nodes in social site. Through Bayesian
inference the outcome will be more precise. The main objectives of this research
work are:

• We have to detect the active nodes in the networks that have the most influence
over people. Off all other approaches to detect the nodes we choose PageRank
and Bayesian inference method.

• We have to make out the system learning based. Previous solutions are not
learning based.
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Figure 1.1: Representation of nodes from a Social network

Figure 1.1 Here represents the node of social network. Here, the nodes are divided
into active, most active and inactive category. And the edges are describing here the
relationships or connectivity between the nodes. It shows that the “orange”-colored
node connects mostly with all other nodes and it makes its most influential. Then
the “green”-colored nodes are connected at most twice with other node, and these
are active nodes and the “blue”-colored nodes are just normal inactive nodes.

1.4 Scope and Limitations

Through this thesis paper we have tried to discuss how identify the most influential
nodes over the social site and those influential nodes are the most active users.
To identify those users, we apply here some methods. But here we have some
limitations. Like, in our thesis paper we used Twitter dataset, and it works in one
directional way. Someone can see anyone’s tweet only if he follows that specific
person over Twitter which means if anyone doesn’t follow then he cannot see any
tweet. But if we see into Facebook then we will understand that it works in bi-
directional way. So, here are the limitations of us, we can say.

1.5 Thesis Report Outline

The rest of the portion of this research paper contains as following. Chapter 2 de-
scribes the background study, and detailed literature review. It will describe the
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existing works on these topics and different types of methods. Chapter 3 portrays
the proper outlook of our dataset. This bit will contain the information about our
datasets, procedures that we followed to pre-process our data to make it usable for
further research. Chapter 4 contains the methods that we have used. It illustrates
about our proposed model thoroughly as well as the already established ones. Chap-
ter 5 gives us the result and analysis of our work. In chapter 6 we summarize our
work and give a hint of what we can do to move this research further.
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Chapter 2

Literature Review

Online life has been ending up being an incredible development since it was designed.
In any case, as the quantity of clients is expanding day by day, it has become very
hard to know that which nodes are active and which are not. For identifying most
active nodes here we apply some methods like Bayesian inference and PageRank.
There has been a research which is not that much broad in this specific field. A
portion of the significant research works are given underneath.

2.1 Maximization spread through SN

Social network consists of nodes and ties. Nodes are the individual actors within
the networks and ties are the connection between the actors. Influence maximiza-
tion basically decides the influential users who maximize the profit over the network
defined by the most number of nodes which will be activated by a given seed set. Ac-
cording to Kempe, Kleinberg, and Tardos, influence maximization is an optimization
problem which is mainly NP- hard under Independent Cascade model and Linear
Threshold model as well[1]. They proposed simple linear model where the answer
to the optimization problem is obtained and it will be obtained by solving a system
of linear equations. They also focused on related NP-hard models. NP-hard models
that are studied within the social network’s community, and procure the primary
provable approximation guarantees for efficient in a number of general cases.

In [12], main propose is finding an optimal set of influence users. One main propose
is to find an optimal set of most active user. However, it is hard to detect, use two
models used Linear Threshold model and Independent Cascade model. Both the
models are estimate in size and maximize the hardness. Besides, greedy algorithm
used to select influencers. The main goal is to identify social influencers a good
quality. So, here introduced new influence which combines influence indicators and
it maximized influence. Here, take into account the reliability of each and every
influence indicator and present distance-based process that helps to calculate the
reliability of each indicator. The measure of this impact is used with an influence
maximization model to elect some users which are actually able to maximize the
influence.
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2.2 Cost optimized influence maximization in SN

In this paper [15], The influence maximization problem means find to set seed nodes
that can help to maximize the influence. Here, the method word of mouth used as
marketing. Other models like an Independent Cascade model and Linear Threshold
model are used here. Also, greedy algorithm and heuristic methods used to solve
the problem efficiently. Target market focuses on split the market. In this paper,
here mainly focused on both target market and diverse profits and propose labeled
influence maximization problem. Moreover, in this paper some problems for labeled
influence maximization discussed and to solve that three approaches are used which
divided two categories. These are labeled new greedy, labeled discount. Also, the
new greedy algorithm uses to improve the ability of general greedy algorithm. More-
over, the new greedy algorithm degree discount heuristic which finds effective seed
nodes. The proposed maximum coverage system allowance for offline computing
influence potential.

In this paper [17], Nowadays social site is the only way to communicate people and
great research area. Influence maximization is one of the great areas for social net-
work research. One effect word of mouth uses here. Influence maximization problem
has many applications and maximum researches are based on those direction. But
here discussed RIM problem to calculate opportunity cost. RIM works like opposite
of influence maximization problem and for that R-RIM and RLT-RIM will be used
for solving RIM problem. Some more models like a linear threshold, independent
cascade, and cost-effective lazy forward. Here in this paper, also discussed multiple
products and also estimate the cost. In graph here consider each vertex user and
edge means relationship. The RIM problem estimates the opportunity cost. There
are some challenges like to set stopping criteria to handle three BNC’s and to handle
insufficient influence. The RIM problem consider as NP-Hard because it reduced
the RIM problem. The marginal cost is used here to find opportunity cost. MC
simulation for evaluating performance and degree centrally technique also used here.

2.3 Different approaches for influence maximiza-

tion

A comprehensive latent variable model is used here which captures community-
level topic interest, item topic relevance and community membership distribution
of each user. A collapsed Gibbs sampling algorithm which mainly uses for training
the model. Then they deduct community to community and user to user influence
strength. Finally, they introduce a community-based heuristic algorithm to mine
influential nodes which chooses the most active nodes with a divide-and-conquer
strategy [18].

In this paper [5], Influence maximization is one of common problem and word of
mouth used for promotion. Here, two models used Linear Threshold model and
Independent Cascade model. Both IC model and LT model is NP hard in influence
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maximization. Greedy algorithm used here which picks the maximum marginal gain
and adds it to seed set. But this algorithm has some drawbacks itself. One effective
algorithm SIMPATH used under linear threshold model for addressing those draw-
backs. Used two optimization which cut down the number of calls which happened
in first iteration. Secondly, using look-ahead optimization that basically address
the problem and keeps running time of the subsequent iterations small. Moreover,
backtrack algorithm uses for computing all simple paths. Here, they use four real
world data sets to evaluate the ultimate performance of SIMPATH.

The basic idea of influence maximization is to select influential users among users
to maximize the total influencer. Here, presents that conduction model that unifies,
generalizes and extends the existing non-progressive models which also includes non-
progressive in Linear Threshold and Voter model. As in Linear Threshold model and
Independent Cascade model can’t capture reversibility of choices. So that, this new
model presents in this paper. To solve the influence maximization problem with
scalable established the sub modularity of influence spread. Also, three essential
properties are working to maximize influence the work can done within very short
time even if here used thousands of nodes [14].

In this paper [11], PageRank algorithm is implemented on signed social networks
and then the integrated PageRank was imposed to study influence maximization.
Main goal of this paper was to find a smaller subset of nodes for influencing the
largest number of people. Classic voter model was used to determine positive and
negative relationships between nodes. As the basic PageRank algorithm cannot
compute in signed networks because there are edges both negatives and positive.
That’s why an Integrated PageRank algorithm is used. Because the social net-
work is dynamic, that’s why there’s a timestamp. Certain calculations are used to
measure the above-mentioned aspects and changes should be treated as norms not
exception using temporal smoothness principle.

In this paper [13], here basically proposed about a bounded linear approach for in-
fluence computation and influence maximization. Their work basically divided into
two parts: first one is- to give the description about the influence propagation by
using a linear and traceable approach; second to maximize social influence by using
Group PageRank. A set of the most influential nodes basically traced by linear
and bound and both are scalable over the large-scale social networks. Previously
Independent Cascade and Linear Threshold models require running Monte-Carlo
simulation for a significant number of times. It’s very time-consuming, also not
capable for a large scale.

In this paper [9], Social influence on maximize viral marketing, and has been one
of the most worked topics now. Social influence basically means the behavioral
transformation of one person and it is caused by his/her relationship with people
or network. User’s impact is weighted based on their shopping behavior and the
influence in the social media. By choosing the influential leaders there would be
huge improvement in the marketing process, reduction in expenses and so on. In
viral marketing there have mainly two modes of active and inactive. At the begin-
ning, each neighbor is inactive . If every neighbors of the node choose the marketing
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product then that node will change into active mode.

In this paper [19], Knapsack based solution under linear threshold model is also
used to resolve reverse influence maximization problem efficiently and optimize the
seeding cost. Influence maximization checks which nodes are activated by the seed
nodes whereas, the reverse influence maximization look into by whom the seed nodes
are activated. It has better seeding cost using the greedy optimization. Moreover,
KRIM model uses linear threshold model in the reverse order for the node actuation
process. Node activation procedure is concluded by the influence decay concept in-
dicating the impact of influence is reduced with the hop distance from the influence
node.

In this paper [10], an influence maximization problem is considered which might
solve by the link activation under the Independent Cascade model. Unlike the
previous papers, the decision variable that they can choose for maximizing the in-
fluence spread are the active links in the network. They used link activation for
influence maximization under the Independent Cascade model. The goal of this
paper is maximizing the final influence dissemination under a limited budget. To
solve this problem, they propose a heuristic associated with a cost-degree coefficient.
Furthermore, experimenting on a real network shows that their methodology works
effectively and efficiently.
In this paper [6], they propound the labeled influence maximization problem, which
main target is to discover a set of seed nodes. The maximum spread of influence can
be triggered on the target customers in a labeled social network. Three algorithms
are proposed to solve such labeled influence maximization problem. The label infor-
mation is widely available over current social networking services. For solving the
labeled influence maximization problem under the independent cascade model, they
declared three approaches. Two methods, Labeled New Greedy and Labeled Degree
Discount, are modified to consider the targeted labels and profits.

2.4 Influence Maximization on Target Users

In this paper [16], it determines about formulating algorithms that aim for maxi-
mizing influence unto target users over the social networks based on the IDCF and
influence spreading paths. In diffusion information on social networks, diffusion cost
is gained here. Information diffusion cost function (IDCF) considerd as the number
of times then a message is being expanded. It is a function of the quantity of steps
in the graph that the message moves through and the normal number of times the
data was shared at each progress with respect to the amount of influencers. Target
clients are important in viral marketing in light of the fact that the data is diffused
to them, which needs to reach them in limited time cycle and least diffusion cost
as well. This problem goal is to identify the minimal seed set of influencers. It
is figured under both the independent cascade model (ICM) and linear threshold
model (LTM) whereby a node propagates an data based on a probability.

In this paper [4], they applied a set of algorithms, including general greedy, hill-
climbing and centrality-based algorithms, on the real-world social network which
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mainly identify the key users with better influence. They also proposed an approx-
imation searching algorithm based on the heuristic’s information from the above
methods. In this paper, they choose to identify key users through the online social
network of Epinions. On Epinions, users can give his review and rate the products
which they have purchased or used. Firstly, they randomly choose m users from the
network. Secondly, they applied centrality such as degree and betweenness. The
two measures describe different dimensions of centrality in social networks. Degree
centrality-based algorithm work well in all experiments in their model which is even
better than the general greedy and hill-climbing in different points.

2.5 Influence Maximization on Large-Scale SN

In this paper [8], a novel frame that take advantage of the temporal dynamics of
the network to choose an optimal subset of users which maximize the marketing
influence over the network. Users are selected based on intrinsic value of user and
connectivity value of the network. The intrinsic value mentios to the individual
attributes of an individual user while the connectivity value calculates the network
structured as a whole. Also, they discussed “Influence flow”- a function of live edges
i.e. Probability of a user getting influenced is proportional to the number of live
edges.

2.6 Scalable influence maximization

In this paper [3], Influence maximization is the problem which is basically finds a
small set of most influential nodes over the social network, so that their total influ-
ence in the network is maximized. It has application on viral marketing and here
companies promote by using word of mouth. Some social sites are also important
platforms. Here, social network demonstrated as directed graph where V means
edges and E means relationships. In Independent Cascade model, each edge has an
activation probability and influence propagate by activated nodes and also active
their nodes which are inactive. On the other hand, in Linear Threshold model there
has weight on edge and vertex have threshold and vertex only active weighted sum
of active neighbors crossed certain threshold. Moreover, a new heuristic algorithm
used and it works faster than greedy algorithm.

In this paper [2], they used a new heuristic algorithm which is faster than the
greedy algorithm and it is more scalable. Moreover, other heuristic algorithm does
not provide satisfactory performance. They mainly focused on running time and
influence spread of algorithm. Moreover, this new heuristic algorithm makes the
scalable solution and it can work with large number of graphs and also performs
well. The new heuristic algorithm outperforms far better than any other algorithm
which is used in previous paper. The main idea of this algorithm is use local bore
scene structure of each node to approximate the influence propagation. By using
MIA model (maximum influence arborescence) this heuristic algorithm works.
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Chapter 3

Methodology

With a purpose of making a model that will be able to detect the most influential set
of nodes in a social network, we have come across several methods that can be used
to do it. Social network is a large domain. In it there are hundred and thousands of
nodes connected with each other having various types of interactions. That is why
we shortened our research to only finding the influential nodes of a network based
on some specific criteria.
Methodology can be referred as a course of action of procedures used in a particular
region of study or activity. The system depicts the wide philosophical supporting
to our picked investigating methods, including whether we are using subjective or
quantitative procedures, or a fusion of both, and why. Sometime we get our expected
outcome just following one methodology vis-a-vis one algorithm. Moreover, we might
need to merge two or more methodologies in order to get the expected outcome.
Now, which methodology to follow depends on several variables. First of all,the
dataset and complexity of the dataset . If the dataset is larger , then we need to
find a way that does the job in a comparatively less time. On the contrary, if the
dataset is of adequate size we need to focus on accuracy.
Furthermore, methodologies do vary on parameters that are being used and the
techniques of data pre-processing. We have partitioned our work into several sections
to obtain the results accurately. They are as follows:

• Data set

• Data set pre-processing

• Data set extraction

• Problem Formulation

• Apply Kempe-Greedy Algorithm

• Apply PageRank Algorithm

• Apply Bayesian Inference Model

These subsections are described below:
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3.1 Dataset

Data collection is the essential and most basic work is informational index assort-
ment. Mainly this is the most challenging part during the whole research to collect
all those data according to our research. So, it was hard for us to collect all the
data. As our work mainly revolves around social media, so dataset collection from
those social sites was the first impediment that we had to face because of the pri-
vacy issues. Also,it might be easier to collect data-sets from various non-authorized
websites; but it would not fit our criteria. Two of the most famous social networking
sites are Facebook and twitter. Unfortunately Facebook does allow researchers to
use their data. On the other hand twitter does allow researchers to use their dataset.
We collected Higgs-Twitter dataset from Stanford University. The dataset met our
needs; though it needed some prepossessings to make it usable for us.

3.1.1 Higgs Twitter Dataset

The Higgs dataset has been made in the wake of checking all the spreading struc-
tures on Twitter beforehand, during and after the assertion of the disclosure of
another particle with the features of the unobtrusive Higgs Boson on fourth July
2012. Here we use directional networks those are available and have been extracted
by monitoring the user activities. In this research, we use Higgs Twitter dataset
and we use 4 datasets here which are Higgs mention dataset, Higgs reply dataset,
Higgs retweet dataset, Higgs social dataset. We use Higgs network dataset as it
fulfills our requirements. By using Higgs dataset, we can modify it by our own
way. And also, Higgs dataset matched our criteria by which we can fulfill our aim
to research. The interactions that are present amongst the nodes can be labeled
as RT(retweet),MT(mentions) or RP(reply).Each and every link between them is
directed. They represent the connections between them.In this dataset, direction
between every nodes depends on the application by and large. As such, somebody
assembles a system of how data streams; at that point the bearing of RT must be
turned around and the clients whom referenced in retweeted tweets are considered
as mentions.

3.1.2 Dataset Description

From Stanford University’s resources, we found out four data-sets; each containing
one attribute of a node. They are- followers of a node, how many times they have
been mentioned, how many retweets they have got and how many replies they got.
The dataset we have now is quite illustrated. The dataset that have the followers
number has 456626 nodes and 14855842 edges between them. This refers that these
nodes have 14855842 number of relations between them. Similarly the Retweet
Dataset, the Mention dataset and the Reply dataset have 256491 nodes and 328132
edges, 38918 nodes and 32523 edges and 116408 nodes and 150818 edges between
them respectively. The nodes of these data-sets also contain cycles between them.
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Name of the dataset Number of Nodes Number of Edges Number of cycles

Follower 456626 14855842 83023401
Retweet 256491 328132 21172
Reply 38918 32523 244
Mention 116408 150818 23068

Table 3.1: Attributes of Higgs-Twitter Dataset

3.2 Data Pre-processing

Our goal is to find influential nodes in a social network. That’s why we need a
dataset that consists of every possible interactions between two nodes. Those in-
teractions can be of any kind. For example, if we consider twitter, we can have
some relationship between two nodes(here, a node means a user) like, ”follows”,
”replies”, ”retweets”, ”likes”, ”mentions”, ”hit counts” etc. Each of the interactions
can be used as a parameter for our research. Among all these parameters, in our ex-
isting dataset we have ”follows”, ”mentions”, ”replies” and ”retweets” interactions
between them. Here are some visual representations of first 100 nodes our existing
data.

Figure 3.1: Visual representation of Higgs twitter-Retweet

Figure 3.2: Visual representation of Higgs twitter-Reply
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Figure 3.3: Visual representation of Higgs twitter-Mention

3.3 Dataset Creation

As the dataset was huge in number we had to break it down to 5000 nodes for all
the interactions. That is why we needed to create our own dataset from the existing
one. Because among the four portion of our dataset, the least amount was nearly
40,000 nodes and 32523 edges between them. That is why we decided to take 5000
nodes from each of the portion and make it feasible for us to proceed further. To
do so, we broke down our job into two parts:

1. Data Extraction

2. Data Merging

3. Creating a New File

3.3.1 Data Extraction

From these huge number of nodes we decided to take 5000 nodes for our research.
For that we have made a program that can take all four files and a specific num-
ber and that will create new four files with exact amount of nodes that we have
already mentioned. Our four files were named as HiggsRT, HiggsRP, HiggsFl and
HiggsMt.These four files and hundreds and thousands of node. Here is a snap of
how our data looked like in an .edgelist file.
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Figure 3.4: Snap of Higgs-Reply edgelist File

Here, the data represents who has replied to whom. For example node 161345 has
replied to 8614; and the remaining 1 is the edge value between them is 1, which is
uniformly given to all the nodes of all the other portions of the dataset. In the next
step we merged these three files.

Figure 3.5: Snap of Higgs-follow edgelist File

Here, the data shades the light on which node has connection with which node in
terms of ”follow” relation. For example, node 1 has relation with all the correspond-
ing nodes. That means node 1 has this much number of followers. We use this data
to calculate their followers and their influence weight in later stages.

3.3.2 Data merging

Then we took the four files that were extracted in the previous step and merged them
altogether. Here, we needed to keep in mind that, there will always be a possibility
of a node being present in ”reply”,”retweet” and ”mention” portion simultaneously.
Also it may be present in at least one of those. In addition if a node is not present
in any of these three portion, we look for it in the ”follows” portion whether it is
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there or not. To remove this problem, we had to look at the first three portion all
together to be accurate in our findings. we merge them together in a new listArray
named Allnodes[].

3.3.3 Creating A New File

We check all the nodes in Allnodes with the ”follow” portion. After that we amal-
gamated each nodes with its follower number and the three attributes that we have
extracted already. Then a new .csv file was created. Here is a snap of the newly
created csv file.

Figure 3.6: Snap of the new .csv File

It illustrates that, node 1009 has a retweet from node 1001, node 1011 has a reply
from node 1002 and node 1018 has been mentioned by node 1001. This .csv file also
shed lights on which node has how many followers. We needed all these information
to move forward. By creating this new file, we got all what we needed to proceed
further.

3.4 Problem Formulation

3.4.1 Kempe’s Greedy Algorithm

The social network is represented by a directed graph G whereas u → v refers the
existence of an interaction from node U to node V. It can be anything, such as
retweets, mentions etc. According to Kempe’s greedy approach [12], for the maxi-
mization of influence from a node depends on whether a node is active or not. Also,
whether a node can activate its neighboring nodes or not. Here it is first focused
on the case where a node can be activated from being inactive. The procedure will
look somewhat as follows from the perspective of an initially inactive node V : as
time goes by, more and more of V ’s neighboring nodes gets activated and this may
cause V to get activated.

In the Independent Cascade Model, we start with an initial set of active nodes,
and the procedure gets going as follows. When node V first becomes active in stept;
it is given a single chance to activate each currently inactive neighboring nodes W.
Then it can be succeeded with a probability of Pv, w which is a parameter of the sys-
tem and independent till now. This implies that, if W has multiple newly activated
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neighboring nodes, the attempts to make them activated is done in an arbitrary
sequential method. If V succeeds, then in the next step, i.e. in stept + 1 , W will
become active. But if V does not get activated , it can never activate its neighbor-
ing nodes in W in corresponding steps. This continuous until there is no activation
left. As a result, the problem of finding a best seed set in IC model is NP-hard to
approximate the most influential set to within better than a factor 11/e[ [12]].
If we consider we have an an Independent Cascade model GIC = (V , E , p) and a
constant integer K, find a seed set φ0 ⊆ V -of K-numbers , such that the final
influence spread (φ0)is maximized, then we get :

φ0 = argmax
φ0⊆V

{σ (φ0) ‖φ0| = K (3.1)

3.4.2 PageRank Algorithm

PageRank is invented by Larry Page and vastly used in Google. Google’s PageRank
technology plays a significant role in how any link or information shows up in search
results. Understanding how this ranking system works will help us to find the most
influential seed set of nodes in a social network.
To begin working with PageRank algorithm we must first understand the PageRank
equation which is as follows:

PR (pi) =
1− d
N

+ d
∑

pj∈M(pi)

PR (pj)

L (pj)
(3.2)

Here , d is damping factor, N refers to the total number of pages and PR refers to
the PageRank value of a page. It implies that the summation of all the PageRank
value will be computed in accordance with the page number that a certain page
contains. In our social networking context, we will consider nodes as pages and
page number as the link number a node has with other nodes surrounding it. Also,
we have to keep in mind about the damping factor, d.

3.4.3 Bayesian Inference

Bayesian Inference can be termed as a method of statistical inference in which we use
Bayes’ theorem. The main goal of Bayesian Inference is to find the probability of an
event as more evidence or information becomes available. This revealed information
can be termed as “prior” knowledge. Bayesian Inference can also be derives as
the posterior probability as a result of two or more events. TO continue using
this inference in our proposed model we first need to understand what does Bayes
Theorem imply to.

P (A|B) =
P (B|A) ∗ P (A)

P (B)
(3.3)

Where,
“A” means for any hypothesis whose probability may get affected by the prior knowl-
edge.
“P(A)” stands for the prior probability. That means before observing the data what
probability our hypothesis A had.

16



“B” is the events or evidence that will have effects on the P(A).
“P(A—B)” derives the posterior probability. It is the probability of A, after B is
observed.
“P(B—A)” the probability of observing B given A. It is also called the likelihood.
“P(B)” is sometimes termed the marginal likelihood or ”model evidence”. This fac-
tor is the same for all possible hypotheses being considered.

In our proposed model, we considered a directed graph denoted as G. We assume
there are hundreds and thousand of nodes in that. There will be nodes that maybe
interconnected with each other via directed edges. This implies that, the connected
nodes are somehow getting influence by one another. So, we make a new graph from
it by following the equation:

P (Xi|Y1,2,3,...) = IPXi ∗ IWXi (3.4)

Here, X is the node that we will be focusing on, Yi are the nodes that are influencing
the node Xi , IP means Interaction Probability and IW stands for Influenced Weight.
This denotes the fact that the node Xi will be influenced by the node Y1, Y2,Y3,. . .
.
In the next step we apply Markov’s blanket theorem in a modified way so that
it counts a node, its parents and the parents of the parents instead of the child’s
parents. Then for all the nodes in the network, we apply Bayesian inference in the
context as follows:

P (Xi) =
∑
j

[((P (Xi|P (Xj) ∗ P (Xj+1) ∗ P (Xj+2) ∗ . . .)] ∗ P (Xj+1) ∗ P (Xj+2) ∗ . . .)

(3.5)
After getting the probability of each node we set a threshold and by doing union
over all the seed nodes we get our result.

3.5 Algorithms

In this paper, to find the most influential set of nodes we have applied two estab-
lished algorithms at first; namely Kempe-Greedy Algorithm and PageRank. Later
on, we developed an algorithm of our own. In our proposed model we have imple-
mented Bayesian Inference which has been tested with the dataset that we have
already pre-processed. The dataset has been extracted from Stanford University.
The paragraphs that follows describes our methodologies for each of the algorithms.
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For Kempe-Greedy Algortithm:

Figure 3.7: Workflow Diagram for Kempe Algorithm

For PageRank Algorithm:

Figure 3.8: Workflow Diagram for PageRank Algorithm
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For Bayesian Inference:

Figure 3.9: Workflow Diagram for Bayesian Inference

3.5.1 Kempe Algorithm

Kempe-Greedy algorithm is established by David Kempe. It basically follows a
greedy approach to solve a problem. We all know , a greedy algorithm refers to a
paradigm which follows an algorithm and that implies to solve the problem piece
by piece. In this process, we have to keep in mind that we have to choose the next
piece so that it offers more obvious and immediate benefit in reaching the ultimate
solution.
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Figure 3.10: Representation of an example in Kempe’s Context-01

Greedy solution a problem can be defined with hundreds and thousand of examples.
As our context is to fine most influential nodes in a social network, for instance,
let’s consider the following example. A person named X[fig 4.4] has a product to
sell. So he informs all his followers about his new product. To reach the ultimate
goal he also tells his followers to inform others too. All these were happening in a
normal method, without any calculation.
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Figure 3.11: Representation of an example in Kempe’s Context-02

Suppose another person Y[fig 4.5] wants to do the same thing, i.e. to sell a product.
So he followed a greedy approach. He started to inform his followers in from p1. Just
like previous person X, he also informs his followers to inform their respective ones.
So, p1 informs his one follower. Now as Person Y is following a greedy approach, he
breaks his solution into pieces. In this case, each piece of solution can be referred
as to inform each of his followers. So, he has to perform the next piece of solution
where he has obvious and immediate benefit. He then considers informing p2 and
Sakib-Al-Hasan. In this case, p2 has no follower and Sakib has a few ones. So, he
informs Sakib, because he can inform his followers. As he has more followers than
p2, this step was of obvious and immediate benefit. That is how Greedy algorithm
works.
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Figure 3.12: Kempe Greedy Algorithm

To execute this algorithm perfectly, we need few functions. IC(Independent Cas-
cade), Neighbour Finder and Kempe-Greedy. Among them Kempe-Greedy is the
most important one. this function call IC function to find the new activated nodes.

NeihhbourFinder- This function is called in the IC function to find the nodes that
are corresponding to a specific node. Neighbour node refers to all the nodes that
only on edge away from the given node. This function finds them and returns them
in an arrayList.

IC(Independent Cascade)- This function is called in the KempeGreedy function
to search for the activated seed nodes and their influence over the social network.
First it takes in a graph, threshold of probability and number of simulations as
input. Then on the graph, it takes one node and search for it’s neighbour nodes. It
also checks if they are activated or not to make sure there is no repetition of nodes
in the arrayList that this function will return.

KempeGreedy - This is the function that calculates and compares each of the seed
set’s influence over the network and place them in the output arrayList. First of
all it takes a set of nodes and calls IC function on them to find out their influence.
The n it compares this value with the existing one. If the new value is greater then
it puts the seed set in the output arrayList and if not, it takes the next node and
do till the number of iterations that has already been set. After that we get an

arrayList of seed set and their corresponding influence in the network by using a
Greedy approach.

3.5.2 PageRank Algorithm

PageRank is an algorithm used by Google in their search engine results. This algo-
rithm defines what will be a page’s rank in the search result. Basically, This result
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is based on how many links a page does contain. The links importance plays a huge
role in determining the PageRank.

Figure 3.13: Representation of an example in PageRank’s Context

To understand how PageRank algorithm actually works, we can think of two person:
person X and person Y. Let’s assume, person X and Y knows or has a link with 4
and 10 person respectively. So, their PageRank value will be 1/4=0.25 and 1/10=0.1
respectively. In PageRank algorithm, the lower the value is, the higher position it
gets on ranking.That’s why person Y will be positioned higher in the ranking.

Figure 3.14: Representation of an example in PageRank’s Context-02

As mentioned before, not only the connections or links play a role in determining the
PageRank value, but also the importance of the link has an impact on the PageRank.
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Again, if we consider the same two persons as mentioned above , but this time, if
among the 4 persons, person X has links with, two of them are Cristiano Ronaldo
and Lionel Messi, then the PageRank Value of person X will be lower than the other
one. And he will be ranked higher in ranking.
Now, in our research’s context, PageRank algorithm will work by following these
steps:

1. Initialize the PR value of each page to 1/N ; where as N= number of total
pages in the network.

2. Choose a node randomly. Calculate it’s PR as follows:

PR(a) =
∑ PR(a node which is connected to chosen node)

number of outgoing links the node has

3. For each node calculate PR() value in every iteration. After every iteration
the sum of PR() values of every node should be 1.

4. After a certain number of iteration, the lower the PageRank value, the more
likely it is to be appeared in search result.

3.5.3 Bayesian Inference

In Bayesian inference, here we split our task in some subsections. Like,

Calculate Weighted Probability of a node

The first step is to identify the weighted probability of a node given the nodes which
are influencing it . We will identify it based on influenced weight and interaction
probability. We have followers’ number in our dataset which is used as weighted
influence.
The formula will be- p(A/BC) = interaction Probability *Influenced weight
p(Xi/Y123. . . ) IP of Xi IWxi ; which means Xi will be influenced by Y123. . .

Applying MST

After that, we will apply MST into our dataset to remove the cycle as in Bayesian
inference can not be used in cyclic graph. MST stands for minimum spanning tree.
But in our research we will be applying maximum spanning tree. Because, we need
maximum route to know which nodes are influenced most. We have to identify the
edge value to remove the cycle.

The steps of maximum spanning tree are given below:

• Create a new graph to which our version of MST will be saved.

• Arrange the edge values from higher to lower.

• Take the highest value. Enter the nodes that are connected to with it in the
new graph.
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• Then take the second one and so on. Only if the both the nodes are already
added in the new.

That’s how we will be able to remove the cycles.

Modified Markov blanket

The Markov blanket for a node in a graphical model consists of all the variables that
shield the node from the rest of the network. Mainly, a Markov blanket consists of
a set of states, internal and external states which conditionally independent of one
another. For example, any variable A, A is conditionally independent of B, given
another variable, C, if and only if the probability of A and B given C can be written
as p(A/C) and p(B/C). But here in our research, Markov blanket consists with a
node, its child, its parent and parent’ parents. Normally Markov blanket does not
work like this way but we modified it like this way for our twitter dataset as it works
in that way.

Influenced Probabililty of a Node

We modified because as we took here Twitter dataset so if we took child and parent
of child then it will not able to work and not give us expected result. So, we applied
the Markov blanket in a modified way. Mainly, Markov blanket used for specific
area identification. For example, we consider A as a node now we will identify its
area by applying Markov blanket. As we don’t need other nodes area identification.
So, for that reason we use Markov blanket.

Then the total probability of a node A given B and C are its’ influencer is given
below:

p(A) =
∑
p(A|BC)(p(B)p(C));

Then we have to choose a threshold. Then according to that threshold, we will cre-
ate several sets of nodes.Those nodes who have the most influence over the selected
ones will be in this threshold. Then from those nodes we will take the parents who
are influencing them.

After that, we union the parents of those nodes which are more influenced. Because
these parents are most influential and that is our goal, to fine the most influential
user. Here, we have 8 nodes and we mention them as A, B, C, D, E, F, G, and H.

For example, if we add like this then,

Node RTA, RPA, MTA ...
A
B 9 1 8...
C
.
.
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Here, RT means retweet, RP means reply and MT means mention. Then it means,
B is an influencer of A; A is influenced by B with 9 RT, 1 RP, 8 MT.
If there is at least one kind of interaction; for example, A is influenced by B with 1
RP.

Then the row has to look like this:

Node RTA RPA MTA
A
B 0 1 0

if there is no influence from B to A then the row will look like,
Node RTA, RPA, MTA ...
A
B
Here, the slots can be empty.

Now,
PnI[0] will hold P(Node 0/Influencers)
The Node 0 here will be corresponding to Node A in the data.A’s Influencer’s are
B and C.
So, PnI[0] is P(Node 0/Influencers) which is P(A/BC).
PnI[1] is P(Node 1/Influencers) which is P(B/ B’s Influencers).

After that, we are computing PnI[0] which means we are computing P (A/ BC).
Firstly, we figure out who influences A and we find that is B and C is the influenced
A.
We will be able to figure out that by seeing A’s column.

So, for PnI [0] A’s column will only be counted as we look for which rows are not
null.
It means RTA, RPA and MTA, we see which rows are not null for RTA, RPA and
MTA and we got B and C.

Now we want to sum B and C row values for RTA, RPA, MTA, let that is si.
Then we compute B’s row for RTA, RPA, MTA, let this be s.
So, now to compute B’s Interaction Probability, we divide s/si.

We store B’s Interaction Probability in IpE[1], as b corresponds to 1.
Now we compute C’s row for RTA,RPA,MTA, let this be s.
So now to compute C’s Interaction Probability, we divide s/si.

We store C’s Interaction Probability in IpE[2], as c corresponds to 2.

for IwB, we divide B’s follower by summation of all follower.
for IwC, we divide C’s follower by summation of all follower.

So now, we have got IpE and IwE after those iteration.
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Now, we compute PnI by this formula –
IpE [1] *IwE[1] +IpE[2]*IwE[2]

But we need the summation of Follower column and for that we apply some formula.

For identifying A,
we need B/B+C *IwB where B/B+C consider as IpB.
We need C/B+C *IwC also.

For any influencers B/B+C; each i or sum of i will consider as IpE and Influence
weight(IW)consider here as IwE.
So the calculation for A will be to find-

p(A/Influencers)= Sum of IpE*IwE for all the Influencers.

That is how we calculate a node’s weighted probability given the nodes which are
influencing it.

Now, if we are given a sample data like this-

Figure 3.15: Sample Dataset
After doing some calculations, we get interaction probability and influenced weight
of the sample data.

27



Figure 3.16: Interaction Probability of the Sample Data

Figure 3.17: Influenced weight of the Sample Data

After that we apply MST and remove the cycle. Then we create the blankets of the
nodes consisting of the child, parent and the parent’s parent.
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Figure 3.18: Blanket of Node0

Figure 3.19: Blanket of Node1

Now, let us find out the P(0) and p(1) by calculation then match it to the result
which we get from the code.
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Weighted P (0/12)= (interaction probability of 1* influenced weight of 1) +
(interaction probability of 2* influenced weight of 2)
= (0.2727272727272727*0.0967741935483871) + (0.7272727272727273*0.06451612903225806)
=0.07331378299

We know,
P (0) = P (0/12) P (1) P (2)
Now,
P (1) = P (1/6) * P (6)
P (1/6) = 1.0*0.12903225806451613

Here, P (6) & P (7) = 1/6
In this blanket, we are seeing that there are six nodes.
Among them node 3,6 and 7 are not edges who does not have any dependency.
Therefore, the values of the edge nodes are 1/6 respectively without any dependency.

So,
P (1) = P (1/6) *P (6)
= 0.12903225806451613 * 1/6
= 0.02150537634

P (2) = P (2/7) *P (7)
= 0.161290322588064516 * 1/6
= 0.02365591398

Now, P (0) = P (0/12) P (1) P (2)
= 0.07331378299*0.02150537634*0.02365591398
= 0.0003729687191

Again, P (1) = P(1/6) *P (6/4) *P (4)

Here,
P (1/6) = 1.0* 0.12903225806451613
= 0.12903225806451613

Then,
P (6/4) =1.0* 0.1935483870967742
= 0.1935483870967742

P (4) = 1/5

In this blanket, we are seeing that there are five nodes.
Among them node 0, 7 and 4 are not edges who does not have any dependency
initially.
Therefore, the values of the edge nodes are 1/5 respectively without any dependency.

Now, P (1) = (1/6) *P (6/4) *P (4)
= 0.12903225806451613 * 0.1935483870967742* 1/5
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= 0.004994796928
We will now check this calculations with the code.

Figure 3.20: Result of the Sample Data

The results match with the codes. After that, a threshold is selected which shows
the most influenced nodes thus from their parents we get the desired seed sets.

Figure 3.21: Seed Set of the Sample Data

3.6 Implementation

3.6.1 Kempe Algorithm

We used Python3.7 as our programming language and Spyder Notebook as our IDE
to run our Program. To apply Kempe-Greedy algorithm, we had to use the dataset
that we have already created. We extracted all the attribute in our dataset for
instance, ”mentions”, ”replies”,”retweets” and ”follows”. Nonetheless, we do not
need these attributes in performing Kempe-Greedy Function. We are using only the
”followers” section of our main dataset ”out.csv” file for this greedy approach. We
are correcting the orientation of the ”out.csv” file thus creating the pag_kem_data

for running the Kempe algorithm on it. We need to find out the connections between
each and every node. Because Kempe-Greedy function activates a set of nodes given
on a specific threshold.
We need some built-in library functions to get our expected result. that is why we
import three libraries :

• networkx

• numpy

• matplotlib.pyplot
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Independent Cascade Function-

Figure 3.22: Independent Cascade Function

We define a function named IC. IC stand for Independent Cascade. This function
takes a graph, seed set, a threshold probability and number iterations as it’s input.
IC function takes the seed set and calculates it’s influence over the graph and it’s
neighbours. It also takes in the probability and how many times it should do the
same thing over and over again.
We make an arrayList named ”spread” where we will store the nodes that have been
calculated. It does the same thing for the number of iterations that has already
been given to it. It creates a list named ”new active”. Here we store the nodes that
have been activated recently. By using ”Neighbour finder” function we can find the
corresponding neighbor nodes of a specific node in the graph. Then we check if
any of the neighbouring nodes can be activated. If yes, then we put them in the
”new active” list. Also, we have to check, whether it has already been added to the
list or not to reduce redundancy.
As last step of this function, we add the selected nodes to the arrayList named
”spread”.

Neighbour finder Function

Figure 3.23: A function to Find Neighbour

Neighbour finder function is basically doing as it’s name suggests. It finds the
neighbour of a specific node. It creates an arrayList named ”targets”, where it
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saves all the neighbouring nodes from the ”new active” list. And returns all the
neighbouring nodes of a specific node as an arrayList.

Kempe-Greedy Function-

Figure 3.24: Kempe-Greedy Function for Algorithm

This is the most important function of this algorithm. This algorithm returns a
seed set that has maximum influence and their influences over the network. This
function takes the directed graph, number of seed nodes, threshold probability and
number of iterations as input.
First of all it creates to arrayList naming ”max spreads” and ”ultimate seed set”.
Now for each node, it does the exact same thing for exact number of times that it
has been told. We initially set the values of best node and best spread to -infinity
to compare and get the ones with highest value. We created a list named ”nods”
which comprised only with the nodes that are left in the graph after removing the
ones that are present in the ”ultimate seed set”.
After that we call IC function on each and every node and get their influence value.
We then just compare each and every existing node’s influence value with the new
calculated one. If the newly calculated one is higher than the previous one, we swap
the node and influence value. If not, we move forward to the next node in the ”nods”
list.
After doing this exact thing for all the nodes we get ”ultimate seed set” and their
maximum influence over the network.
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Main Handler Part-

Figure 3.25: Main Handler of Kempe-Greedy Algorithm

In the main handler part, we set the seed set number as k=15; means it will give
us the best 15 set of nodes as output. We also set the threshold probability as 0.2
and number of iteration as 50. We load our main dataset and then we created the
directed graph of the dataset using nx.Digraph() method form the library. Then
we run the ”kempeGreedy” function. This function has the other two function as
nested in it.
This will give us the set of nodes, their influence and the graph of their influence over
the network. This is how Kempe-Greedy Algorithm works over a social network.

3.6.2 PageRank Algorithm

We used Python3.7 as our programming language and Spyder Notebook as our IDE
to run our Program. To apply PageRank we used the dataset that we have created.
This new dataset has 5000 nodes and all the attributes that we needed. Though
this dataset have many attributes such as, ”mentions”, ”replies”,”retweets” and
”follows”; but to apply PageRank we only need the connections or so to say degrees
of the nodes.
In the beginning we had to import some libraries into our IDE. They are

• Networkx

• matplotlib.pyplot

• islice from itertools

First of all we import the Higgs-twitter dataset into our project. The dataset is in
.csv file format which is out.csv. We are correcting the orientation of the csv file
thus creating the pag_kem_data for running the pagerank algorithm in it.Now we
had to make a graph out of it and also run the PageRank algorithm on it as follows:

Figure 3.26: Making A Graph From The File
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Here, from networkx library’s ”nx.read edgelist()” function is being used to explore
the connected edges in the .csv file and by using ”nx.DiGraph()” function we can
put it in a directed graph. After making a graph we make a dictionary file that has
all the nodes in the graph. In the process of creating a dictionary file, the PageRank
algorithm was run on it. As a result the ”pgr g” file has all the nodes along with
their PageRank values. The graph for the new .csv file looks like this:

Figure 3.27: Directed Graph of The New File

Also another important aspect of this algorithm is ”The Damping Factor”. It is a
click-through probability of a graph. It is a common phenomena that a graph will
have some nodes that has no out-degree as well as no in-degree. Depending on the
algorithms, these types of nodes creates an infinite loop. This is called a ”sink”. The
purpose of the damping factor is to prevent these sinks (i.e. pages with no outgoing
links) from ”absorbing” the PageRank’s of those pages connected to the sinks.
It is common to see that an infinite surfer would have to end up in a sink given
enough time, so the damping factor allows a heuristic to offset the importance of
those sinks. to prevent these sinks, we manipulated the PageRank’s equation as
follows:

PR(a) = 1+d
n

+ d ∗
∑ PR(a node which is connected to chosen node)

number of outgoing links the node has

The PageRank equation has ”1+d/n” in the front to calculate the dumping factor.
Now if the dumping factor is set to ”1”, then, the person clicking will click forever
and they will always end up in a sink. In this case,the first term is discarded. The
second term, given an infinite number of iterations to convergence, is equivalent to
finding the steady state of the Markov chain representing pages and links. If it is
set to ”0”, then all clicks are random restarts, which are uniformly distributed (the
1/N coefficient in the first term) by definition. That is why the dumping factor for
our research is set to 0.85 to prevent all the sinks in the graph.
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Figure 3.28: Sorting The Dictionary File

After getting the new Dictionary File we noticed that, in the dictionary file all the
nodes are in a serial matching with the descending order of the PageRank value. But
we needed the values in ascending order and the nodes according to the ascending
order of the values. That is why we used ”sorted” function to get our expected
result. As it was a dictionary file, that means the nodes and and the values were
altogether. And we needed to sort the values only. That is the reason to use the
”lambda” function which allowed us to sort only the value portion of the file.

Figure 3.29: Code of Finding Seed Set with it’s PageRank value

After sorting the dictionary file, our next step would be to set a threshold and find
that much number of nodes. Here we decided to find best 15 nodes that has the less
PageRank Value. That is how we can find most influential nodes by using PageRank
Algorithm.

36



3.6.3 Bayesian Inference

The pseudo-code for Bayesian Inference algorithm is given below:

Figure 3.30: Pseudocode for Bayesian Inferenece

Here, if we are given a node A and its parents are B and C. Then P(A) will be,

P(A)= P(A/BC) *P(B)*P(C)

So, when node_probability it is given node A and its blanket.
First of all, we need P(A/BC).
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Figure 3.31: Blanket A

In Parents= node.in_Blanket.parent(); it is giving B and C.
This means that it is finding the parents of node A.

In the next step the for loop ’each parent in parents’ is taking the parent
one by one.
The first parent is B.

c= Compute_conditional_probability(Node, each_parent);

This means it will call Compute_conditional_probability with A and its parents,
in our example With A and B, then A and C.

Now it will compute the Compute_conditional_probability by multiplying
IP*IW and return the result in S.

So, now s=s+c
s=0+c
s=c

Again, the for loop starts and now it is taking C as a parent computing
IP*IW which is saved in c.

Thus, it saves the value with the earlier value which was saved in s.
That is how we get P(A/BC).
We need P(C) and P(B) now.
We will call node_probability with each parents of A.
parent_prob=node_probabilty (Blanket, each_parent);

Which means in this example, the code will call node_probability with
Blanket and node B and then again node_probability with Blanket and node C.

As P(B) is a corner node and it has no dependency it will go in the if con-
dition.
Th result will be 1/Blanket.nodes.
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Same condition will go for C.

The result will be saved in parent_prob.

ans= ans*parent_prob;

here in ans the P(B) and P(C) will be saved.
Lastly return s*ans which means P(A/BC) *P(B)*P(C) is returning.
If B and C had any dependency then it would not go in the if condition.
Then the same else loop will happen.

This is how the Bayesian Inference algorithm works.
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Chapter 4

Results and Analysis

In this research paper our target was to find most influential users in a social network.
To achieve our goal we used two established algorithms: Kempe and PageRank.
And by exploring several sectors of influential user mining, we came across that
there was not enough work done in this sector by using Bayesian Inference. So we
decided to propose a new model, that integrated Bayesian Inference and Markov
Blanket altogether to give us the result.

4.1 Kempe Algorithm

The main goal of using Kempe-Greedy function is to mine the seed sets of a
social network that has maximum influence over a social network. Kempe’s greedy
function puts more focuses on the neighbour activation on a given threshold. A
greedy algorithm, as the name suggests, can be termed as a process that will always
choose the next best possible way to solve any problem. This implies that, with a
view to having a solution that will be globally optimal, this greedy approach will
make a locally-optimal choice in the first place.

We have already discussed how Kempe-greedy algorithm works. It chooses seed
sets and run IC(Independent Cascade Function) function on them to find out the
influences the seed sets have on the network. Then the seed set with maximum
influence is considers the most influential seed set of nodes from that network.
We set the probability to 0.2 to search for nodes that are activated in between this
threshold. And we also set the damping factor to 0.85. Damping factor prevents the
sinking of the nodes in a graph. In the handler part of the code, we set the value of
“k” to 15. That refers that , this greedy-algorithm will give us the best 15 seed sets
according to their influence. Also we have to set the value for number iterations.
With these values, IC will be called upon the graph as many times it has been set
to. IC will activate the suitable nodes and will check which are the other nodes that
can be activated with the first one. IC sets the neighboring nodes to an uniform
probability. This process in one of infinite loop. That is why , we have to set a
threshold. As soon as the seed sets between the given threshold are found, then
Kempe-greedy Algorithm is run on each of the sets. The function of kempe greedy
is to find “k” number of nodes in the new graphs.
After finding seed sets of the given parameter, It gives us the output as follows:
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Figure 4.1: Seed Set For Kempe

This are the seed sets for Kempe which are most influential one.

Figure 4.2: Child response Probabilty of Kempe

Total child response probability IS 4.719893433494587e-73.

Figure 4.3: Graph of Kempe

Kempe: with k=15 Given 0.2 probability and 50 iteration, Kempe seed set is 88,
1988,...8. This full set is the most influential one.

4.2 PageRank Algorithm

The sole purpose of using PageRank Algorithm was to find the seed set of most
influential node in a social network.Google’s PageRank algorithm put more focuses
on the link that a page carries. Similarly, ours also find the best nodes on the basis
of in-degree and out-degree edges of a nodes. As in our implementation part, we
wanted to find out the best 15 nodes from our dataset, we set the value to 15.
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Figure 4.4: Seed Set For PageRank Algorithm

This 15 has the highest influence among other nodes. We all know now, that the
less the value, the higher rank the node gets in the ranking. Here 2555 has highest
Pagerank value. On the other hand 2014 has the lowest value. That is how PageRank
algorithm finds the best seed set for most influential user in a social network.
The graph output of PageRank is as follows:

Figure 4.5: Output Graph For Pagerank Algorithm

The graph from the PageRank algorithm shows us the least number of node has
the least number of PageRank value. In the graph, the X-axis denotes the node’s
serial number and the Y-axis denotes the corresponding PageRank value.The graph
indicates that the nodes that are selected earlier will have the least PageRank Value.
And the least PageRank value a node gets, it is most likely to be present in the list
of most influential nodes in that very network. In the graph; X axis, k(=15) most
important nodes where 2555 is most important as it has the highest PageRank value.
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4.3 Bayesian Inference

As we have already discussed, In bayesian inference there are several steps in between
getting our target output.
In a graph there are several nodes and few other other nodes are influencing it so our
first step was to identify the weighted probability of a node given the nodes which
were influencing it. We calculate the weighted probability of each node by keeping
in mind the value of retweets, replies or mentions one node gets from the other ones.
Also, there may be some cases where a node won’t be having any weighted quality
because it has no interaction with any other node in the graph.
When we imported our newly created dataset to our code to find out the weighted
probability of each node we found out the results as follows:

Figure 4.6: Weighted probability of Node78

If we look at the results of not 78, we got to know that node number 78 retweets
784, and node number 2280. Also no number 78 are being influenced by node, 2477
and node 550. Here IpE means interaction probability and IwE means influence
weight. The results of note 78, we also got to know that the influencers i.e node784
and node550 have IpE of.5 each and IwE of 0.000885 and 0.0006265 respectively.

Figure 4.7: Weighted probability of Node769

Now, if We look at the results of note, 769, we will see that it has no influencer or
influencee, that is why, it has zero influence over the network.
Here are few more snapshot of our result of the first step.
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Figure 4.8: Weighted probability of Node4665

Figure 4.9: Weighted probability of Node799
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Figure 4.10: Weighted probability of Node640

We also get both the Interaction Probabilty and Influenced Weight of all the nodes
that are present in the graph. With these values we can get the Weighted Probabilty
of allnodes in the graph. Here is a snap of IpE and Iwe of few pf the nodes.

Figure 4.11: Weighted Probabilty of Some of the Nodes

We can see that some of the node has 0 as their weighted probability; that’s because
these nodes have no interactions whatsoever with other nodes in the network.
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After making a network with these probability of each and every nodes, we made
Modified Markov Blanket for every node. We modified the Markov Blanket Model
to calculate the node, it’s parents and parent’s only. As all these are in the context
of social network that is why we had to modify it to get to the real blanket that will
actually have an effect on determining the influence over the network.
Here are some of the blankets:

Figure 4.12: Blanket of node640 Figure 4.13: Blanket of node40

Figure 4.14: Blanket of node383
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Figure 4.15: Blanket of node138 Figure 4.16: Blanket of node1026

Figure 4.17: Blanket of node77
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Figure 4.18: Blanket of node1134

Figure 4.19: Blanket of node765 Figure 4.20: Blanket of node715

After making blanket for every node, we move onto finding the parents and their
parents for each node. Then we have to do union function to all the nodes because,
if we chose to intersect the nodes we would get very few nodes in return. And those
node will have the minimum influence of the network. The nodes that are found
by doing intersect should be present in every blanket; no matter how less or more
influence they had. In the mean time, there would obviously be some nodes who
would have way more influence over the network; but not be present in each blanket.
So, if we were to take intersect function, then we had the risk of loosing those node.
To ensure these nodes’ present in the seed set we had to union all the nodes in the
last step.
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Figure 4.21: Seedset Found from Bayesian Inference

Here, we can see, the most influential nodes are given along with their influence on
the network. A seed set of 14 nodes can be termed as the most influential nodes of
this very network. Total child response probability is 2.5071129412004045.
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4.4 Comparison

If all child nodes of Kempe’s Greedy Algorithm and Pagerank’s seed set is
considered and compared with our Bayesian algorithm, it should proof that a lot
of important nodes in PageRank and greedy algorithm have child that oftentimes
do not have any probability to interact, i.e. to reply, retweet or mention. Fig 4.22
shows that PageRank algorithm’s seed set have a significantly good number of child
nodes that have a 0 or approximately 0 probability of response, i.e. probability of
retweets, replies or mentions.

Figure 4.22: PageRank seed set’s child response probability

In twitter, it is highly important that the all children and grandchildren nodes
respond, otherwise based on this social network criterias, other descendant nodes
will not be important even if they have higher degree associated. Thus, seeing a
child’s response chances is what we are interested in.

After completely getting the outputs from each of the three algorithms, we came to
a conclusion that PageRank is the fastest among them. Then Bayesian Inference
and lastly Kempe’s Greedy approach. The reason can be many things that includes
the possibility of PageRank’s time complexity being sublinear [7].

First of all, PageRank Algorithm works by calculating the degrees of a node.
The more out-degree a node has got, the more influential it will be. PageRank
Algorithm works on a single node at a time. A node can be termed as important
when it has more out degrees and/or it is connected to a highly important node,
i.e. having a high PageRank value.

Kempe’s Greedy Approach works by observing the activated neighboring nodes
of a specific node. Kempe’s greedy approach activates the neighboring nodes of a
network given on a threshold. The more neighboring node the seedset is connected
with (given a threshold and probability limit), the more influential the seed set it
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will be. Kempe’s Greedy approach works slowly because it has to check a set of
nodes, their neighbors and then calculate the influence value and keep repeating
this for a specific pre-set of times for all of the nodes in the graph. That is why it
has a NP-hard time complexity. Nonetheless, as PageRank works for a single node
at a time, it takes less time to complete the task. Although the model of Kempe
considers a given probability and iteratively checks which nodes can activate its
neighbor with that given probability but we see a lot of the neighbors of any
particle node have often significantly less probability to respond although the seeds
are coming up depending on the best activation possible. And thus, even if it takes
a huge seed set in consideration, the children’s response probability will be still low.
Fig 4.23 shows that clearly.

Figure 4.23: Kempe seed set’s child response probability

The Bayesian Inference model takes the interactions among the nodes into account.
That is why it works partially different from the other two algorithms. Kempe
and PageRank algorithms do not consider any of the criteria which our Bayesian
Inference model is taking into account. The number of followers a node has, plays
an important role in influencing others in a social network. Besides these, the
interactions among them such as, mentions, replies or retweets plays a significant
role. Also, Bayesian Inference model considers blankets for every selected node;
that is why the influence calculation is more accurate than the former two. These
are the reasons why our Bayesian Inference model is worth considering to influence
user mining. As in twitter, seed’s child (and sometimes grandchild but no further
descendants) is what we are interested in, if we plot the seed set’s child probability
of responding, it produces a comparable result between 3 models. As we can see in
Fig 4.24, Bayesian’s seed set’s children are way more responding as they have less
0 probability of responding and significantly more >0.3 probability of responding.
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Figure 4.24: Bayesian seed set’s child response probability

In Fig 4.25 it is shown what percentage of these 3 models’ 1st level children have a
zero probability of response, i.e. replies, retweets or mention and therefore sums up
the result which shows why PageRank with Bayesian will outperform other models
performing solely to find influential users in twitter network.

Figure 4.25: % of zero response probability child-among all 3 models

Thus, it proves the Bayesian model will maximize the chances of getting influential
users. Clearly the comparison proved that the Bayesian model minimizes getting
a seed set that has any child with less responding chances than other two models.
Moreover, it enables numerous ways for future work to perform Bayesian models
over PageRank that will make sure both the connectivity of the overall network and
the response of the child gets prioritized and thus make even better performance for
user mining. It may also use Markov blankets for further inferences.
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Chapter 5

Conclusion and Future Work

Our research mainly focused on how we can find influential users for target
marketing in social networks. In this era of technological advancements, like all
other daily chores, marketing is also going online. Besides several online markets,
social media is the level playing field for everyone. So if we can find the most
influential persons and/or groups , then we can easily spread information around
us. With a view to finding the most influential users in a social network, we selected
”Twitter” as our preferred one.We considered every user as a node.Data were
collected from Stanford University. But the data sets were quite huge in number.
So we had to take a portion from it. Also, the data were not in the form as we
wanted. So we had to pre-process the data; and then make them usable for us.
Also we had to use reversed Kruskal Algorithm to remove the cycles and make the
graph acyclic. After that three algorithms were separately used to get to the exact
result. Of them all, Kempe’s Greedy approach and Google’s PageRank algorithms
are well established. But these two algorithms only used the degrees of a node
and the activated neighbouring nodes to calculate their influence over the social
network. We do not basically need any followers who don’t interact with other
users. So, we proposed a model using Bayesian Inference and Modified Markov
Blanket algorithm to thoroughly find out the exact seed set who interact with other
users. In this research paper, we have used data set of Twitter. The special thing
about twitter data set is the connections or edges amongst the nodes can be both
unidirectional and bidirectional; and we had to make them in only directional to
proceed further.

Future Work For future we may consider doing the following things as there is
many more scope to improve this work:

• We may use data from other social sites such as Instagram, Tumblr to check
our model on them.

• We may improvise our model to work on graphs that has cycles and bidirec-
tional edges amongst the nodes.
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