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Abstract 

With the rapid advancement of technology, greener and more efficient means for energy 

sources are always sought after. Harvesting solar energy is an effective way to generate 

electricity. Unfortunately, PV panel surface soiling is a major disruption in energy harvesting 

since it massively lowers the ability of the solar panel to be exposed to sunlight. Given how 

dire the air pollution situation is in Bangladesh, this is undoubtedly one of the major 

problems which have to be addressed when it comes to solar panels setup. When thousands of 

solar panels are setup in a remote location in which sunlight is abundantly available, the PV 

panel site has to be monitored to check if there are any issues, one of the issues being soiling. 

Manually checking thousands of PV panel images for soiling is laborious and time-intensive. 

We intend to automate that process using a lightweight deep learning model that can be 

incorporated into any system with fairly average computational power. More specifically, our 

deep learning model can determine if a particular PV panel is clean or soiled and classify the 

type of soiling. It can also make an approximate power loss prediction through image 

classification. This process will massively optimize the process of monitoring and negate the 

need for manually checking all the PV panels for soiling.  

In this paper, we propose the aforementioned deep learning model and discuss in detail how it 

has been developed from scratch and how feasible it is.  
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Chapter 1 

Introduction 

More than a quarter of the population of Bangladesh living in the countryside does not have 

access to electricity; but off-grid solar power also known as stand-alone power system is 

quickly changing this scenario. In fact, Bangladesh is associated with one of the world’s 

largest domestic solar energy programs [1]. To generate electricity from solar power, we need 

solar panels which can be colloquially referred to as a photo-voltaic (PV) module. A PV 

module is an assembly of photo-voltaic cells, and these photo-voltaic cells use sunlight as 

their source of energy to generate electricity using the photovoltaic effect. PV panels are 

basically a collection of the PV modules. Bangladesh is a highly polluted country and its 

capital Dhaka has been ranked as the 21
st
 most polluted city according to 2019 World Air 

Quality Report [2]. So, we can assume that a lot of dust and other impurities gather on these 

PV panels which in turn reduce the efficiency of these PV panels leading to power loss. In 

this paper, we shall mainly discuss how we can determine the soiling type and the percentage 

of the soiling which covers the PV panel surface so that an approximate power loss can be 

predicted using Convolutional Neural Networks (CNN) which is a part of the Deep Learning 

system. 
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1.1 Background and Motivation 

At present, the use of PV panels to generate electricity is becoming extremely popular 

throughout the world. Most importantly, these panels are one of the key options in the future 

for being used as energy in our planet alongside wind power and water power. These panels 

are important because they are used to generate a clean source of energy as it is renewable in 

nature and causes less harm to our environment. Renewable resources are basically those 

resources which once used can be replaced so it is readily available for our future 

generations. In spite of these panels having so many advantages, sometimes it fails to execute  

its outcome properly due to the degradation in performance of the PV cell over time. One of      

the reasons of this failure might be due to the collection of dust, sand and other impurities on the 

panel. Other parameters like weather, humidity and wind speed can also influence the 

performance of the PV panel which can result in the performance degradation of the panel and 

this performance degradation can vary from one panel to another depending on its shelf-life [3].  

Bangladesh, being a highly polluted country, faces one of the challenges which is the reduction 

in the efficiency of these panels due to excessive collection of dust. The main purpose of this 

thesis is to be able to determine not only the power loss but also the soiling type which reduces 

the efficiency of the PV panels. 

Since Bangladesh faces crisis in generating sufficient electricity for its people, it has bright 

prospects in terms of generating electricity from solar power. According to a report in UN 

Chronicle, the vision of the government of Bangladesh is to make electricity available to all by 

2021 [4]. According to that report, to reduce the crisis of electricity renewable energy will play a 

major role especially in the off-grid areas of the country. The target of the government is to 

generate 10 per cent of the of the total electricity supply from the total renewable energy sources 

by the end of 2020 [4]. Using renewable energy resources to harness electricity can definitely assist 

in the Government’s declared vision of “Electricity for all by 2021” [4]. 
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1.2 Method 

The main method which we will be using in this thesis is Convolutional Neural Networks 

(CNN) using Tensor Flow to predict the soiling type and power loss. CNN is related to the 

Deep Learning segment of the machine learning. We have created a set of data which 

includes 5 types of soiling which are: sand, grey sand, dust, droppings and clean (no soiling). 

Moreover, we have created another dataset as well which shows the corresponding 

percentage of the soiling type covering the PV panel: 0%, 10%, 20%, 30%, 40%, 50%, 60%, 

70%, 80%, 90% and 100%, where 0% indicates that the PV panel is clean and free of any 

impurities. The difference in percentages of the PV panel covered in soiling basically 

corresponds to the power loss. 

1.3 Objective 

The main objective of this thesis is to be able to predict the soiling type and power loss of the 

PV panel due to the accumulation of different types of dirt on it. As Bangladesh is polluted, 

so a lot of dust accumulates on the PV panel leading in the reduction of the efficiency of the 

PV panels. Considering the dust covered PV panels available in Bangladesh, it is quite 

suitable for us to be able to conduct our thesis and predict the power loss. As machine 

learning is becoming increasingly popular and will soon become an inseparable part of all 

technological advancements in the near future, we have decided to incorporate a segment of it 

in our thesis. We really look forward to see the success of this project in the machine learning 

field. 

1.4 Overview of the Contents 

This thesis paper is divided into six sections to give a proper overview of our work. Chapter 

1 includes the introduction to our thesis and then goes on to discuss about the background 

and motivation, methods, objective of our thesis paper. Chapter 2 includes the introduction 
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to Machine Learning and then goes on to discuss about the more important topics which 

include: Deep Learning, CNN with Tensor Flow and Image Classification using Keras in 

Python. Chapter 3 mainly focuses on the data collection process while Chapter 4 mainly 

discusses the algorithms used in this to build the CNN model. Chapter 5 discusses the results 

and analysis of the algorithm and conclusion is discussed in Chapter 6.  

1.5 Literature Review 

The influence of environmental dust particles on the PV module has been assessed in the 

present-day study by measuring the electrical efficiency index, such as voltage, current and 

power. Some related works were done earlier with PV panels for determining the power loss 

and soiling type and how soiling can affect the power loss of the in solar photovoltaic 

module. According to this paper [13], the authors concluded that soiling like dust can 

significantly reduce the efficiency of the solar panel. Their study was carried out using 

different values of voltage and current with different dust samples with different mass and 

sizes. Then using those values of current and voltage the corresponding power loss (P =I*V) 

was calculated for their different sets of data. In our experiment, we also followed the same 

methodology as theirs but in addition we also took clean PV panels into consideration to be 

able to compare the efficiency with the dirty ones covered in different types of soiling. 

Another paper [14] “Deep Solar Eye” used CNN based approach for solar panel soiling and 

defect analysis. The inputs of their system were RGB images and outputs were soiling 

impact, soiling localization and soiling category. Their model was quite complex compared to 

ours which is quite simple and can be handled by any data set. On the other hand, just to run 

their deep solar eye model, it would require high computational power making the system 

quite inconvenient. Unlike them, we have generated our own dataset of solar panel images to 

compute the power loss.  
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Chapter 2 

Introduction to Machine Learning 

The method of analyzing data that automates an analytical model building is known as 

machine learning. Machine Learning also known as ML is the study of computer algorithms 

that can automatically enhance their performance through experience [5]. Artificial 

Intelligence (AI) is seen as a subdivision of machine learning system. A mathematical model 

is built based on the sample data also known as the training data by the ML algorithms to 

make predictions or decisions without the need of being explicitly programmed. Today, 

Machine Learning is not like the machine learning of the past it has evolved a lot throughout 

the years because of the advancements in the new technologies. Although many ML 

algorithms have been used around for a very long time but its ability of applying complex 

mathematical calculations automatically to big data quite faster is recent addition in terms of 

development. Machine learning works by exploring different types of data and by identifying 

different complex pattern based of their past interactions with minimal human intervention. 

The two main techniques used by machine learning are: supervised learning and unsupervised 

learning. Supervised learning means that the model of machine learning is getting trained on 

a labeled dataset which means the dataset will have both input and output parameters. Unlike 

unsupervised learning where there will be unlabeled datasets and only the input data will be 

given. ML is very important because of its ability of detecting and identifying complex 

patterns which would have been ignored during the analysis done by the humans. Due to 

machine learning, deep learning, machine vision and other natural language processing, the 

human workers are able to focus more on tasks like product innovation and on improving 

quality of service as well as efficiency. Machine learning uses programming languages like 
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python, R and plenty of other languages. Out of all the programming languages, Python is 

considered to be the most popular programming language for ML. 

2.1 Programming Language and Environment  

The programming language which we chose to implement our proposed model for our thesis 

is Python. Python is a highly acclaimed high-level programming language used for general 

purpose programming all over the world. Python’s popularity is such that it is almost 

installed in almost all of the desktops and it is flexible to use it for projects from home or 

from cloud server like Google Colab. The main reason of choosing Python as programming 

language is due to its advancing features which enables it to support multiple programming 

paradigms which include being object-oriented, imperative functional and procedural which 

can assist us in accomplishing our tasks. 

2.2 Deep Learning 

Deep learning also known as the sub-field of Machine learning is concerned with algorithms 

and Artificial Neural Networks (ANN) which took inspiration from the biological functions 

and structures of the brain to implement its function. Deep learning is important because it 

allows the machine to any solve complex problems even when the data set with which they 

are dealing is quite diverse, unstructured or inter-connected. Deep learning is becoming more 

and more important these days due to its ability of unraveling massive amount of 

unstructured or unlabeled data which could take nearly decades for the human beings to 

understand and process this huge amount of information. Deep learning is widely used in 

almost everything starting from self-driving cars, fraud detection to commercial apps that use 

image recognition, open-source platforms with consumer recommendation app and even in 

the development of medical research tools. Day by day deep learning is becoming a very 

important and inseparable aspect of our day to day life. In deep learning, the word “deep” 
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implies the number of layers through which the data is transformed. Deep learning is strongly 

related to both Machine learning (ML) and Artificial Intelligence (AI) and their relationship 

is explained in the figure below. It can be seen from the figure that deep learning is a subset 

of machine learning. 

 

 

Figure 1: Relationship of Deep learning with Machine learning and Artificial Intelligence 

[10] 

2.3 CNN with TensorFlow  

Convolutional Neural Network (CNN) also known as shift invariant or space invariant 

artificial neural networks is a very powerful neural network that can extract features from 

images using filters. The CNN does its work in such a way that the information about the 

position of the pixels is retained. The word convolution in CNN actually refers to a 

mathematical operation which is applied on a matrix. The image represented in the form of 

pixels/numbers is the matrix on which the convolutional operation is applied. From the image 
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the convolution operation extracts the features required. Neural networks have contributed to 

tremendous breakthroughs in machine learning and they are the underlying factor behind the 

huge success of deep learning [8]. Using CNN for image classification is better than using 

Artificial Neural Network (ANN) because while using ANN, the numbers of trainable 

parameters increases which in turn leads to the increase in size of the image. Unlike ANN, 

the CNN can easily capture the spatial features from an image [8]. Convolutional Neural 

Networks have become the best way to overcome any obstacle regarding image data. Popular 

frameworks like TensorFlow-Keras and PyTorch support CNN. Tensor flow is basically an 

open source library used in machine learning and in numerical computation and it was 

developed by the Google Brain team. The three basic components needed to define the 

convolution network are: convolutional layer, pooling layer and the output layer. The 

function of the convolution layer involves combining the outputs of the local convolutions 

and reducing the spatial dimensions of the data [9].  The function of the pooling layer is 

mainly to reduce the spatial size of the image and max pooling is one of the common forms 

of pooling layer. The output layer has a loss function, such as categorical cross-entropy, to 

measure the error in the prediction. Despite of the CNN being powerful models one could 

still face challenges while executing it and some these include: the need for large amount of 

data and taking up a lot power for processing. Convolution in mathematical representation is 

often denoted by an asterisk (*) sign. For example, if we have an input image represented as 

Y and a filter denoted by f, then the expression should be: 

Z = Y*f(2 .1 1) 

In the training of any neural networks two processes are involved and they are: forward 

propagation and backward propagation [12].  In forward propagation, the images are fed into 

the input layer in the form of numbers and the intensity of the pixels in the image is denoted 

by these numbers. In backward propagation, after the output is generated in the next stage the 
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output is compared with the actual value in order to calculate the error and it also updates the 

parameters of the network. The steps of executing forward propagation are summarized 

below: 

1. The first step is to load the input images in a variable (for e.g. Y) 

2. A filter matrix needs to be initialized and the input images are convolved using the 

filter. 

Z 1 = Y * f (2.1.2) 

3.  The sigmoid activation function is applied on the output. 

                              B = Sigmoid (Z1)                                                (2.1.3) 

4.  Weight and bias matrix are randomly initialized and then linear transformation is 

applied on the values.  

                                                           Z2= W
T
. B + b                                  (2.1.4) 

5.  In the last step the sigmoid function is applied on the data and the final output 

becomes: 

0 = Sigmoid (Z2)     (2.1.5) 

 

For backward propagation, the same forward propagation process is repeated but using the 

updated parameters and then the new outputs are generated. 
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Figure 2: Showing different types of layers in a CNN model [8]. 

2.4 Using CNN to Classify Images in Keras 

Image classification is a technique by which images can be classified into their respective 

category classes using methods which includes training a small network from scratch and fine 

tuning of the model’s top layers. To train a model from scratch, two types of data are needed: 

one is the test data and the other one is the train data. A set of observations used to assess the 

model’s performance using certain performance metrics is known as the test data and the set 

of data to create the model is known as the train data. In Python, Keras is a minimalist library 

used for deep learning that can run on Theano or TensorFlow. The process for classifying 

images involves 7 steps which are given below: 

1. Collecting the dataset - To train our machine large amount of data is needed which 

includes the test data and the train data. 

2. Importing libraries and splitting the dataset - The libraries need to be imported and then 

the data set needs to be split into training set data and the testing set data. 

3. Building the CNN model. 

4. Full connection - It means it connects the CNN to a neural network and compiles the 

network. 
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5. Data Augmentation - It is the method using which the amount of training data can be 

increased using only the information in the training set. In this way, overfitting of the 

models can be minimized. 

6. Training the network. 

7. Testing - Done using the data from the testing set. 
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Chapter 3 

Data Collection 

We have used two different datasets for our thesis project. For determining whether the PV 

panel is clean or dirty and classifying the type of impurity on the panel, we have used a 

dataset comprising of images which we have collected from the internet and the link is given 

here: https://deep-solar-eye.github.io/. This dataset contains precisely 45,754 images of 

PV panels including clean ones as well as the different types of impurities with different 

levels of soiling [11]. There are many different kinds of impurities included in the dataset but 

for our convenience to implement in the model, we have reduced the type of soiling into five 

categories: Sand, Grey Sand, Dust, Droppings and Clean (no soiling on it). The images of the 

same PV panel but with different types of soiling are included below: 

 

 

 

 

 

 

 

 

 

 

 

https://deep-solar-eye.github.io/
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Figure 3: PV panel covered in sand       Figure 4: PV panel covered in grey sand 

Figure 5: PV panel covered in dust        Figure 6: PV panel covered in droppings 

 

 

Figure 7: A clean PV panel 
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To calculate power loss by determining how much the area of the PV panels are covered with 

impurities or if there are any impurities present at all, we have created our own dataset. We 

got ourselves a mini PV panel and used it to experiment and collect data. Just like for soiling 

classification in which we have used 5 classes, we have also made 11 classes for power loss 

prediction. The classes are: 0%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90% and 

100%. We have collected a total of 1100 data with 100 data for each category. We split the 

dataset into 3 parts: training, validation and testing. The PV panels have been covered with 

sand and the images have been captured from different angles. The images for different 

classes are shown below: 

 

 

 

 

 

Figure 8: 0% coverage PV panel       Figure 9: 10% coverage PV panel 
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Figure 10: 20% coverage PV panel            Figure 11: 30% coverage PV panel 
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Figure 12: 40% coverage PV panel          Figure 13: 50% coverage PV panel 

 

.    Figure 14: 60% coverage PV panel           Figure 15: 70% coverage PV panel 

 

.      Figure 16: 80% coverage PV panel         Figure 17: 90% coverage PV panel 
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Figure 18: 100% coverage PV panel 

 

 

 

Figure 19 and 20: Demonstration of the experiment 

 

 

 

 

 

Our mini solar panel had an area of 16 cm
2
. For 10% coverage, we calculated the area of the 

10% which was covered, which is 1.6 cm2. We followed the same approach for the other 

different classes as well. By repeating it, we took 100 photos from different angles for each 

class. 
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Chapter 4 

Algorithms 

4.1 Algorithms for Soiling Type Classification 

Our algorithm has been developed from scratch after a lot of trial and errors. 4100 total 

images are allocated for this algorithm. 3100 images are taken for training, 500 for validation 

and 490 for testing. 

 

i) Image Load and Preprocessing 

Training and validation image datasets are initially preprocessed and loaded using the 

ImageDataGenerator [18] function. The dataset images are further augmented using the same 

function, whereby the total number of training and validation images increases.  

 

ii) Model Architecture 

A custom sequential model architecture is designed, which follows the CNN method. In total, 

there are 7 layers, 4 of which are convolutional layers and 3 are fully connected layers. 

Initially, a convolutional layer of 16 filters and a kernel size of 3 by 3 is employed for image 

feature extraction. This process is repeated in another layer in which 32 image features are 

extracted. It is repeated two more times, and the final layer contains 128 filters. All 

convolutional layers have "relu" as the activation signal. Maxpool feature is set to 2 by 2 

which follows every convolutional layer.  The image features matrices that have been 

extracted so far are flattened.  There is a total of 3 dense layers. First dense layer consists of 

128 neurons and uses “relu” as the activation signal. The next dense layer consists of 64 

neurons, and it also uses “relu” as the activation signal. The final dense layer, which is 

basically the output layer, consists of a number which is equal to the number of image 
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classifications which has to be made. In our case, we have used 5 for soiling type 

classification and 11 for power loss prediction. Softmax [14] is used as the activation signal 

so that the probabilities of all the different classes can be summed up to 1.  

 

iii) Training the Dataset: 

The model architecture is compiled using the “adam” optimizer, and the metrics is set to 

“accuracy”. Categorical crossentropy [15] is used as the cost function since there are 5 

different classes of classification. After that, the model is trained and validated upon the 

training and validation datasets respectively. The validation accuracy and loss results as well 

the test and prediction results will be discussed in Chapter 5. 
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4.2 Architecture for Soiling Classification 

Here is a tabulated summary of our model architecture for soiling type classification: 

 

 

 

 

 

 

 

 

 

 

 

Figure 21: Architecture model for soiling classification 

 

 

 

 

 

Layer Type/ 

Number 

Kernel 

Size 

Activation Filter           

Size 

Output Size Parameters 

Convolution 1 3x3 Relu 16 198x198 448 

Max Pool 1 2x2   99x99 0 

Convolution 2 3x3 Relu 32 97x97 4640 

Max Pool 2 2x2   48x48 0 

Convolution 3 3x3 Relu 64 46x46 18496 

Max Pool 3 2x2   23x23 0 

Convolution 4 3x3 Relu 128 21x21 73856 

Flatten 12,800    0 

Dense Layer 1 128 Relu   1638528 

Dense Layer 2 64 Relu   8256 

Output Layer 5 Softmax   325 
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Figure 22: Overview of soiling classification 

 

 

  

 

 

 

4.3 Dataset for Soiling Type Classification: 

As discussed in Chapter 3, the image dataset we collected has a solar panel image dataset 

containing almost 46,000 images. We utilized only 4,000 of those for the sake of simplicity 

since our ultimate goal is to determine how effective and accurate our algorithm is even when 

lower number of images is used for training. 3,000 images were set for training. 500 were set 

for validation, and 500 more were set for testing purpose.  

In our first classification model, our model classifies the type of soiling in a solar panel. We 

used 5 classes in our model, namely: clean, sand, grey sand, bird droppings and dust. 
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4.4 Code for Soiling Type Classification:  

Here is a snippet of our model architecture: 

 

Figure 23: Snippet of model architecture for soiling classification 

 

 

 

 



23 

 

 

 

 

 

4.5 Flowchart 

Here is the flowchart: 

 

Figure 24: Flowchart for soiling type classification 

4.6 Algorithm for Area Coverage Classification 
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We used the same algorithm as the soiling classification but fine-tuned it even more to get 

more accurate results for area coverage classification. A total of 1100 total images are 

allocated for this algorithm with 100 images for each category. 

 

Just like the previous part, ImageDataGenerator [18] function is used. This allows the dataset 

images to get further augmented using the same function, whereby the total number of 

training and validation images increases. 

For determining the power loss by finding out the impurity coverage on the PV panel, we 

have bought a mini PV panel with a specification of 5V and 30mA whose maximum power 

output is 0.15W and has a total area of 16cm
2
. With this PV panel and by using a multimeter, 

we have recorded data for 11 classes from 0% to 100% with an increment of 10%. These 

classes represent the amount of impurities covering the PV panel. By recording the voltage 

and the current for each reading, we have calculated the output power. For the 11 classes 

(0%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90% and 100%), we tried to keep the 

same number of data in each category so that the dataset does not get skewed. We followed 

the same architecture model for predicting the area covered by a PV panel but we fine-tuned 

it to get more accurate results for area coverage prediction. Just like the previous model, we 

used a total of 4 convolutional layers and 3 fully connected layers. We used the same number 

of filters which is 16 for the first layer but we used a kernel size of 5 by 5 for extracting the 

image characteristics. In the second layer, we used a kernel size of 3 by 3 and a filter of 32 

and this repeated two more times. For the two times, the kernel size was the same but we 

increased the filter size from 32 to 64 and finally to 128. The MaxPool feature was set to 2 by 

2 for the whole process and “relu” activation was used in every layer except for the last one. 

Before proceeding to the dense layer, the matrices which were created in the previous layers 

are flattened as the machine can only read data in 1D.  We set the properties of the dense 
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layers as the same as the one used in the soiling classification algorithm. The only difference 

we made here is that we set the last dense layer to 11 as we had 11 classes for area coverage 

prediction. Softmax was used for the activation layer and “adam” optimizer was used with 

categorical crossentropy set as the cost function and the metrics being set to “accuracy”. 

 

 

4.7 Architecture for Area Coverage Classification 

And here is the tabulated summary for area coverage prediction: 

 

Figure 25: Architecture model for area coverage classification 
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Figure 26: Overview of area coverage classification 

4.8 Dataset for Area Coverage Classification: 

As previously mentioned, the image dataset we collected has an image dataset of 1100 

images. For our area coverage classification model, our model classifies the type of area 

coverage due to soiling in a solar panel. We used 11 classes in our model: 0%, 10%, 20%, 

30%, 40%, 50%, 60%, 70%, 80%, 90% and 100%. 

For power loss prediction, our model classifies what percentage of the solar panel is covered 

in soiling and makes an approximate power loss estimation from it by subtracting the output 

power for given coverage amount from the power found from a 0% impurity covered PV 

panel. 
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4.9 Code for Area Coverage Classification 

Here is a snippet of our model architecture for area coverage classification: 

 

Figure 27: Snippet of model architecture for area coverage classification 
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4.10 Flowchart for Area Coverage Classification 

 

 

 

Figure 28: Flowchart for area coverage and power loss prediction 
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Chapter 5  

Results and Analysis 

5.1 Soiling Type Classification Validation Accuracy and Loss 

The results of the algorithm in Chapter 4.1 will be discussed in details here. For soiling 

classification, after 20 epochs, the validation accuracy and loss of our model architecture 

stands at 97% and 9.7% respectively, which means our model is extremely reliable for image 

classification.   

Here is the accuracy graph: 

 

Here is the loss graph: 
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5.2 Test Accuracy for Soiling Type Classification 

Our testing dataset accuracy, as of writing this, stands at 99.4%, and the loss stands at 5.42% 

using model predict function of Keras.  
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5.3 Confusion Matrix Plot and Prediction Results for Soiling Type 

Classification 

Here is our Confusion Matrix [18] chart: 

 

The model is finally put into practice and a set of 10 unseen PV panel image data is fed into 

the system for the purpose of prediction. 9 of the 10 images are corrected predicted by our 

model. 
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5.4 Area Coverage Classification Validation Accuracy and Loss 

For area coverage classification, after 16 epochs, the validation accuracy and the validation 

loss stand at 91.50% and 17.66% respectively. This means that our model is able to detect 

how much area is covered on a PV panel by soiling to an impressive accuracy. 

Here is the accuracy graph: 

 

Here is the loss graph: 

 

 

Also, with the output power calculated by multiplying Voc and Isc and determining the area 

covered for the 11 classes, we plotted an output power vs. area covered by soiling graph. A 
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straight downward slope was observed which is correct for this graph. To calculate power 

loss for a particular class, we found out the output power for that particular area coverage on 

the PV panel and subtracted it from the output power for 0% coverage. The difference in the 

values gives us the approximate power loss. 

Here is the tabulated data of the output power and area covered by soiling: 

Percentage of Area Covered by Soiling in cm
2
 Power in mW 

0 3.112 

10 2.578 

20 2.233 

30 1.1988 

40 1.632 

50 1.211 

60 0.864 

70 0.421 

80 0.112 

90 0.062 

100 0.031 
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Here is the graph of Power in mW vs. Percentage of Area Covered by Soiling: 

 

5.5 Test Accuracy for Area Coverage Classification 

 

The test accuracy stands at 99.09%, and the loss stands at 4.15% using model evaluate 

function of Keras.  

5.6 Confusion Matrix Plot and Prediction Results for Area Coverage 

Classification 
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The model is put into practice and a set of 10 unseen and different amount of surface covered 

PV panel image data is fed into the system for the purpose of prediction. 9 of the 10 images 

are corrected predicted by our model. 
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Chapter 6 

Conclusion and Future Perspective 

Our ultimate goal was to develop an automated model for soiling type classification and 

power loss prediction that is computationally efficient and fairly accurate. However, this 

particular model is limited to image classification model only. It can be further improved by 

using Image Segmentation [17] method which can both detect and localize the soiling area 

upon the PV panel surface. Currently, Mask R-CNN [16] is the most effective method in 

doing that task. However, that requires immense computation power and multiple layers of 

convolution. 

 

Our model architecture can be further improved by adding more layers of convolution with 

greater filter sizes which can specifically target the PV panel surface only in an image. 
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