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Abstract

Cloud service delivery is based upon Service Level Agreements (SLA) reflecting a

customer and service provider signature agreement setting out the terms of the

agreement, Providers must use resources efficiently to minimize the costs of provi-

sioning services. Therefore, strategies are required that take into account multiple

SLA parameters and efficient resource allocation. Recent work takes different strate-

gies with single SLA parameters into consideration. These approaches are, however,

restricted to simple workflows and to single tasks. The preparation and execution

of service requests that take into account several SLA parameters such as required

amount of CPU, storage, memory and price are still unresolved research challenges.

In our studies we have found matching game approach can be useful in dealing with

multiple criteria of cloud resources which can be allocated fairly and efficiently. The

emphasis of this paper is the implementation of an SLA provisioning algorithm for

game theoretical resources that takes into account the user equality and the use of

resources for both. To rank the clients on the basis of their requirements against the

resources provided by the clouds service and cloud services against the requirements

of clients we have used TOPSIS algorithm. In our thesis, the TOPSIS implementa-

tion tests on a 4-VM cluster demonstrate how best this algorithm can be managed

in a fair comparison with the Jain’s Fairness Index analysis.

Keywords: TOPSIS, Gale-Shapley, Matching game, Resource Allocation, Game

Theory, SLA.
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Chapter 1

Introduction

1.1 Motivation

Our prime drive is to conduct the research solely relied on enhancing the field of

Cloud service provisioning focused on matchmaking . With the rapid advancement

of technology, newer and better devices are hitting the market left, right and cen-

ter. But people from all demography of the world cannot upgrade their devices

so frequently. This was predicted by Gordon Moore back in 1965. In his percep-

tion which is known as Moore’s Law he stated that, the number of transistors on

a microchip doubles every two years, though the cost of computers is halved. This

is still applicable in these modern times [24]. So there is a chance that a device

might become obsolete over the years. Applications running on the devices also get

updated frequently. They become more resource heavy and consume more energy

with each update. So any method that will help the device overcome this problem is

a must for this day and age. This is where cloud computing comes in. Cloud com-

puting services like AWS and Google Cloud provide cloud resources so that a user

can run his or her application on cloud servers and get the result on their device.

Cloud computing also reduces energy consumption [18] . In our research, we took

the matching game approach to match users to servers depending on the criteria of

the users and also the capacity of the servers by using TOPSIS and Gale-Shapley

Algorithm. This will help the resource constrained device find the server which is

optimal for the device’s criteria and offload the task to the server. We assume that

our research will help computational offloading designs of future services to appro-
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priate clients by using Gale-Shapley Algorithm to match the users to servers for

optimal resource allocation.

1.2 Problem Statement

The main issue with cloud service provisioning is that different strategies deal with

SLA parameters into consideration. But sometimes this does not benefit both par-

ties. And there is no matchmaking for the users and VMs. Also they only provide

high end systems which are sometimes not properly utilized. People who need small

amount of resource are bound to a fixed price for the services. This also creates

resource wastage and bottle-necking problems. In this thesis, we aim to provide a

solution that will address these problems

1.3 Research Objectives

The main objective of our research is to ensure that users get matched with cloud

resources which can fulfill their requirements. Firstly, we would want to optimize

the resource allocation so that the clients get the optimum amount of resources

they need. We will also increase the fairness of resource allocation by using both of

their preferences. Secondly, we want to maintain our SLA for all the interaction be-

tween client devices and cloud resource pairings. Lastly, we want to reduce resource

wastage and minimize the cost of the clients so that they get the most resources at

the least amount of cost.

1.4 Thesis Contribution

Currently, most of the cloud resource providers satisfy their user requirements. But

as far we know this sometimes create some trade-offs which does not allow low re-

source devices to participate in cloud services. This also creates bottleneck which

affect performance and waste resources. In our thesis, we have suggested a system

which will take several parameters from the users and the VMs and run a ranking

algorithm in a cloud broker. On the basis of these rankings, the cloud resource

provider would run a matching game and match clients to the VMs accordingly.
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This will open up possibilities for low-end systems to join and provide resources as

they are required. This will help to reduce wastage and bottleneck. Moreover, cloud

resource providers give these services at a fixed price whereas our aim is to give the

users flexibility to choose a price range to get their desired resources and by that

range our algorithm will look for the nearest prices and match them accordingly.

This would reduce the cost to avail the services. As a result, pairings of clients and

VMs would be created which will have optimized resource allocations at the least

amount of cost. In summary, our main contribution is

• To create a ranking for both users and VMs based on their criteria with TOPSIS

algorithm.

• To run a matching game based on those rankings for optimal resource provisioning.

1.5 Thesis Orientation

The alignment of our thesis paper is as follows. Chapter 2 features the work gath-

ered for our research and existing models. It also discusses about analysis about

background information and the methods we need to learn related to our project.

Chapter 3 introduces the proposed model of our experiment with dataset and the

algorithms used. Chapter 4 explains the result of our project and explains our work

with related discussion. Chapter 5 concludes and summarizes the thesis.
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Chapter 2

Literature Review and Related

Works

2.1 Literature Review

Various examinations have proposed new mathematical models, including optimiza-

tion theory [20], matching game theory [23], an analytic hierarchy process (AHP)

[25], and fair resource allocation [12], to capture the user perceived QoS. Game

theory has recently been used to solve problems of resource allocation in cloud com-

puting. Ye and Chen are researching non-cooperative load balancing games and

the problem of virtual machine placement [21]. We concentrate on the nature of

Nash equilibrium and the search for an optimal allocation method is of little con-

cern. Also another research suggest a method to research both non-cooperative

and cooperative games for the distributed resource allocation problem in the fed-

erated cloud [17]. We demonstrate that there is a greater incentive for providers

to add capital to the cooperative allocation game. Nevertheless, their work mod-

els resources as one kind, while our research considers the question of allocation

in multi-resource environments. Data sharing collaboration is also one of the fun-

damental problems for cloud resource allocation. For example, a fair scheduler for

Hadoop, which divides resources as fixed-size partitions or slots, has been studied by

many works so far [29]. Another common equal policy is max-min equality, which

aims to optimize each user’s minimum asset. Waldspurger strengthens this strategy

by offering a weighted max-min equity template to help such policies which take
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into account various factors such as priority, reservation and deadline [4]. Recently,

several methods to measure equality have been proposed [13]. However, most of

them are simply investigating the fairness of the problem of allocating a single type

of resource. Another research studied the issue of equitable allocation of multi-

ple types of resource allocation [16]. We present a dominant approach to resource

equality which addresses the issue by measuring each user’s dominant share. Cloud

computing not only allows users to move their data and computing to a remote lo-

cation with minimal impact on system performance, but also allows users to easily

access a cloud computing platform to display their data and receive computing at

anytime and anywhere [9]. Cloud computing aims to provide cheap and easy access

to observable and billable computational resources compared to other paradigms

such as data delivery, network computing, and so on. Therefore, another research

[15] proposed a new approach to dynamic autonomous resource allocation which

in computes clouds through decentralized analysis of multiple parameters. Cloud

computing aims to provide cheap and easy access to observable and billable compu-

tational resources compared to other paradigms such as data distribution network

computing, and so on. The tasks are spread around various computational nodes

in a cloud computing environment. In order to assign cloud computing resources,

nodes with spare computing power are found, and network capacity, line perfor-

mance, response time, task cost, and resource allocation reliability are evaluated.

Cloud computing service quality can therefore be defined through resources such as

cpu usage, full time, task costs, and reliability, etc. Multi-criteria-based approach

called the TOPSIS algorithm is applied with PSO in order to obtain an efficient

optimal solution for scheduling tasks. Other targets include enhancing cloud met-

rics, i.e. MakeSpan, time of execution, time of transmission and cost of processing.

To confirm its accuracy, job quality is compared with pre-existing algorithms. The

ultimate goal of the project is to boost the cloud quality QoS.
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2.2 Game Theory

Game Theory is a mathematical concept that deals with the formulation of a correct

strategy that will allow the person or entity (i.e. the player) to successfully solve the

challenge when faced with a complex challenge. It was developed on the premise that

there is a strategy that will allow one player to’ win’ for whatever circumstances,

or for whatever’ game’ [14]. Typically, every Game has three components: a set of

players, a set of possible actions for each player, and a set of utility functions that

map action profiles into real numbers. The set of players is denoted in this situation

is I, where I is a set of finite values

I = 1, 2, 3, ......, I.

The set of possible actions that player I can take for each player is denoted by Ai,

and A, which is denoted as the space of all the action profiles is equal to:

A = A1∗A2∗A3∗A4∗A5∗. . . . . . ..∗AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.2)

Based on certain important features, games can be divided into different categories.

The language used in game theory is vague, so it is possible to use different terms

in different sources for the same definition. A game can be classified as a one-player

game, two-player game or n-player game, depending on the number of players in

the game. The Nash equilibrium is a concept of game theoretical solution that is

normally used in economics. John Nash introduced Nash equilibrium in 1950 and

emerged as one of game theory’s fundamental concepts [31]. Nash equilibrium is a

solution theory of a game involving two or more players in which each player is sup-

posed to know the other players ’ equilibrium strategies and no player has anything

to benefit from modifying his own strategy only [32]. Players must know exactly

what their opponents are going to choose [11]. Players should not base themselves

on the assumption that all players are rational to do so. They concentrate, if such

information is available and 8 accurate, on the basis of statistical information on

previous game playing situations. To game theory, the most basic assumption is

rationality. It implies that each player is motivated to increase their own payoff, i.e.

each player seeks to maximize their own usefulness. In order to meet the increasing

demands of various quality of service (QoS) requirements, a range of priority-based

mechanisms have been introduced to achieve a higher level of service quality. When

delivering QoS for multi-class products, pricing is an important issue. Pricing sys-
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tems include usage-based pricing schemes, where users are billed for traffic volume

and/or the length of time of their sessions. Pricing based on usage represents costs

and is fair to users with different requirements for network use. Over recent years,

in these research areas, game theory has been found to be a useful tool. As game

theory suggests that every player is trying to maximize their utility, users (as play-

ers) will try to maximize their outputs while also minimizing the cost. On the server

side servers (as players) will try to maximize the number of tasks completed while

minimizing the time for completion and resources used. Some models have been

already introduced regarding this problem. Another study [2] shows that if there is

additional allocation capacity in a non-cooperative network prior to the operational

phase, the optimal allocation is to allocate additional resources to the connection

with the highest initial capacity. Another study [3] demonstrates with a mathemat-

ical model that there is no allocation function in a change that can optimize any

Nash Equilibrium Pareto. Park et al. [6] proposed another two-class model for users

with heterogeneous QoS preferences, where there is no one-to - one set user-service

relationship. Nash Equilibria’s existence conditions are given in their model. We

conclude that control schemes in the Nash sense could not assess the proneness to

consumer demands stabilization. A’ resource-plentiful’ framework, however, may

show strong convergence to Nash Equilibria in the two-class model. An auction-

based bandwidth allocation mechanism called the Progressive Second Price Auction

at the edge of the network is proposed by Semret et al. [5] [7] .

We can use game theory to help determine the most likely outcomes whenever we

have a situation with two or more players involving known payouts or quantifiable

consequences. A basic game contains

• Game: Any set of circumstances that has a result dependent on the actions of two

of more decision-makers (players).

• Players: A strategic decision-maker within the context of the game.

• Strategy: A complete plan of action a player will take given the set of circum-

stances that might arise within the game.

• Payoff: The payout a player receives from arriving at a particular outcome. The

payout can be in any quantifiable form, from dollars to utility.
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Figure 2.1: Illustration of Game Theory

In this figure Player 1 is the user and Player 2 is the system. Depending on the

user’s decision, the payoffs would change accordingly.
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2.3 Cloud Computing

Cloud computing isn’t a new concept; it comes from previous distributed, large-

scale computation. However the fast revolution in the area of computer science and

data technology will be a technology for subversion and cloud computing. Cloud

computing is also a new way of manually configuring business computing. In the

near future it will be used extensively. Cloud computing’s central concept reduces

the user’s storage burden. Consumers ultimately connect increasing kind of services,

processing and application development tools over the Internet via varied appliances,

including PCs, notebooks, mobile phones and PDAs. All of these cloud computing

services are available. Cloud computing technology benefits include cost savings,

high accessibility and easy scalability.

Cloud Computing Features:

Similar to other technology paradigms, cloud computing offers a variety of different

features and benefits. In this section, it is briefly described.

• Cloud computing offers resources and services for consumers on requests. Data

Scalability and On-demand infrastructure. The resources can be calculated through

multiple data centers.

• Service Quality (QoS)-Cloud computing will maintain the quality, availability, and

memory capacities of QoS for applications of hardware or CPU capacity.

• Autonomous system — autonomous systems are operated transparently to the

consumer by cloud infrastructure systems. Apps and software may be reconfigured

and stored in clouds automatically, based on the specifications of the user.

• Cloud applications are stand-alone and can be accessed through well-defined in-

terfaces like web services and web browsers. User-centric applications.

• Cloud Computing – No front-line expenditure is required. Pricing. There is no

provision for capital expenditure. Consumers may pay for access resources and ca-

pabilities, or pay for services and capabilities.

Components of Cloud Computing:

• Client Computers: The end user can communicate with the cloud on the comput-

ers of the customer.
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• Distributed Servers: The computers are located to various locations, but they

behave as if they operate together.

• Data Centers: Data Centers are server infrastructure.

Services of Cloud Computing:

• Software as a Service (SaaS): Application is regarded as a software to hold

request as a platform on the web. The client will easily access it via the internet

[19] instead of downloading the application on his computer. It frees the user from

the complex software and hardware management. No software or hardware must be

bought, maintained and updated by SaaS users. The only thing that the user needs

to be connected to the internet and then access is very easy. For example, Google

Apps, etc. Microsoft Office 365.

• Platform as a Service (PaaS): Consumers are equipped with a development

ecosystem or framework as a PaaS system where customers can use their respective

applications and code. The user is free to build his own software on the network of

the provider [19]. Service as a service provider provides the operating system and

database server a predefined structure in order to achieve requirements with man-

agement capabilities. For example, LAMP, J2EE, Ruby and others. LAMP (Linux,

Appache and PHP).

• Infrastructure as a Service (IaaS): IaaS provides a large number of computer

services in the form of on-demand space, network, operating system, hardware and

processing appliances. Users of IaaS can use an extended network, like the Internet

[19], to access services. For example, by signing on to the IaaS system a user may

create virtual machines.
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2.4 Multiple-criteria Decision Making

Multiple-criteria decision analysis (MCDA) or Multiple-criteria decision making

(MCDM) is a sub-disciplinary and full-scale field of strategic analysis devoted to

the development of mathematical and analytical methods that enable the empirical

assessment of a finite number of alternatives to decisions by a single decision-maker

or team under a finite number of success criteria [8]. MCDM refers to the testing,

prioritization, ranking or choice of alternatives under typically separate, contradic-

tory or opposing attributes.

Determining the characteristics is very important for MCDM because they play a

very significant role in the decision-making process. Many approaches have been

developed to address related issues, but a major problem with MCDM is that dif-

ferent techniques may produce different results for the same problem.

There are three major steps in utilizing any MCDM technique:

a. Determine the criteria and alternatives in question.

b. Attaching numerical values or weights to the relative importance of the criteria

and the effect on these criteria of the alternatives.

c. Process the weights to determine each alternative’s ranking.

Of different MCDM techniques like AHP, WSM, WPM, ELECTRE, TOPSIS etc.

We have chosen the TOPSIS method for ranking both servers and clients.

2.5 TOPSIS (Technique for Order Preference by

Similarity to Ideal Solution)

TOPSIS (the Technique for Order Preference by Similarity to Ideal Solution) was

developed as an alternative to the ELECTRE method [10]. The fundamental con-

cept of this approach is that in a geometrical sense the chosen alternative should

have the shortest distance from the ideal solution and the farthest distance from

11



the negative-ideal solution. TOPSIS believes that each feature tends to increase or

decrease usefulness monotonically. Therefore, the ideal and negative-ideal solutions

can be easily located. To determine the relative closeness of alternatives to the ideal

solution, the Euclidean distance technique is used. By contrasting these relative

distances, the preferred order of alternatives is thus given. The TOPSIS method

can be summarized by the following diagram:

Figure 2.2: TOPSIS method [1]

2.6 Stable Matching

Many algorithms are concerned with matching patterns. The stable matching algo-

rithm is an algorithm used to find a solution to the problem of stable position. By

using this algorithm, a bipartite graph shows the match between stable and optimal

12



component, whether optimal on the client’s side or optimal on the server’s side. For

example, both men and women are to be applicants in the Stable Marriage Question,

and another form is to be the applicant’s recipient. The type of applicant collection

will be the optimal measurement category. If the man acting as a applicant, the

produced stable pair will be optimal relative to men; if the position of the applicant

changes, it will also apply. The male function will be used as an applicant to ensure

that the results of this algorithm yield an optimal stable pair compared to men.

In this research men are clients who request resources and women are servers who

provide or accept the request or proposal and provide the resources.

2.7 Gale-Shapley Algorithm

In 1962, David Gale and Lloyd Shapley initiated a matching experiment to assign

a set of Stable Marriage Problem pairs. The goal is to find an optimal pair of in-

stances of X and Y [27]. Gale and Shapley developed the Gale-Shapley Algorithm

to use specific rules to pair some n X objects with n Y objects. The first object is

described as n men, and the second object is n women in an arranged marriage in

which both parties have preferential lists against each other’s gender. Gale-Shapley

suggests to each woman a law of every man n. Every man has an alternate pair and

free in the execution of algorithms, but each woman has to pair.

This algorithm successfully matches the client with the offered VM. The result of

this test is stable so that the optimal pair formed. The Gale-Shapley algorithm de-

termines the pair based on the weight value of each client and worker. If the position

of the couple changes, this means there is a new candidate who is more qualified.

The algorithm has a preference table that contains interest between both parties,

both clients, and workers. Any installation made between clients and workers in a

set can be said to be the allocation of stable pairs. But not all preference list is

a potential stable partner. A stable pair will be determined in the last round. A

condition will result in a separate pair because a certain client rank is higher than

the one previously occupying that position. Although engagement occurs, clients

13



who do not have a worker will occupy an existing position. The more preference

lists, the more employees to occupy certain positions.

The following pseudo code is Gale-Shapley algorithm process [27].

As seen in the figure below, if the worker to whom the client proposes is free and

unengaged, the likelihood is determined. This is because we aim to reduce the pos-

sibility of a rogue couple being formed. If rogue pairs are formed, they must be

corrected by using the conditions for stable matching.

14



Figure 2.3: Working flow chart of Gale-Shapeley Algorithm
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2.8 Docker and Swarm

Docker is a set of platform-as-a-service (PaaS) products that use operating-system-

level virtualization to deliver software in packages called containers. Containers are

isolated from one another and bundle their own software, libraries and configuration

files; they can communicate with each other through well-defined channels. All con-

tainers are run by a single operating-system kernel and are thus more lightweight

than virtual machines [28].

Figure 2.4: Docker model [28]

A Swarm [28] is made up of multiple Docker hosts running in swarm mode and serv-

ing as administrators (managing membership and delegation) and workers (man-

aging swarm services). A host of a given Docker may be a manager, a worker, or

both. Once you create a system, you identify its optimal state (number of replicas,

network and storage assets at your fingertips, external ports that the service exposes.

One of the key benefits of swarm systems over standalone containers is that you can

change the configuration of a system, including the networks and volumes to which

it is connected, without the need to restart the server manually. Docker changes the

configuration, stops the service tasks with the outdated configuration and creates

new ones that suit the configuration you want.
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Figure 2.5: Cluster Created using Docker Swarm [28]

2.9 Cloud Broker

The main features of the cloud are self-service on-demand, large network access,

resource pooling, strong elasticity, and calculated services[26]. Cloud computing is

a phenomenon that is evolving. Several researchers have been working on cloud

computing in various aspects such as architecture, SLAs, load balancing, security,

third-party participation, cost management, and service quality (QOS) etc.Users

also store sensitive information in the cloud, but the provider may not be sure. Be-

cause of the risks of service quality failure and the likelihood of malicious insiders in

the cloud, working with ”single cloud” provider is expected to become less popular

with clients. This reveals the Multi cloud environment’s importance. Here a third

party would benefit both the users and the cloud. This third party is cloud broker.

A cloud broker is an individual or business third party that serves as an intermediary

between a cloud computing service’s purchaser and that service’s sellers [30]. The

task of the broker may be simply to save the buyer’s time by investigating products

from various vendors and providing information to the customer on how to use cloud

computing to support business objectives. This broker provides cloud vendors and

their users that offer different services such as availability, aggregation, integration,

performance management, security, etc.
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Figure 2.6: Cloud Broker Model [22]
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Chapter 3

Proposed Model

For our proposed model, we have used Docker as the container of the VMs, TOP-

SIS for both client and server side are run on the cloud broker which generates the

rankings. Then the rankings are sent to the manager who runs the matching game.

For this we used the Gale-Shapley Algorithm.

Figure 3.1: Proposed Model
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For our model, the clients send their requirements to the cloud broker. In the figure

the elements on the left are clients. The middle part is the cloud broker and the

right side is the cloud. Firstly, the clients send their requirements to the cloud

broker. In our experiment, we named the VMs as workers. The workers also send

their specifications to the broker. The broker then runs the TOPSIS algorithm and

generates the list of preferences for both clients and workers. Then the list is sent to

the manager who runs the matching game and matches the clients with the workers.

3.1 SLA definition

We assume that SLA offered by the system to clients and vm nodes is based on four

parameters Hsla, Rsla, Cpsla, Fmax where Hsla is maximum or required amount of

HDD or hard disk resource that a client required and Rsla and Cpsla is the max-

imum or required amount of RAM and CPU of a client. Here Hall, Rall, Cpall

is respectively the allocated resource of a client which will be always ≤Hsla, Rsla,

Cpsla respectively to fulfill our SLA . There is a tolerable Constant which we can

be measured by Jain’s fairness of allocation where we can calculate the fairness of

allocation in percentage . Here The allocation of resources is Hall, Rall, Cpall divided

by required resources Hsla, Rsla, Cpsla.

Normalizedxi =
Ti
Oi

=
Hall

Hsla

,
Rall

Rsla

,
Cpall
Cpsla

(3.1)

FairnessIndex, Fall =
(
∑n

y=1 xy)
2

(n ∗
∑n

y=1 y
2)

∗ 100 (3.2)

Where y = (1,2,3. . . .n) number of resource

The index ranges from 0-1 and multiply with 100 make it to 0 to 100 percent. Our

fairness allocation threshold is Fmax and the fairness measure by the client resource

after allocation is Fall . Here, Fall≤Fmax to fulfill our SLA. If Fall exceeds the limit
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of Fmax then the corresponding matched pair will be discarded and will join the next

session of pairing. The session slots are calculated.

T =
j

u
(3.3)

where (j =1,2,3,. . . .M) , is the number of vms are available and u= 4 the chunk we

consider here. That’s how we can ensure the resource allocation optimization and

our SLA.

3.2 Problem formulation

We now describe how to determine optimal virtual allocation over a slot T. starting

from the problem constant and variables.

Constants:

• u is the rage of a slot T where in every slot T= j/u

• y is the number of the resource criteria , in our case we consider HDD, RAM,CPU.

In can be changed in other locations where the number of criteria can be different.

Y is essential for calculating the Fall.

Variables :

• Ti is the resource that allocated for a client in any resource criteria Ti = (Hall, Rall, Cpall)

• Oi is the resource that the requirement of a client in any resource criteria Oi =

(Hsla, Rsla, Cpsla)

• ci is the cost of matched client or allocated cost.

• i and j are number of client and VM nodes respectively

• Z is a non-negative number which varies from 0 to 1 to calculate whether a matched

pair is allocated or not G(c,z)=
∑vmax

j=1

∑U
i=1 ci,j ∗ zi,j

• Vmaxisthetotalnumberofvm.

• U is the total number of clients
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Objective Function :

To minimize the cost of all the clients as their preference of choices in pricing sector,

we propose a function where we calculate the cost of the pair after allocation. Here

G(c, z) =
vmax∑
j=1

U∑
i=1

ci,j ∗ zi,j (3.4)

Here, C is the cost of corresponding vm after allocation and z is either 0 or 1 . our

objective is to minimize this cost as the clients preference of costing.

minG(c, z) =
vmax∑
j=1

U∑
i=1

ci,j ∗ zi,j (3.5)

Hall ≤ Hsla (3.6)

Rall ≤ Rsla (3.7)

Cpall ≤ Cpsla (3.8)

Subject to:

vall ≤ vmax (3.9)

vmax =
vmax∑
j=1

zj (3.10)

∑
i =

∑
j (3.11)

Fall ≤ Fmax (3.12)

Here (3.5) is our main objective function. Equations (3.6),(3.7),(3.8) and (3.9) are

inequalities. Equation (3.11) states that, the number of clients and workers must

be equal.
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3.3 Algorithm Matching Game

while (worker are free)

1 Take 4 clients and workers to form a cluster and generate separate matrix for them

2: rankClients = clients.TOPSIS();

3: rankWorkers = workers.TOPSIS();

4: for (each client)

5: preferenceClients = TOPSIS(rankClients, rankWorkers);

6: for (each worker)

7: prefernceWorkers = TOPSIS(rankWorkers, rankClients);

8: matchingGame (preferenceClients, prefernceWorkers)

9: Match Clients to workers and give resources;

10: end if (workers are busy)

The positive ideal solution consists of all the strong criteria achievable values,

whereas the negative ideal solution consists of all the worst criteria achievable values.

In the TOPSIS method, precise scores are used in the formation of a decision matrix

and standardized decision matrix that each alternative receives from all the criteria

[1]. The step-wise procedure for implementing TOPSIS is presented as follows:

Step 1: Generate the criteria matrix

An∗n =


a11 ... a1n

. .

. ,

an1 ... ann

 (3.13)

Step 2: Create a normalized decision matrix with criteria.

rij =
xij√∑J

j x
2
ij

(3.14)

Where j=1,2,3,. . . . . . . . . .,J; i = 1,2,3,. . . . . . . . . . . . ,n

and Where xij and rij are the original and normalized decision matrix score.

Step 3: Build the weighted standard decision matrix by multiplying the weights

23



wi of assessment criteria with the standardized decision matrix rij.

vij = wi ∗ rij (3.15)

where j=1, 2, 3 ,. . . . . . . . . .,J; i = 1,2,3,. . . . . . . . . . . . ,n

Step 4: Determined the positive ideal solution (PIS) and negative ideal solution

(NIS)

A+ = (v+1 , v
+
2 , v

+
3 , . . . . . . . . . , v

+
n ) (3.16)

Where v+i =max(v)ij if j εJ ;min(v)ij if j εJ−A− = (v−1 , v
−
2 , v3, . . . . . . . . . , v

−
n )(3.17)Where

v−i = min(v)ij if j εJ ;max(v)ij if j εJ−

Step 5: Calculate the separation steps between PIS and NIS for each alternative

dib =

√√√√ n∑
j=1

(vij − V +
j )2 (3.18)

where, i = 1,2,3,. . . ..,n

diw =

√√√√ n∑
j=1

(vij − V −
j )2 (3.19)

where, i = 1,2,3,. . . ..,n

Step 6: Calculate the relative closeness co-efficient of each alternative to the ideal

solution.

Ci =
diw

(diw + dib)
(3.20)

Step 7: Depending on the decreasing values of the coefficient of closeness, alterna-

tives range from the most desirable to the worst. By this we can rank the preference

order.

By this TOPSIS algorithm we generate the client’s preference and worker’s pref-

erence in the cloud broker and after that send this to the cluster manager where

matchmaking algorithm works. We used Gale-Shapley algorithm to match clients

to worker nodes based on the TOPSIS calculated preference list of both clients and

workers. Figure 3 illustrates our matchmaking algorithm. After getting the pairs we

calculated Jain’s fairness index. It shows how fairly the resources where allocated. If
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FallFmaxthenthematchedpairisstableandfulfillsourSLA.Otherwisediscardthepair.SometestcasesarediscussedinChapter4.

3.4 Preprocessing

Firstly, we took 4 clients’ requirements from the dataset. Because our system model

is based on 4-VM and in Equation (13) states that the number of clients and workers

has to be equal. Then we set the criteria for the clients (max, max, max, min) for

the four parameters which are (HDD, RAM, CPU, Maximum Preferred Price). As

for the workers, the criteria are (max, max, max, max). We created two matrixes

and sent them to the broker. The broker ran the TOPSIS algorithm and then sent

the results to the manager.
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Chapter 4

Result and Analysis

4.1 Results

After running the TOPSIS function on both clients and workers, we plotted the

TOPSIS score of both client and workers. In x-axis we showed the number of

workers and in y-axis we plotted the TOPSIS scores.

Figure 4.1: Client TOPSIS score

The closeness value is the distance from the current situation to the ideal situation.

As we can see in Figure 8, the higher the closeness value of clients to workers is, the
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Figure 4.2: Worker TOPSIS score

lower the distance is from the ideal situation. Based on this value the rankings of

Clients are made.

For the worker TOPSIS score we plotted the worker to client TOPSIS score against

number of clients.

Again in Figure 9, the higher the closeness value of workers to client is, the lower

the distance is from the ideal situation. Based on this value the rankings of rankings

are made.

Now we get the tables with rankings.
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Client ID HDD RAM CPU Maximum preferred Price RANK

Client 1 1000 32 4 30 1

Client 2 2000 8 3 20 3

Client 3 5000 16 3 25 2

Client 4 1000 4 2 10 4

Table 4.1: Client Ranking Table

From 4.1 we get the above table which shows the rank of the clients against work-

ers. Here Client id are the client number, HDD, RAM, CPU are the requirements

of clients. Furthermore, here Price column is the maximum preferred range of price

of clients’.

Worker ID HDD RAM CPU Maximum preferred Price RANK

Worker 1 1000 4 2.5 10 4

Worker 2 3000 16 3.4 30 1

Worker 3 1000 8 3 17 3

Worker 4 2000 16 3 20 2

Table 4.2: Worker Ranking Table

From 4.2 we get the above table which shows the rank of the workers against clients

.Here Worker ID are the worker number ,HDD, RAM,CPU are the specification of

clients. Furthermore, here Price column is the fixed prices of workers.
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Engagements

Client 1 and Worker 2

Worker 2 dumped Client 1 for Client 3

Client 1 and Worker 4

Client 2 and Worker 1

Client 4 and Worker 3

Couples

Worker 1 is engaged to Client 2

Worker 2 is engaged to Client 3

Worker 3 is engaged to Client 4

Worker 4 is engaged to Client 1

So the final matched sets are (1,2),(2,3),(3,4),(4,1)

4.2 Analysis

During the Analysis phase we used Jain’s Fairness index to observe how fairly the

resources where allocated.

Measured throughput Ti = (THDD, TRAM , TCPU) Optimal throughputOi = (OHDD, ORAM , OCPU)

FairnessIndex =
(
∑n

y=1 xy)
2

(n ∗
∑n

y=1 y
2)

(4.1)

The index ranges from 0-1.
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Figure 4.3: Calculated Jain’s Fairness Index

In 4.3 we can see that the clients’ fairness ar 65%, 92%, 94% and 95%.

Now we compared our results with the traditional Min-Max approach.

Figure 4.4: Comparison of Max-min vs Gale-Shapley
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Here we compared our Allocation with Max-min Allocation. We can see that our

Allocation if more Fair and efficient. Max-min allocation is used by most service

providers. We can see that our method results in better allocation and less wastage.

Now we will compare the cost of the clients maximum preferred price and allocated

price after matching.

(1).png (1).png (1).png (1).png (1).png (1).png (1).png (1).png

Figure 4.5: Cost Comparison

We can see that only 1 out of 4 clients allocated price is more than their preferred

price.
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Chapter 5

Conclusion

We investigated the issue of SLA provisioning in cloud computing in this paper. In

order to implement SLA we used TOPSIS and Gale-Shapley algorithm, we consider

multiple types of resources such as CPU, memory, and virtual machine level storage.

For each physical server, the algorithm promotes not only equal resource allocation

for users, but also efficient use of resources.

The problem of SLA provisioning in resource allocation is modeled as a finite ex-

tensive game with perfect information, and our approach leads to a decision on the

Nash equilibrium.

If jobs have machine preferences, future work could usefully study the fairness-usage

trade-off. Another direction is to consider the problem of allocation within the pri-

orities of the work situation. In addition, we plan to explore how to use this game

theoretical provisioning with resource allocation with multiple resource providers

affect the future of cloud computing.
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