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Abstract

Involving machine learning in recognizing human activities is a widely discussed
topic of this era. It has a noticeable growth of interest for implementing a wide
range of applications such as health monitoring, indoor movements, navigation and
location-based services. The process is implemented gradually through several meth-
ods obtaining better accuracy than before. The data of human activities can be
collected by wifi module, bioharness or wearable device which can be waist, wrist
or thighs mounted. The purpose of our research is predicting human activities by
classifying sequences of remotely recorded data of well-defined human movements
using responsive sensors. The data are collected by a waist mounted device which
contains mobile phone sensors (e.g. accelerometer and gyroscope) for observing
human activities of different aged people. The observed data are modeled using ma-
chine learning and neural network. Here we have used machine learning algorithms
which are Support Vector Machine (SVM), K Nearest Neighbour (KNN), Linear
Regression, Logistic Regression, Decision Tree, Naive Bayes Classifier and Random
Forest Classifier. Moreover, we have also used artificial recurrent neural network
(RNN) architecture- Long Short-Term Memory algorithm and Multi Layer Percep-
tron (MLP) algorithm. Modeling the data using various algorithms and obtaining
results accurately are not convenient, because human motions recorded through
wearable sensors have variations and complexity. For overcoming these problems we
have used four dimension reduction techniques e.g. Principal Component Analysis
(PCA), Singular Value Decomposition (SVD), Linear Discriminant Analysis (LDA)
and Independent Component Analysis (ICA) for achieving more accurate activity
prediction performance with less complex and faster computations.

Keywords: Machine Learning, HAR, Prediction, LSTM, SVM, KNN, MLP, Deci-
sion tree, Linear Regression Analysis, PCA, SVD, ICA, LDA.
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Chapter 1

Introduction

One of the first important milestones was the first Human Activity Recognition(HAR)
solutions which emerged in 2006 that actually used smartphones[1]. At that time,
the first experiments were conducted using data analysis of global system for mobile
communication(GSM) sensors and accelerometer to measure mobility of devices.
During this time, due to limited smartphones, all data processing was carried out
on a computer (offline storage). In developing the first collaborative solutions since
2007, the literature has made progress[2][3][4]. The communication and processing
model adopted by these solutions follows the following flow: data was collected from
smartphones and sent to a server on the Internet where information was shared with
users.These data was commonly used to improve the accuracy of machine learning
algorithm classification models. It was only until 2008, with the evolution of pro-
cessing and storage technology in smartphones, that approaches began to appear in
which data collection and processing took place on the smartphone itself[5].
In 2009, smartphones were fitted with more sensors, allowing users to identify new
activities, such as the detection of human voice. Sound Sense’s works[6] represent
this scenario very well with recognition of environmental sound-based activities, such
as group conversations. At the same time, more studies concentrated on develop-
ing healthcare applications as chronic disease detection based on user locomotion
issues[7][8][9]. Later on, in 2010, researchers focused on enhancing HAR recogni-
tion system specifics such as efficient data collection by continuous sensing to boost
battery energy efficiency[10], (ii) enhancing classification models using a series of
classifiers[11], and (iii) detecting intermediate intervals between activities[12]. Fur-
thermore, Berchtold et al.[3] suggested the development of a HAR cloud service that
would enable the classification models embedded in smartphones to be constantly
updated via user feedback. In the beginning of 2011, more specific solutions have
emerged, such as the first discussions on the impact of the position and orientation
of the smartphone on the user body[13][14]. Henpraserttae et al.[14], for example,
found that the mobile in an individual’s hand and waist emits different signals and
therefore requires different analyzes to identify the same operation. At the same
time, as the WISDM server, the first public database was published[15]. Public
libraries help validate and compare new HAR methods with existing ones.
The first experiments were published in 2012 concerning the identification of more
complex behaviors using smartphones. For example, Dernbach et al.[16] and Khan
et al.[17] combined inertial sensor data to recognize everyday (e.g. cooking) and
physical activity. Das et al.[18] combined mobile sensor data with smart environ-
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ment sensors to recognize the daily activities of users. Many research focused on
improving digital applications to ensure that the entire data process takes place on
the mobile device[11][12]. In the feature extraction step[19], data fusion techniques
for multiple sensors have been applied since 2013. Furthermore, more detailed stud-
ies have been conducted to detect accurate lightweight features[20]. Some work in
2014 centered on the data segmentation phase with the goal of measuring the impact
of time window size on classification model accuracy[21]. In 2015, the HAR area
approached to converge with the application of algorithms for deep learning classi-
fication, with the first work being published by Alsheik et al.[22]. From there, the
classification models created by the methods of deep learning became the state-of -
the-art classification activities. New HAR scientists, based on data streaming[23],
appeared in 2016 . At this point, such an issue was viewed as an online learn-
ing problem to mitigate the need to store the historically required training of the
classification models. However, this approach is based on novel detection with the
intention of mapping new activities that are not, by chance, depicted in the models
of classification. In addition, in a step to elimination of model classification errors,
new studies[24] related to transition-between-activity recognition (e.g. sit-to-stand)
have emerged as data referring to transitions are considered noise in the database.
Multiple studies[25][26][27][17] conducted comparative analysis among the various
HAR solutions of the literature in 2017. Some analyzes attempted to evaluate the
efficacy of the features in the classification models generated by machine learning
algorithms. Frameworks to encapsulate all the steps and processes previously stud-
ied in a generic architecture have been recently introduced in 2018. From there,
new API (Application Programming Interface) HAR implementations can emerge
to facilitate the creation of HAR applications.

1.1 Motivation

For Human Activity Prediction, smartphone is a globally available key tool for ap-
proaching towards data collection of different human activities. The reason behind
this are several; such as: smartphone is a portable device which is easy to oper-
ate having different embedded sensors (e.g. accelerometer and gyroscope), it has
computational features and also the ability to communicate. Smartphone is a con-
venient option for extracting human motions’ data from various types of real-world
environments. It is a budget-friendly programmable embedded device which has
brought together hardware and software sensors[28]. These sensors can sense differ-
ent human activities such as: laying, sitting, standing, walking, walking downstairs
and walking upstairs irrespective of age of the participant and his/her surround-
ings. We have developed a waist mounted device for our research using smartphone
sensors for collecting data of our targeted six daily activities of human. Reason of
choosing waist for the position of our device is waist can be considered as a center
point of our body which can percept the position and angular variations of body
while we lay down, sit, stand and walk straight, upstairs or downstairs. We have
used accelerometer and gyroscope sensors in our device for observing the activities’
data. We have also used memory card module for storing data and clock module
for recording definite seconds which we took in collecting data of each person.

2



1.2 Problem Statement

This research aims to predict human daily activities by analyzing data which are
being collected through a body worn device containing smartphone sensors. Smart-
phone sensors are easily available and convenient to record data of different people.
Machine learning classifiers and neural network are used for modeling the data and
thus predicting the accuracy of the possibility that which data indicates to which
activity. In this case complexity of calculation and correctness of results depend on
the type of data in the dataset. Some datasets may have lots of features and some
features may have high correlation between them. Detecting the type of activity
among large number of observations is very challenging. Results may vary in terms
of accuracy because of these type of dataset. In this situation we can apply different
types of dataset reduction techniques, which analyzes the dataset, identifies the fea-
tures which are similar, then eliminates one of those after ensuring that the rest of
the data can describe the whole process like before. Application of these techniques
fastens the computation as well as gives more accurate prediction of activities.

1.3 Thesis Statement

Human activity prediction identifies human activities analyzing a set of observations
retrieved from environment or sensors. Sensors can be body worn used in different
body parts such as the waist, wrist, chest, thighs etc. Though these sensors are
uncomfortable to use but they provide noticeable performance.
Dataset being used in our research consists of data collected through a wearable
device in human waist. The device containing smartphone sensors extracts a large
set of observations of human activities from the environment. These smartphone
sensors are very responsive in terms of recording data. Smartphone is a flexible
sensing tool with built-in sensors such as accelerometers, gyroscopes, dual cameras
and microphones. All of these provide flexibility while monitoring Activities of Daily
Living (ADL).
Activities of daily living are routine activities people do every day without assistance.
There are six basic ADLs: eating, bathing, getting dressed, toileting, transferring
and continence. The performance of these ADLs is important in determining what
type of long-term care and health coverage, such as Medicare, Medicaid or long-term
care insurance, a person will need as he or she ages. The body worn device takes
data of six human activities such as: Laying, Sitting, Standing, Walking, Walking
Downstairs and Walking Upstairs.
These wide range of data are analyzed using dataset reduction techniques which
are Principal Component Analysis (PCA), Singular Value Decomposition (SVD),
Linear Discriminant Analysis (LDA) and Independent Component Analysis (ICA)
whether they have related features or not and then modeled using machine learning
classifiers such as: SVM, KNN, Linear Regression, Logistic Regression, Random
Forest, Decision tree, Naive Bayes and neural network algorithms which are LSTM
and MLP.
Apart from the existing dataset we have developed another dataset with a smaller
set of observations. We have developed a waist mounted device using gyroscope
and accelerometer for recording data of human movements. Memory card does the
task of storing and retrieving data from our device and clock module records the
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designated amount of time taken in taking data of each individual. We do not have so
many features in our dataset except the three axes of accelerometer and gyroscope.
That’s why we did not need to apply reduction techniques in our dataset rather
we have modeled those data using the same machine learning classifiers and neural
network algorithms.
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Chapter 2

Literature Review

From the paper ,the research team introduced a new publicly data set For Hu-
man Activity Recognition using smartphones and acknowledged some results using
a multi class Support Vector Machine approach. They also improved the classifica-
tion performance of the learned model using the data set[29].
In this paper, performance of classification is observed using three machine learning
algorithms which are SVM, HMM and ANN. Body activity recognition are obtained
using numerical data collected from wearable sensors as well as the classification al-
gorithms. Apart from activity motions other features like age, weight, acceleration
statistics, physiological measurements are also taken into consideration. In future,
they intend to make SVM approach for finding optimal parameters more efficient,
decreasing the consumed time and computational complexity. They also plan to
make HMM approach more convenient in producing accurate results. Lastly, they
will try to recognize body activities from the perspective of sparse representation
and random projections[30].
In this paper, human activities are recognised using LSTM network by evaluating
four fusion methods for combining convolutional neural network outputs. Perfor-
mance improvement is obtained by adding a third LSTM layer. Final illustrated
results represents an attention mechanism to direct the LSTM through the notice-
able fields of convolutional feature sequence[31].
In the paper, the research team developed a complete system included data ac-
quisition system, features extraction, data processing, training and human activity
recognition . Support vector machine is used to classify and identify action and
recognised the system on windows , android platforms and operate in real time[32].
In the paper a database of more than 100 subjects was analyzed regarding human
activity recognition using smartphone sensors. They obtained 98% accuracy through
evaluating performance in terms of confusion matrices, effects of time-window sizes
and different feature vectors. In future they plan to detect other complex activities
to observe how the recognition rates scale for such sequences. Moreover, they expect
to utilize their results for automatic social networking feeds, health related issues,
calculating daily calories along with entertainment, sports, daily tasks or occupa-
tional tasks[33].
In the paper, it is analyzed that activities can be detected using a single triaxial
accelerometer providing high accuracy. Meta-classifier usage is feasible to detect ac-
tivities related to hands or mouth which are hard to detect using single accelerom-
eter. They found that plurality voting classifier is the best classifier for activity
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recognition. They would like to extend their research recognizing short activities
such as opening door using swipe card from accelerometer data. Also there motto
is to study the effect of ontology of activities in terms of classifying activities which
are hard to recognize[34].
In this research, smartphone sensors including accelerometer and gyroscope are val-
idated for activity recognition. Gyroscope provide extra benefits here as a data
source by classifying activities. Heart rate monitor sensor has improved the intensity
of identifying the activities. This study discusses the advantages and disadvantages
of using a smartphone as a data collector in human activity recognition. It ensures
effective ecological validity as it requires people to carry only one device that they
carry usually[35].
In the paper , the research group introduced a comprehensive survey of the recent
advances in activity recognition with smartphone sensors. They review the core data
mining techniques behind the mainstream activity recognition algorithms, analyse
their major challenges and introduced a variety of real applications enabled by the
activity recognition[36].
In this research, smartphones incorporated with triaxial accelerometers are used to
recognize human activities in a desirable way. Smartphones are easy to carry in many
ways from which same activity can have variation in acceleration data. The sys-
tem implements kernel discriminant analysis for balancing the class variances. The
technique is implemented using the activity data collected from five body positions
using a smartphone. The system increases the applicability of activity classifica-
tion systems. By using an accelerometer enabled smartphone,which could be placed
in any pocket without firm attachment to a specific body part, activities could be
monitored throughout a longer period of time[37].
In this paper, they focused on healthcare applications and introduced MC-HF-SVM
approach to use in AmI system for this purpose. Also they have used integer pa-
rameters to build multiclass SVM. Moreover, they assume MC-HF-SVM approach
involving fixed-point calculations maybe used AR that ensures less memory,time
and power consumption and also AR gives compatible accuracy levels to MC-SVM
approach. Their experiment dictates that standard MC-SVM can be substituted
from learned MC-HF-SVM model with reduction of 6 bits. This result has positive
impacts on smartphones as it helps in releasing system and reduces energy consump-
tion. In future they are hoping to introduce a public AR dataset to enable other
researchers to test and compare among various learning models[38].
This paper proposes a modern and reliable method for ADL inference involving
human motion and object recognition. The system uses 3 accelerometer sensor fu-
sion and RFID reader. Among those two accelerometers are used to classify five
human states using decision tree and detected hand moving RFID marked objects
includes instrumental object-related activities. This centralized approach to instru-
mental operations in the identification of the human body system offers a reliable
and high accuracy recognition level. This system is compact and smaller but pro-
vides recognition rate of 95% for 18 ADL. The program tests whether the elderly
can live normally or not after wearing small mobile gadgets like accelerometers and
RFID detector, and then the results are sent to their remote relatives. In future
they are planning to check the health status of users by calculating calorie intake
and expending calorie[39].
This paper represents Human Activity Recognition(HAR) area based on smart-
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phones with inertial sensors. They discussed the history of smartphone based hu-
man activity recognition area involving the gradual evolution of HAR. The motto
of exploring the noticeable historical events of HAR is to stimulate the future plans
regarding HAR bringing revolutionary turning points of this area. Also, they de-
scribed detailed dataset along with the necessary features for modeling the data.
According to them feature extraction can be done in two ways; either manually
or automatically. They have used shallow and deep machine learning algorithms
for classification of data. Moreover, they have discussed the areas of data fusion,
energy efficiency and data dimensionality reduction techniques and also highlighted
the major findings of the best fit methods. Furthermore, they mentioned several
challenges and future plans regarding smartphone based HAR area. Finally, they
have provided a set of real time HAR applications which will definitely help in rec-
ognizing physical activities of humans[28].
In this paper, realtime human activity is monitored and thus predicted using multi-
ple sensors. They analyzed several sets of features and sampling rates for finding a
convenient classifier and also showed how that model performed on different body
parts which are used in wearable device for collecting data. In future they will be
extending their activity classifier for other activities to recognize individual’s loca-
tion using the activity classification[40].
This paper introduces eWatch which is a wearable computing platform existing in
the form of a wrist watch, has sensing and notifying capability. It is easily viewable,
traced and available for the sensors. It can sense light, motion, audio, temperature
via bluetooth communication and also provides visual, audio and tactile information.
This dynamic wearable computing platform provides realistic user observations. It
consists of CPU, sensors, power control, notification mechanisms, and wireless com-
munication. In addition,on the built-in display, it has the eWatch shell and the
Graphical User Interface (GUI) . The sensed data by this eWatch is less power con-
suming and make efficient use of memory. The platform is suitable for classifying
data using machine learning algorithms where sufficient battery capacity is ensured.
In Future they will focus on the recognition of activity and the combination of loca-
tion information with activity data. To enable the eWatch to function as a mobile
node in a sensor network they want to integrate an 802.15.4 radio. Besides adding
flexibility, integration of the eWatch into its environment will be made possible cov-
ering a wider network. It will surely bring a robust evolution in Human Activity
Recognition (HAR) area[41].
In this paper, Ambient Assisted Living (AAL) is being emphasized for fall detection
of elderly person which is a critical problem to focus on. They present an Activity
Recognition (AR) and Fall Detection (FD) system to record real time observation
using two accelerometers making it a mature technology for this purpose. For AR
system, an architecture containing a set of combined rules is built to recognize pos-
tures ensuring that the system is well behaved. The classifiers of machine learning
provides maximum accuracies wherever the rules of the architecture fail. In addi-
tion, for FD system emphasis is put on high accelerations and detected horizontal
orientation as falling incorporates lying too. The F-measure of AR was 99% be-
ing tested on different persons and the F-measure of FD was 78% due to failure
of recognizing events that lack of real time performance. So the system works well
with postures or static activities but rules needed to recognize dynamic activities
are quite difficult. Another issue is considering long term lying down recognized as
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fall which might not always true. In future they are planning to sewing the sensors
into users’ clothing by ensuring that it does not decrease the accuracy significantly.
As FD accuracy is not upto the mark due to the use of only two accelerometers
they want to use additional sensors and recognize the field of potential fall and thus
providing better health monitoring system of the elderly citizens[42].
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Chapter 3

Dataset

In our research, we have used two sets of data sets. One is existing data set which we
collected from [29]. Another one is new data set which we developed by collecting
data through a waist mounted device. For our existing dataset and new dataset
the workflow diagram is given below where we have mentioned the individual work
process.

Figure 3.1: Workflow of existing dataset

Figure 3.2: Workflow of new dataset
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Here in Figure 3.1 shows that, after collecting ta dataset from UCI we extract
the features of dataset as there is a huge number of features. After that we use
multiple dimension reduction techniques and split the dataset. Then we use machine
learning and neural network algorithms and find out the best fit algorithm for human
activity prediction. In figure 3.2, the workflow diagram shows that, at first we collect
the dataset with waist mounted device for six human activity. After getting the
gyroscope and accelerometer data for per activity we arranged that in CSV file and
classify that dataset and find out the accuracies for per classifier.
Now here we will describe the elaborate description of both dataset-

3.1 Existing Dataset

3.1.1 Dataset Description

We get the publicly data set for human activity recognition using smartphones from
UCI Machine Learning Repository. In this data set, they use waist mounted de-
vice having smartphone sensors: gyroscope and accelerometer value to determine
multiple activity of people. They focus on six activities of human like lying, sit-
ting, standing, walking, walking upstairs and walking downstairs. Among them
three of them like standing, sitting, lying are static activities and walking, walk-
ing downstairs , walking upstairs are dynamic activities. They have also included
postural transitions that occurred between the static activities which are stand-to-
sit, sit-to-stand, sit-to-lie, lie-to-sit, stand-to-lie, and lie-to-stand . in this dataset,
they collected data of 30 people aged between 19 to 48 in a rich sensor responsive
environment using 72 environment and body sensors. Each person performed six
activities wearing a smartphone (Samsung Galaxy S II). This dataset has 7353 rows
and 563 columns. There are 561 features bearing the frequency and time domain
variable where the calculated triaxial acceleration from the accelerometer (total ac-
celeration) and the estimated body acceleration and also triaxial Angular velocity
from the gyroscope are given through signal processing. The other two features an
identifier of the subject whom carried out the experiment and the activity level of
six activities for each subject. shown in Publicly available datasets provide a freely
available source of data across various disciplines and researchers in the eld. That’s
why, they present a new dataset that has been created using inertial data from
smartphone accelerometers and gyroscopes, targeting the recognition of six different
human activities. Therefore, they have obtained results by exploiting a multi class
Support Vector Machine (SVM) classier.

3.1.2 Dataset Preprocessing

The performance of all six activities took total 192 seconds for each person . They
have started with standing position from zero second and then simultaneously took
static activities value in order to standing, sitting, laying where each static activities
took 15 seconds. After that they took the value of dynamic activities(walking, walk-
ing downstairs , walking upstairs) for 12 seconds each. There is also a separation
of 5 seconds between each activities. They used an integrated handheld accelerom-
eter and gyroscope sensor to monitor 3-axial linear acceleration and 3-axial angular
velocity at a constant rate of 50Hz. These signals are pre-processed with a median
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Figure 3.3: CSV file of existing dataset

filter and a 3rd order low-pass Butterworth filter with a cutoff frequency of 20Hz.
This rate is sufficient to capture the movement of the human body as 99% of its
energy is[43]. Using butterworth low-pass filter into body acceleration and inertia,
the acceleration signal, which has gravitational and body movement components,
was isolated. The gravitational force is believed to have only low frequency compo-
nents, so they found the experiments that for a constant gravity signal, 0.3 Hz was
an ideal corner frequency. Additional time signals were obtained when the euclidean
magnitude and time derivatives (jerk and angular acceleration) were calculated from
the triaxial signals. From the smartphone sensor, 17 measures (like mean,max, std,
mad, entropy and so on) applied to the time and frequency domain signals and a to-
tal of 561 features were extracted to describe each activity window. Table 3.1 shows
the time and frequency domain signals obtained from the smartphone sensors.

Namr Time Frequency
Body Acc 1 1
Gravity Acc 1 0
Body Acc Jerk 1 1
Body Angular Speed 1 1
Body Angular Acc 1 0
Body Acc Magnitude 1 1
Gravity Acc Mag 1 0
Body Acc Jerk Mag 1 1
Body Angular Speed Mag 1 1
Body Angular Acc Mag 1 1

Table 3.1: Time and frequency domain signals obtained from the smartphone sensors
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After processing of data the dataset has also been randomly partitioned into two
independent sets, where 70% of data were selected for training and the remaining
30% for testing by using train-test splitting method. After splitting the dataset they
have 7352 rows and 561 columns in training set and 2947 rows and 561 columns in
testing set. X train, X test, Y train Y test is determined with the splitting of data
where X denotes the all 561 features and Y denotes the activity and subject.

3.1.3 Dimension Reduction Techniques

As the dataset has a big number of features and it is a higher dimensional data so
that dimension reduction techniques is highly recommended for this dataset. We
have used 4 dimension reduction techniques by using different size of components.
These techniques help us to get better results for each algorithm.

PCA

Principal component analysis (PCA) extracts a set of features from a large data
set. By comparing the dataset we used 40 components of data and apply PCA
on it. After comparing the result we find that, the maximization of components
helps us to get higher accuracy. So we increase the number of component to 150.
After applying PCA we have split the dataset by 70% of training and 30% of testing
dataset where we get 150 features. The distribution of PCA explained variance for
150 components is given below. Here figure 3.4 shows the distribution plot of PCA
explained variance where x and y axis shows the value of decomposed value. This
plot denotes 3 components scatter plot from o to 2.
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Figure 3.4: Distribution of PCA components

SVD

Singular Value Decomposition is used to reduce the dimensionality like the number
of columns, of a data set. We have used 100 components to reduce the extra features.
The explained variances of SVD is given below. Figure 3.5 shows the decomposed
value of 100 components of SVD where the decomposed components are indicated
very clearly by the scatter plot and there is not noticeable correlation among the
components. This plot denotes 3 components scatter plot from o to 2.

Figure 3.5: Distribution of SVD components

13



LDA

Linear discriminant analysis computes the directions of linear discriminants that
will represent the axes. It maximizes the separation between multiple classes. As
we have multiple classes of features that’s why we use 40 components of features
to calculate LDA. After applying the LDA on X train and X test we get 5881 rows
and 5 columns in the training set and 1471 rows and 5 columns in the testing set
where LDA reduces a high number features and the new feature calculates the higher
accuracy value for each algorithm. Figure 3.6 shows the decomposed values of x and
y axis where it shows that, LDA maximizes the separation between classes and the
plot denotes 3 components scatter plot from o to 2.

Figure 3.6: Distribution of LDA components

ICA

Independent Component Analysis finds the independent variables and here we use
Non-Gaussianity method to measure independent components. We have used both
40 and 150 components to determine the independent variables in X test and X train.
After applying ICA of 150 components we got 150 features in both test and train
set. Here the value of decomposed independent components are shown in the figure
3.7 by two axis x and y. This plot denotes 3 components scatter plot from o to 2.

Figure 3.7: Distribution of ICA components
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3.1.4 Data Visualization

In order to work with any dataset it is very important to visualize it, visualization
of graphs helps us to understand the dataset and the correlation between data more
precisely . With the help of Python librarieswe can easily visualize the data. We
used python libraries like seaborn , mathplotlib , scikitplot etc to plot heatmap , cor-
relation matrix , scatter and density , countplot , pieplot etc. Here, the visualization
plots of existing data is given below:

Scatter and Density Plot

Here the density plot visualises the distribution of data over time period and con-
tinuous interval where the time interval of existing data is 5 second. Figure 3.8 also
shows the scatter plot to denote how much one variable is affected by another.

Figure 3.8: Scatter and Density Plot of existing dataset
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Histogram plot

Histogram diagram consisting of rectangles whose region is proportional to a vari-
able’s frequency and whose size is equivalent to the interval of class. Here in existing
dataset, the range of activity is 0.00-0.40 which is shown in figure 3.9.

Figure 3.9: Histogram of existing dataset

Pie Plot

Pie plot is one of the most commonly used form of data visualization, it is used
to plot the pie chart. In the pie chart the percentage of data of each category is
represented as a slice of the circle. Here figure 3.10 shows the percentage of six
activities in a pie chart form of existing dataset.

Figure 3.10: Pie chart of existing dataset

Count Plot

Countplot is a barplot where the dependent variable is the number of instances of
each instance of the independent variables like human activities. We used seaborn
visualization libraries count plot to visualize our data. Figure 3.11 shows each
activity count range in a barplot form of existing dataset.
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Figure 3.11: Count plot of existing dataset

Heatmap Plot

Heatmap is the graphical representation of each column and their relation between
them. It is in reality a colored tabular matrix where each cell’s color depends on
the information this contains. We used python seaborn library to plot the heatmap.
Here existing dataset has 563 column and the graphical representation of each col-
umn is shown in figure 3.12 below.

Figure 3.12: Heatmap plot of existing dataset
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Correlation Matrix

Correlation matrix is a table of coefficients of correlation among variables. The
relationship between two variables is shown by each cell in the table. As a way to
summarize data, as an input into a more advanced analysis, and as a diagnosis for
advanced analysis, a correlation matrix is used. We plotted the data correlation
matrix by using python’s matplotlib library to plot the matrix in the figure 3.13.

Figure 3.13: Correlation matrix of existing dataset

3.2 New Dataset

3.2.1 Device Description

We have developed a device for recording accelerometer and gyroscope value of
human different activities movements. Here we implemented a waist mounted de-
vice because human bodies different movements value can be detected accurately
thorough waist as it is the main masspoint of human body. To implement the de-
vice the main controller is arduino microcontroller. The main sensor of this device
is 6DOF Accelerometer Gyroscope GY-521 which contains a MEMS accelerometer
and a MEMS gyro in a single chip. We can capture 3 dimensional value accurately
through this sensor as it contains 16-bits analog to digital conversion hardware for
each channel. Therefore it captures the x, y, and z channel at the same time. To
record the data, we have used Micro SD TF Card Module And DS1307 I2C Real
Time Clock Module . Clock module is used for recording the time for each data.
Table 3.2 shows the total time we have count for each person. The performances of
all six activities took total 156 seconds for each person. We have started with lying
position from zero second and then simultaneously took static activities value in
order to standing, sitting, laying where each static activities took 20 seconds. Then,
we took the value of dynamic activities like walking, walking downstairs, walking
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upstairs for 25 seconds each. There is also a separation of 5 seconds between static
activities and 2 seconds separation between dynamic activities. On the other hand,
to record all those data we have used the SD card module. Here, we have used
16GB micro sd card in the module and the value of x,y,z of both accelerometer and
gyroscope were stored in the card with the time and date while we were taking the
data for each person. Figure 3.14 shows the device setup which we used for recording
the value of human daily activities.

No Activity Activity Time(sec) Pause time(sec)
1 Laying 20 5
2 Sitting 20 5
3 Standing 20 5
4 Walking 25 2
5 Walking Upstairs 25 2
6 Walking Downstairs 25 2

Total= 156 sec

Table 3.2: Time of six activities of Human through Waist Mounted Device

Figure 3.14: Device setup for data collection
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3.2.2 Data Description

In our research, we have made a new dataset for human activity recognition using a
wearable device developed with smartphone sensors: gyroscope and accelerometer.
These sensors sense our targeted six human activities such as: Laying, Sitting,
Standing, Walking, Walking downstairs and Walking upstairs. We have taken data
of total 30 people aged between 55-65, 30-35 and 21-26 years. We collected data in
a homely environment such as varsity cafeteria as well as house. After collecting the
data through the waist mounted device, we placed the recorded value in CSV file
where dataset has 2822 rows and 8 columns. Figure 3.15 shows the csv format of
new dataset of 30 people with their six activities’ value. The dataset has also been
randomly partitioned into two independent sets, where 70% of data were selected
for training and the remaining 30% for testing by using train-test splitting method.
After splitting the dataset we have 2257 rows and 6 columns in training set and 565
rows and 6 columns in testing set. X train, X test, Y train Y test are determined
with the splitting of data where X denotes 3 axis accelerometer (ax,ay,az) and 3 axis
gyroscope(gx,gy,gz) value and Y denotes the activity and subject.

Figure 3.15: CSV file of new dataset
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3.2.3 Data Visualization

Scatter and Density Plot

Here the figure 3.16 visualizes the time and continuous interval distribution of data
where the time interval of new data is 5 seconds and 2 seconds. These statistics
often include the scatter plot to show how much is affected by another variable.

Figure 3.16: Scatter and Density Plot of new dataset
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Histogram plot

Histogram diagram shown in figure 3.17 consists of rectangles whose area is pro-
portional to a variable’s frequency and whose size is equal to the distance between
groups. The range of operation in this new dataset is 0.00-0.35.

Figure 3.17: Histogram of new dataset

Pie Plot

In the pie chart, the percentage of information in each class is represented as a slice
of the ring. Here figure 3.18 shows the pie plot of the new dataset.

Figure 3.18: Pie chart of new dataset

Count Plot

Figure 3.19 shows the barplot of new dataset where the dependent variable is the
number of instances of each instance of the independent variables like human activ-
ities.
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Figure 3.19: Count plot of new dataset

Heatmap Plot

Here new dataset has 8 columns and the graphical representation (heatmap) of each
column is shown in figure 3.20 below.

Figure 3.20: Heatmap plot of new dataset

Correlation Matrix

Figure 3.21 shows the correlation matrix of new dataset where it shows the correla-
tion of each columns.

Figure 3.21: Correlation matrix of new dataset
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Chapter 4

Methodology

4.1 Machine Learning

4.1.1 Linear regression

Linear regression is a statistical method for modeling the most generalized linear
fit (linear formula, using the least squared approach) between a dependent variable
and one or more explanatory variables (or independent variables). When regressors,
represent inputs or causes, a statistical background is an independent variable. This
input variable, essentially mapped to predict the potential outcome in linear line
equation, is referred to as dependent variables where dependent variables represent
the result or outcome from which the variance is being studied. Figure 4.1 shows
the connection between dependent and independent variable where the drawn line
is called regression line.

Figure 4.1: Linear regression with regression line scattering
[44]
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Types of linear regression

There are two types of linear regression-

• Simple linear regression: Simple linear regression is used to determine the
relationship between two continuous variables. This searches for a correlation
that is quantitative but not deterministic. It is said that the relationship
between two variables is deterministic if the other can express one variable
accurately. The formula of linear regression is-

y = β0 + β1x (4.1)

Here,
x=explanatory variables
y=dependent variable
β0 = y − intercept(constantterm)
β1 = slopecoefficientsfortheexplanatoryvariable

• Multiple linear regression: There is more than one explanatory variable for multiple
linear regression. Multiple correlated dependent variables are predicted here, rather
than a single scalar variable. It is a line fit between multiple inputs and one output.
The Formula for Multiple Linear Regression is-

yi = β0 + β1xi1 + β2xi2 + ..+ βpxip+ ε (4.2)

where, for i=n observations: yi=dependent variable
Here,
xi = explanatoryvariables
β0 = y − intercept(constantterm)
βp = slopecoefficientsforeachexplanatoryvariable
ε = themodel′serrorterm(alsoknownastheresiduals)

Multiple regression, in fact, is the extension of ordinary minus squares (OLS) re-
gression involving more than one explanatory factor.

Basic concepts of linear regression

• Correlation (r): Explains the relationship between two variables, possible val-
ues -1 to +1.

• Variance (σ2) : Measuresthedisseminationofyourdata.

• Standard Deviation (σ) : Measureofspreadinyourdata(SquarerootofV ariance).

• Normal distribution: Normal distribution, also known as the Gaussian distribution,
is a symmetrical distribution of probability over the mean, indicating that data close
to the mean occurs more often than data far from the mean. Normal distribution
appears as a bell curve in graph form.
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• Residual (error term): Actual value (Which we have) Minus Predicted value (Which
came using linear regression).

Linear Regression Learning Model Type

1. Simple Linear Regression: Simple linear regression where one input can be used
to estimate the coefficients using statistics. This involves the calculation of
statistical data properties such as averages, standard deviations, correlations,
and co variance.

2. Ordinary Least Squares: Ordinary Least Squares are used to approximate the
coefficient values when more than one source is present. The procedure of the
Ordinary Least Squares seeks to minimize the squared residuals.

3. Gradient Descent: For each coefficient, it works by starting with random val-
ues. For each pair of input and output values, the sum of squared errors is
calculated. As a scale factor, a learning rate is used and the coefficients are
updated to minimize the error. The process is repeated until a minimum sum
squared error is achieved or no further improvement is possible.

4. Regularization: It is an extension of the linear model where it minimizes the
sum of the square error of the variable on the training data by using ordinary
least squares. It also reduces the complexity of the equation, such as the
number of all model coefficients or the total size of the sum.

4.1.2 Logistic Regression

For classification problems, logistic regression is used. It is an algorithm based on a
predictive analysis theory of probability. It uses a more complex cost range defined
as the ’ Sigmoid function ’ instead of a linear function. It tends to limit the function
of costs from 0 to 1. It is therefore not represented by linear functions as it can
have a value greater than 1 or less than 0, which is not possible due to the logistic
regression hypothesis. The logistic regression algorithm additionally makes use of a
linear equation with unbiased predictors to predict a value. The expected value can
be anywhere, from negative infinity to positive infinity. We want the algorithm’s
output to be a variable of class type. For instance, 0 as no 1 as yes. Thus, the
linear equation’s output is squashed into a range of [0,1]. The sigmoid function is
used to smash the expected value between 0 and 1.

z = θ0 + θ1x1 + θ2x2 + .. (4.3)

g(x) =
1

1 + e−x
(4.4)

So Linear equation and sigmoid function is-

h = g(z) =
1

1 + e−z
(4.5)
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Here,
h= Squashes output
z= output of the linear equation
g(x)= function which returns a squashed value h, where the value h will lie in the
range of 0 to 1.
Here the figure 4.2 underneath shows the chart of the sigmoid function where the sig-
moid function becomes asymptote to y=1 for positive estimations of x and becomes
asymptote to y=0 for negative estimations of x.

Figure 4.2: Sigmoid function graph
[45]

4.1.3 Random Forest Classifier

Random forest is a supervised algorithm for machine learning that uses a decision
tree approach to forest creation. It develops a lot of decision trees based on random
data selection and random variables selection that provides the class of dependent
variables based on a lot of trees. The higher the chance of getting accurate results,
the greater the number of trees. Random forest results in high precision and under-
standing very quickly. On large data sets, it is very effective. Random forest uses
the gini index to evaluate each tree’s final rank.If data set T contains examples from
n classes’ gini index, Gini (T) is defined as-

Gini(T ) = 1−
∑

(PJ)2 (4.6)
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4.1.4 Decision Tree

Decision Tree is an algorithm used to identify and regress supervised learning. This
works by dividing the information into two or more sub-sets based on the values of
the input factor. A cost function or splitting criteria is used to determine the best
split (one with the lowest cost) between all the split points. The data is divided
into groups recursively until there is only one sample in the leaves. For implement
the Decision Tree classifier using Scikit-Learn, an improved version of the CART
(Classification and Regression Trees) algorithm is used in this model. Gini impurity
is used to calculate the uncertainty as the dividing criterion. The other is ID3
(Iterative Dichotomiser 3) which uses Entropy Function and Knowledge Gain as
metrics to implement the classifier.

4.1.5 Näıve Bayes (NB)

Näıve Bayes is a supervised learning algorithm that relies on the classification the-
orem of Bayes. The theorem of Bayes uses conditional probability, which in effect
uses prior knowledge to measure the likelihood of a future event. The formula for
Bayes‘ Theorem is [46]-

P (A|B) =
P (B|A)P (A)

P (B)
(4.7)

Here,
P(A)= prior probability, i.e., the probability of the hypothesis being true
P(A| B) = posteriorprobability, theprobabilitythatahypothesis(A)istruegivensomeevidence(B)
P (B) = probabilityoftheevidence, irrespectiveofthehypothesis
P (B|A) = probabilityoftheevidencewhenhypothesisistrue

The input variables (features) are considered to be independent of each other in
the Näıve Bayes classifier and all features must contribute independently to the tar-
get variable’s likelihood. By having a conditional independence statement over the
training dataset, it reduces uncertainty. This reduces the complexity of the above
problem to just 2n drastically. The principle of conditional independence states that
X is conditionally independent of Y given Z and given random variables X, Y and Z,
if and only if the distribution of probability governing X is independent of Y given Z.
In other words, X and Y are conditionally independent given Z if and only if, given
the knowledge that Z occurs, knowledge of whether X occurs does not provide in-
formation on the likelihood that Y occurs, and knowledge of whether Y occurs does
not provide information on the likelihood that X occurs; this assumption makes the
Bayes algorithm naive. Given, n different attribute values, the likelihood now can
be written as-

P (X1...Xn|Y ) =
n∏

i=1

P (Xi|Y ) (4.8)
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Here,
X = the attributes or features
Y = the response variable
Now, P(X| Y ) = theproductsofprobabilitydistributionofeachattributeXgivenY.
There are several different types of Näıve Bayes classifiers, among which was used
in this model the Gaussian Näıve Bayes classifier. The classification of Gaussian
Näıve Bayes assumes that the function values are continuous and that the values of
belonging to each group are normally distributed.

4.1.6 Support vector machine(SVM)

Support Vector Machine (SVM) is a supervised machine learning algorithm that
can be used for both SVC (Support Vector Classification) and SVR (Support Vector
Regression) classification and regression. The main goal behind SVM is to find a
hyperplane in an N-dimensional space (N — the number of features) that categorizes
the data points as clearly as possible, separating features into different domains or
regions. There are many potential hyperplanes that could be chosen to distinguish
the two groups of data points. Maximizing the margin gap offers some support in
order to be able to distinguish future data points with greater confidence.

Figure 4.3: Hyperplane of support vector machine
[47]

Hyperplanes are decision boundaries that help distinguish points of data. Data
points that fall on either side of the hyperplane can be assigned to different classes.
Often, the dimension of the hyperplane depends on the number of features. If the
number of input characteristics is 2, the hyperplane is just a row. If the number
of input features is 3, then the hyperplane becomes a two-dimensional plane. It
becomes difficult to imagine when the number of apps exceeds 3. There are two
types of SVM, one of which is linear SVM and the other is non-linear SVM. Linear
SVM is mainly used to classify linear data sets. It has linear decision boundaries and
is efficient in dealing with large multi-class multi-class datasets. It is more effective
than non-linear SVM. Nevertheless, it is not appropriate for non-linear complex
datasets. Non-linear boundaries, on the other hand, are used to deal with such
issues. This is called SVM’s kernel trick. Such functions transform low-dimensional
input space into larger dimensional space to distinguish the problem of non-linear
separation. It transforms extremely complex data and then separates data based
on the labels or outputs that are described. Figure 4.3 shows the sample of placing
hyperplane in SVM.
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4.1.7 K-Nearest Neighbors (KNN)

K-Nearest Neighbors (KNN) is a directed classifier which records every considerable
case and describes retrieved cases that depend on an estimation of closeness, for
example, separation capacities. It is an algorithm used to classify as well as to
regress. However, it is more commonly used to solve classification problems. K
is referred to as the number of neighbors closest or nearest to KNN. K is this
algorithm’s primary determining factor. In cases where K=1 is simply referred to
as the nearest neighbor algorithm. Typically, K is an odd number. In figure 4.4 ,
when k=1 then the testing data are in the same level as the closest example of the
training set . Similarly, when k=3 the the level of 3 closest class are checked and
the most common level is assigned to the testing data.

Figure 4.4: Visual representation of K factor
[48]

4.2 Neural Network

4.2.1 Multilayer perceptron (MLP)

Data is transmitted in one direction in MLPs across multiple interconnected layers.
MLPs are usually made up of one or more neuron layers. Information is fed into the
input layer, one or more layers may exist between where the information is finely
tuned, and finally the prediction is given by the output layer, also called the visible
layer. MLPs are effective when it comes to classification issues, i.e. where a cate-
gory or label is input data data set. They also do well in estimation of regression.
Because of a set of input data in tabular form in a spreadsheet or in a CSV format
file, they estimate a real world value quantity in regression problems. MLPs are
machine learning algorithms that are supervised. They are trained on sets of pairs
of input-outputs and eventually learn to model the pairs ’ interdependence. It is
important to change the data parameters or biases to learn so that the percentage
of errors remains small. ”Backpropagation” is the technique used for these adjust-
ments.
For ’ Rectifier linear unit, ’ ReLU is short form. It is the most common activation
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function of a neural network’s hidden layers. ReLU is ideal for non-linear datasets
and that’s why we used it as it can allow us to use multiple layers and help us to
spread errors backwards. The equation for ReLU is:

A(z0) = max(0, z) (4.9)

For an output the value of z has to be positive otherwise it will give zero.

Figure 4.5: ReLU Activation Function Graph

Softmax is a type of sigmoid function that is really useful for multi-class dataset
classification like ours. In classification, it is helpful as it would give us production
24 as 0 and 1 for each category. That’s why we choose the Softmax function. The
equation of the Softmax function is shown below:

σ(z)j =
ezj∑k
k=1 e

zk
forj = 1, ..., k (4.10)

4.2.2 Long short-term memory (LSTM)

LSTMs have an accomplishment over ordinary feed-forward neural networks and
RNN in numerous respects. Reason behind this is the fact of remembering patterns
for long time interval. LSTMs have been located as the most extraordinary arrange-
ment for prediction problems. Succession expectation inconveniences are seen as one
of the hardest issues to clear up in the records science industry. These comprise of a
big scope of issues; from anticipating salary to finding designs in stock market data,
from recognition film plots to perceiving your method for talking, from language
translations to foresee your consequent word on the console of your iPhone[49].

An Overview of Recurrent Neural Networks (RNN)

Think about a case of financial exchange’s information for a specific stock as a
successive information. A basic model of AI or an Artificial Neural Network can
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figure out how to anticipate stock costs dependent on various highlights: stock
volume, opening worth, and so forth cost of the stock relies upon these highlights
just as on the stock qualities in the earlier days. For a broker, these qualities are
one of the major prescient factors in the prior days (or the pattern).
All experiments are viewed as autonomous in customary feed-forward neural sys-
tems. While planning the model for a specific day, there is no worry at stock expenses
in the previous days.
This time dependence is worked on utilizing Recurrent Neural Networks. Figure 4.6
shows how an average RNN seems:

Figure 4.6: Folded pattern of RNN

it looks a lot simpler in figure 4.7 once it has unfolded:

Figure 4.7: Unfolded pattern of RNN

Presently it’s simpler to perceive how these systems take a gander at the pattern of
stock costs, before foreseeing stock costs for now. Here each estimate at the time t
(h t) depends upon all desired outcomes and the data they have aggregated.
To an enormous degree, yet not so much, RNNs can take care of our succession
dealing with issue. Presently RNNs are incredible with regards to short sentences,
yet to have the option to comprehend and recollect the importance behind the
groupings, much the same as a human mind, we need our models to have the option
to fabricate and recall a story. It’s impractical With a basic RNN.
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Limitations of Recurrent Neural Networks (RNN)

When managing transient dependence, intermittent neural systems perform well.
For instance, The issue which has nothing to do with the setting of the announcement
and hence RNN need not recollect information disclosed before this, or what was its
importance, all they have to know is that the perception much of the time. Vanilla
RNNs, in any case, don’t comprehend the setting of an information. The RNN needs
to recall this setting so as to make a right expectation. The applicable data can be
confined from the point where it is required by a gigantic measure of superfluous
information. There remains the disappointment of Recurrent Neural Network! A
marginally changed adaptation of RNNs – the Long Short-Term Memory Networks
– can take care of this issue.

Improved version of RNN: LSTM (Long Short-Term Memory) Networks

As far as including new data in RNN, it changes the current data totally by applying
a capacity. All the data is changed along these lines, i.e. There is no remittance for
’ significant ’ information and ’ not all that significant ’ data. LSTMs, then again,
use increases and augmentations to roll out little improvements to the data. The
data courses through a system called cell states with LSTMs. It encourages LSTMs
to review or overlook things specifically. The data has three unique conditions at a
specific cell state. Relationship with transport lines is another significant element
of LSTM. LSTMs utilize the data development strategy which can be recipient for
ventures moving items for various purposes. As it moves through the various layers,
we may have some expansion, adjustment or evacuation of data similarly as an item
can be shaped, painted or pressed on a transport line. The accompanying outline
clarifies the cozy relationship of LSTMs and transport lines.

Figure 4.8: Outline of LSTM

As LSTMs don’t control the whole data but instead alter them somewhat, they can
overlook and recall things specifically.
LSTMs are an exceptionally encouraging answer for issues identified with grouping
and time arrangement. The one drawback, be that as it may, is the test of preparing
them. Indeed, even a straightforward model goes into preparing a great deal of time
and machine cash. Be that as it may, this is only a limitation on equipment.
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4.3 Dimension Reduction Techniques

For machine learning classification problems, on the basis of which the final classifi-
cation is made, there are often too many variables. Such considerations are basically
so-called features variables. The higher the number of features, the more difficult
it becomes to envision and function on the training set. Most of these features are
sometimes linked and therefore redundant. This is where algorithms for the reduc-
tion of dimensionality come into play. Reduction of dimensionality is the method of
reducing the number of random variables being considered by obtaining a collection
of key variables. It can be split into the collection of features and extraction of
features[50].
Since we have a higher number of features, we have used 4 dimension reduction
techniques. Which are PCA, SVD, LDA ICA.

4.3.1 Principle Component Analysis(PCA)

The key component examination approach is to infer significant factors (as parts)
from a wide scope of factors in a dataset. This gathers highlights from a high-
dimensional data set with a mission to gather expected amount of data. Visualiza-
tion seems significantly reasonable with less factors. While managing 3 or higher
dimensional data, it is progressively helpful. It is constantly accomplished on a
network with balance or covariance. This guarantees the framework ought to be
straight and the information ought to be structured.A head segment is a direct mix
of the first factors which are extricated so that the primary head segment clarifies
most extreme difference in the dataset and the second head part attempts to clarify
the rest of the change in the dataset and is uncorrelated to the main head segment
third head segment attempts to clarify the fluctuation which isn’t clarified by the
initial two head segments, etc. Here in the figure 4.9 below PC1 and PC2 are the
principal components.

Figure 4.9: Principle Component Analysis
[51]

4.3.2 Singular Value Decomposition(SVD)

SVD(Singular Value Decomposition) is a technique of dimension reduction that can
be used to reduce the dimensionality of a data set, such as the number of columns.
It is often used for noise reduction, image compression and other areas of digital
signal processing. This divides the first factors into three matrices. It is principally
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used to wipe out the repetitive highlights of the informational collection. This uses
the idea of Eigenvalues and Eigenvectors to test these three grids.
SVD is an algorithm that makes a m x n matrix, M, of real or complex values into
three element matrices where factorization has the USV* form as shown in figure
4.10.
Here,
U = m x p matrix.
S = p x p diagonal matrix.
V = n x p matrix, For V * transposing V, p x n matrix, or transposing the conjugate
if M comprises complex values.
The value p is called the rank. The diagonal entries of S are considered the unique
values of M. U columns are usually called left-singular vectors of M, and columns of
V are considered right-singular vectors of M.

Figure 4.10: Singular Value Decomposition matrices
[52]

4.3.3 Linear discriminant analysis (LDA)

Linear discriminant analysis (LDA) is an algorithm for dimension reduction, mean-
ing that it reduces the number of dimensions from the original to C— 1 number
of characteristics where C is the number of groups. LDA is a supervised learning
algorithm where it determines the directions (linear discriminants) that will repre-
sent the axes that maximize multiple class separation. Although for a multi-class
identification function in which category labels are identified, LDA is superior to
PCA. It helps to find the boundaries among category clusters. LDA projects data
points on a line to distinguish clusters as much as possible, with each cluster having
a relative (close) distance to a centroid. Essentially LDA seeks the centroid of each
group data points.

4.3.4 Independent Component Analysis (ICA)

Independent Component Analysis (ICA) is an information theory-oriented dimen-
sion reduction technique. This technique expects that the factors given are direct
blends of certain obscure dormant factors which are commonly free of the idle fac-
tors. To keep the elements as distinct as possible, ICA is searching for a non-mixing
matrix.Non-Gaussianity is the most common method of measuring element inde-
pendence. To evaluate individual elements, ICA uses non-Gussian methods. The
maximized kurtosis would make the non-Gaussian’s distribution and therefore indi-
vidual components can be found by independent analysis of the components.

35



Chapter 5

Result Analysis

5.1 Existing Dataset

We have applied seven machine learning algorithm and two neural network method
to analyse the existing dataset. The results of each dataset are given below-

5.1.1 Linear Regression

In Linear Regression, we have multiple explanatory (independent) variables which
are the accelerometer and gyroscope values and also the values obtained from these
by applying fast fourier, euclidean mathematical laws. Here, the dependent variables
are the six human activities (Laying, Sitting, Standing, Walking, Walking down-
stairs, Walking Upstairs) to be predicted. We have kept the encoded value of depen-
dent variables of train and test dataset into Y train and Y test variable respectively.
Then the independent variables’ values of train and test dataset are kept in X train
and X test accordingly. Thus we have two independent variables X train and X test
and two dependent variables Y train and Y test. Therefore, we have fit simple linear
regression on X train, Y train and X test, Y test. The accuracy we have obtained
is 98% for X test, Y test and 97% for X train, Y train. The results are given below:
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The variance score of linear regression is 95%. The Coefficients’ array are given
below. Here figure 5.1 shows residual error of train and test data.

Figure 5.1: Residual error of linear regression
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Then we moved to first dimension reduction technique Principle Component Analy-
sis (PCA). In PCA obtained accuracy for both sets of variables is 92% while number
of components were 40. But the accuracy noticeably increased to 95% for both sets
of variables while the component numbers were increased to 150.

Next technique is Singular Value Decomposition (SVD). In SVD obtained accu-
racy for both sets of variables is 94% while the number of components were 100.

Third technique is Linear Discriminant Analysis (LDA) where the accuracy for
X train,Y train is 97% and X test, Y test is 96.8% for 40 components.
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Last reduction technique is Independent Component Analysis (ICA). Here for 20
components we got 90% accuracy for both sets of variables. When we increased
components to 150, we got 95% accuracy for both sets of variables train and test.

Graphical representation of all the accuracy of linear regression is given below in
figure 5.2. It shows us that maximum accuracy is 98.47% which is obtained by
simple linear regression without applying reduction techniques.

Figure 5.2: Result analysis of linear regression
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5.1.2 Logistic Regression

In logistic regression we have fit a set of independent and dependent variable which
are X train and Y train into the classifier. Then we did the predictive analysis be-
tween classifier and X test which leads to 96% accuracy. The classification report
contains precision, recall, f1-score and support values for six activities. Precision,
recall and f1-score all values are between 0.85-1.00. Support values refers to 537,
491, 532, 496, 420 and 471 occurrences for standing, sitting, laying, walking, down-
stairs and upstairs activities respectively. The accuracy score, confusion matrix,
classification report and plot for normalized confusion matrix (figure 5.3) for logis-
tic regression are given below:

Figure 5.3: Confusion matrix for logistic regression
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In PCA obtained accuracy is 93% while number of components were 40. But the
accuracy noticeably increased to 98% while the component numbers were increased
to 150. In both cases the number of total occurrences of the activities is 1471.

Figure 5.4: Confusion matrix for logistic
regression by applying 40 components
PCA

Figure 5.5: Confusion matrix for logistic
regression by applying 150 components
PCA

In SVD we got 97.82% accuracy while number of components were 100 and total
occurrences of six activities were 1471.
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Figure 5.6: Confusion matrix for logistic regression by applying SVD

In LDA accuracy is 98% for 40 components and 1471 occurrences of the activities.
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Figure 5.7: Confusion matrix for logistic regression by applying LDA

In ICA our obtained accuracy is 83% while number of components were 20. But the
accuracy increased to 94.76% while the component numbers were increased to 150.
In both cases the number of total occurrences of the activities is 1471.
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Figure 5.8: Confusion matrix for logistic
regression by applying 20 components
ICA

Figure 5.9: Confusion matrix for logistic
regression by applying 150 components
ICA

Lastly, the overall summarized accuracy for logistic regression in both cases; which
are without applying reduction techniques and by applying reduction techniques are
given below. In figure 5.10, we can see that the maximum accuracy is 98.23249%
which is obtained by PCA where the number of components is 150.
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Figure 5.10: Result analysis of logistic regression

5.1.3 Random Forest Classifier

For random forest classifier we have applied imputation method for detecting null
values and thus generating trees. After applying transform method on X test we
get the X test imp variable on which we applied random forest classifier and got the
y predicted variable. Thus we got 97.42% accuracy by fitting classifier on y predicted
and Y test variables. The accuracy score, confusion matrix, classification report and
normalised confusion matrix (figure 5.11) figures are given below:
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Figure 5.11: Confusion matrix for random forest classifier

In PCA obtained accuracy is 90.75% while number of components were 40. But the
accuracy decreased a bit to 89.6% while the component numbers were increased to
150. In both cases the number of total occurrences of the activities is 1471.

Figure 5.12: Confusion matrix for ran-
dom forest classifier by applying 40 com-
ponents PCA

Figure 5.13: Confusion matrix for ran-
dom forest classifier by applying 150
components PCA
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In SVD, accuracy is 89.6% for 100 components and 1471 occurrences of activities.

Figure 5.14: Confusion matrix for random forest classifier by applying SVD

In LDA, we got 98.03% accuracy for 40 components and 1471 occurrences of activ-
ities.

47



Figure 5.15: Confusion matrix for random forest classifier by applying LDA

In ICA, for 20 and 150 components we got 89.53% and 75.66% accuracies accordingly.
In both cases the sum of support values or occurrences is 1471.
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Figure 5.16: Confusion matrix for ran-
dom forest classifier by applying 20 com-
ponents ICA

Figure 5.17: Confusion matrix for ran-
dom forest classifier by applying 150
components ICA

Lastly, the overall summarized accuracy for Random forest classifier in both cases;
which are without applying reduction techniques and by applying reduction tech-
niques are given below. Figure 5.18 shows that the maximum accuracy is 98.03%
which is obtained by LDA where the number of components is 40.

Figure 5.18: Result analysis of Random forest classifier

5.1.4 Support Vector Machine (SVM)

Firstly, we scaled the data of X train and X test using standardscaler. As we know
modeling based on repetition of the same samples can predict the seen data but
fails to analyze any unseen data which is called over fitting. That’s why while using
supervised machine learning algorithm cross validation (CV) is performed to tune
parameters which helps to avoid over fitting. Here we used grid-search technique to
perform CV for best fit SVM. C, gamma are parameters of Radial Basis Function
(RBF) kernel SVM. Gamma parameter’s value 0.0001 is very low which indicates
that influence of single training set is far. Value of C parameter is 1000 which
indicates that there remains smaller margin and the decision function is better at
classifying all training points accurately. Accuracy for training and test data are
99.68% and 96.16%. The classification report contains precision, recall, f1-score and
support values for six activities. Precision, recall and f1-score all values are between
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0.89-1.00. Support values refers to 537, 491, 532, 496, 420 and 471 occurrences for
standing, sitting, laying, walking, downstairs and upstairs activities respectively.
Total 2947 occurrences of six human activities are analyzed here.

Figure 5.19: Confusion matrix for support vector machine

In PCA, we got 99.28% and 97.55% accuracies for train and test data where number
of components were 40. When we increased the components to 150 we obtained 100%
and 98.77% accuracies for train and test data.
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Figure 5.20: Confusion matrix for sup-
port vector machine by applying 40 com-
ponents PCA

Figure 5.21: Confusion matrix for sup-
port vector machine by applying 150
components PCA

In SVD, for 100 components we got 100% and 98.16% accuracy for train and test
data respectively.

Figure 5.22: Confusion matrix for support vector machine by applying SVD
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In LDA, we got 98.64% accuracy for train data and 98.23% accuracy for test data
while the number of components were 40.

Figure 5.23: Confusion matrix for support vector machine by applying LDA

In ICA, we got 99.79% and 98.43% accuracy for train and test data for both cases
of component numbers which are 20 and 150.
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Figure 5.24: Confusion matrix for sup-
port vector machine by applying 20 com-
ponents ICA

Figure 5.25: Confusion matrix for sup-
port vector machine by applying 150
components ICA

Lastly, in training set, figure 5.26 shows that , by applying PCA of 150 components
and SVD we got 100% accuracy. On the other hand, figure 5.27 shows that, in the
testing set, we got the highest accuracy by applying PCA , where the component is
100.
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Figure 5.26: Result analysis of support
vector machine (training set)

Figure 5.27: Result analysis of support
vector machine (testing set)

5.1.5 K-Nearest Neighbors (KNN)

In KNN at first we scaled the X train and X test data which contains all the in-
put features. Then we applied K-Neighbors Classifier on scaled X train values and
Y train data which contains encoded variables of activities. Thus we got 85.34%
accuracy from Y test and Y-pred variable where Y pred is obtained from scaled
data of X test variable. The classification report contains precision, recall, f1-score
and support values for six activities. Precision, recall and f1-score all values are
between 0.72-1.00. Support values refers to 537, 491, 532, 496, 420 and 471 oc-
currences for standing, sitting, laying, walking, downstairs and upstairs activities
respectively. Total 2947 occurrences of six human activities are analyzed here. Here
macro average and weighted average accuracy score is 86%.
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Figure 5.28: Confusion matrix forK-Nearest Neighbors

In the Error rate of K value graph in figure 5.29, we can see that we have the least
error while the K value is 10 whereas we have the maximum error while the K value
is 2.5 while number of components is 20.

Figure 5.29: Error rate for k value

In PCA, we got 93.95% accuracy for 40 components and 93.74% accuracy for 150
components.

55



Figure 5.30: Confusion matrix for KNN
by applying 40 components PCA

Figure 5.31: Confusion matrix for KNN
by applying 150 components PCA

In SVD, we got 95.51% accuracy for 100 components.
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Figure 5.32: Confusion matrix for KNN by applying SVD

In LDA, we got 97.55% accuracy for 40 components.

Figure 5.33: Confusion matrix for KNN by applying LDA
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In ICA, we got 89.87% accuracy for 20 components and 93.67% accuracy for 150
components.

Figure 5.34: Confusion matrix for KNN
by applying 20 components ICA

Figure 5.35: Confusion matrix for KNN
by applying 150 components ICA

Lastly, in figure 5.36, the overall summarized accuracy for K-Nearest Neighbors
(KNN) in both cases; where we can see that the maximum accuracy is 97.552685%
which is obtained by LDA with 100 components.

Figure 5.36: Result analysis of K-Nearest Neighbors
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5.1.6 Naive Bayes classifier (NB)

We applied gaussian naive bayes classifier on independent variable X train which
has the input independent variables and dependent variable Y train which has the
numerical values from 0 to 5 for six activities. The accuracy score obtained from
X test and Y test in naive bayes classifier is 77.0274%. he classification report
contains precision, recall, f1-score and support values for six activities. Precision,
recall and f1-score all values are between 0.58-0.96. Support values refers to 537, 491,
532, 496, 420 and 471 occurrences for standing, sitting, laying, walking, downstairs
and upstairs activities respectively. Total 2947 occurrences of six human activities
are analyzed here.

Figure 5.37: Confusion matrix for Naive Bayes

In PCA, we got 89.12% accuracy for 40 components and 86.33% accuracy for 150
components.
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Figure 5.38: Confusion matrix for Naive
Bayes by applying 40 components PCA

Figure 5.39: Confusion matrix for Naive
Bayes by applying 150 components PCA

In SVD, for 100 components we got 88.64% accuracy.
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Figure 5.40: Confusion matrix for Naive Bayes by applying SVD

In LDA, for 40 components we got 98.16% accuracy.

Figure 5.41: Confusion matrix for Naive Bayes by applying LDA
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In ICA, we got 84.02% accuracy for 20 components and 81.91% accuracy for 150
components.

Figure 5.42: Confusion matrix for Naive
Bayes by applying 20 components ICA

Figure 5.43: Confusion matrix for Naive
Bayes by applying 150 components ICA

Lastly, the overall summarized accuracy for Näıve Bayes in both cases; where we
got the highest accuracy 98.164% by applying LDA dimension reduction technique
where the number of components is 40 shown in figure 5.44.

Figure 5.44: Result analysis of Naive Bayes
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5.1.7 Decision Tree

In decision tree data is split into six subsets (X, Y ,X train, Y train, X test, Y test).
Gini index is used to measure the uncertainty. Entropy Function and Information
Gain are used as metrics to implement classifier function by ID3 (Iterative Di-
chotomiser 3). We got 78.18% accuracy using Gini index and 88.24% accuracy
using Entropy.

Figure 5.45: Confusion matrix for decision tree using gini index

Figure 5.46: Confusion matrix for decision tree using entropy
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5.1.8 Multilayer perceptron (MLP)

As we have 561 features in the existing dataset regarding six daily activities of human
, MLP algorithm is one of the most effective options among the supervised learning
algorithms for classifying our data. Data are taken as real world estimations by the
model which is convenient approach for classification and regression. Moderation
of interdependencies among the data parameters leads to us to least percentage of
error. The features are given in the input layers and we obtained 98.57% accuracy in
the output layer or visible layer, along with the prediction of the designated activity.
The classification report contains precision, recall, f1-score and support values for six
activities. Precision, recall and f1-score all values are between 0.96-1.00. Support
values refers to 262,284,276,240,178,231 occurrences for standing, sitting, laying,
walking, downstairs and upstairs activities respectively. Total 1471 occurrences of
six human activities are analyzed here.

Figure 5.47: Confusion matrix for Multilayer perceptron (MLP)
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Regarding loss function graph for test and train datasets we have the following
results:

Figure 5.48: Accuracy plot for MLP
training set

Figure 5.49: Accuracy plot for MLP
testing set

Figure 5.50: Loss plot for MLP training
set

Figure 5.51: Loss plot for MLP testing
set

In PCA, we got 98.70% accuracy for 150 components. Visualization of loss func-
tion result for PCA has straight lines for both train and value. Its because of the
reduction technique of PCA which changes the interdependencies between data pa-
rameters and gives less error than modeling of original dataset.
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Figure 5.52: Confusion matrix for Multilayer perceptron (MLP) for 150 components
of PCA

Figure 5.53: Accuracy plot for MLP 150
PCA components training set

Figure 5.54: Loss plot for MLP 150 PCA
components training set

In SVD, we have 98.64% accuracy for 100 components. Here, Loss function graph
also gives straight lines for both train and value like PCA as its also have interde-
pendency moderation mechanism for reduction formula.
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Figure 5.55: Confusion matrix for Multilayer perceptron (MLP) of SVD

Figure 5.56: Accuracy plot for MLP
(SVD) training set

Figure 5.57: Loss plot for MLP (SVD)
training set

5.1.9 Long short-term memory (LSTM)

Obtained accuracy in LSTM is 90.70%. It can be increased based on how the neural
network weights got initialized at the beginning. Neural networks are quite good
in accurate movement identification of humans. They used the device on the waist
in the test and each classification sequence has only a 128 sample window with two
internal sensors (a.k.a. 2.56 seconds at 50 FPS), so these predictions are extremely
accurate considering this limited context window and raw data. there is no major
bug, and the community tried to implement this code a lot. Expecting good results
for guessing between the ”SITTING” and ”STANDING” labels is not as easy as
those tasks appear to be almost the same from a waist-mounted device’s point of
view depending on how the original data set was collected. It can also be seen that
the difference between ”WALKING,” ”WALKING UPSTAIRS” and ”WALKING
DOWNSTAIRS” was somewhat difficult to make. Clearly, in terms of gestures,
these behaviors are quite similar.
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Figure 5.58: Confusion matrix for LSTM

Figure 5.59: Training session’s progress over iterations for LSTM
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5.2 New Dataset

Here we have used three machine learning classifier to analyse the new dataset. the
results are given below-

5.2.1 Random Forest Classifier

Here in random forest classifier we used imputation method to detect null values.
Then after applying transform method on X test we get the X test imp variable on
which we applied random forest classifier and got the y predicted variable. Thus
we got 43.9% accuracy by fitting classifier on y predicted and Y test variables. The
classification report contains precision, recall, f1-score and support values for six
activities. Precision, recall and f1-score all values are between 0.25-0.78. Support
values refers to 36,40,43,42,44 and 41 occurrences for standing, sitting, laying, walk-
ing, downstairs and upstairs activities respectively for 246 occurrences. The accu-
racy score, confusion matrix, classification report and plot for normalized confusion
matrix for logistic regression are given below:

Figure 5.60: Confusion matrix for Random forest classifier

5.2.2 K-Nearest Neighbors(KNN)

In KNN classifier, at first we scaled X train and X test data with all the features
of the input.Then we applied KNN classifier on scaled X train values and Y train
data which contains encoded variables of activities. So we got 36.99% accuracy
from the variable Y test and Y pred where Y pred is obtained from X test variable
scaled results.The classification report contains precision, recall, f1-score and support
values for six activities. Precision, recall and f1-score all values are between 0.28-0.57
for total 246 occurrences of six human activities are analyzed here.
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Figure 5.61: Confusion matrix for KNN

In the Error rate of K value graph in figure 5.62, we can see that we have the least
error while the K value is 5 whereas we have the maximum error while the K value
is 7.5 while number of components is 20.

Figure 5.62: Error for K value in KNN

5.2.3 Support Vector Machine(SVM)

In SVM , after scalling the X train and X test we got the gamma parameter’s value is
0.001 which indicates that influence of single training set is far. Value of C parameter
is 1000 which indicates that there remains smaller margin and the decision function
is better at classifying all training points accurately. Accuracy for training and test
data are 35.27% and 36.17%. The classification report contains precision, recall,
f1-score and support values for six activities. Precision, recall and f1-score all values
are between 0.0-.83 for 246 occurrences of six human activities.
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Figure 5.63: Confusion matrix for SVM
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Chapter 6

Discussion

We exploited several works on HAR focused on machine learning and deep learning.
We observed a huge usage of SVM for multiclass problems of HAR. The paper
which mainly developed and classified the existing dataset we have used, has used
SVM and obtained 96% accuracy for predicting six human activities[29]. In another
research, for sitting, walking, jogging, and going upstairs and downstairs they used
KNN classifier and obtained 52.3%–79.4% for up and down stair walking, 91.7%
for jogging, 90.1%–94.1% for walking on a level ground, and 100% for sitting[35].
Smartphone is the most widely used device in almost all the research regarding
human activity recognition which assists in recording activity data conveniently with
its sensors. Another research also focused on activities like Sitting Standing Walking
Upstair Downstair and Lying using smartphone sensors and for classification purpose
they used SVM which gave 89.59% accuracy[32].
At first we tried to observe the accuracy of machine learning classifiers and neural
network by fitting them on existing dataset without applying dimension reduction
techniques on it. We applied 9 algorithms in total (Linear and logistic regres-
sion,SVM,KNN,Random forest classifier,naive bayes classifier,decision tree,LSTM
and MLP ). Among them we got maximum accuracy of 99% for SVM and minimum
accuracy of 77% for naive bayes classifier. SVM works well for high dimensional
spaces as it places clear seperation margin among multiple features. The existing
dataset deals with higher number of features of six activities among which SVM
creates the hyperplan of classification. That’s why we got maximum accuracy for
SVM. In Addition to, MLP gives the second highest accuracy of 98%. It is an ef-
ficient algorithm of neural network for gesture recognition. Therefore after SVM,
MLP gives the second best performance for activity prediction. On the contrary,
naive bayes gives minimum accuracy as shown in figure 6.1 because it estimates
small train set properly but when it comes large set of train set containing real-time
independent variables it is almost impossible to obtain predictors.
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Figure 6.1: Result Analysis Graph

In PCA we got 100% accuracy for SVM where number of components was 150.
Here the lowest accuracy is 89% which is obtained in naive bayes classifier for 40
components. As SVM is the most efficient algorithm for multiclass modeling it gives
the maximum accuracy for PCA as well. The dataset contains 561 features, among
which we took 150 principle components which can describe the dataset properly.
That’s why, for 150 components we get highest accuracy in SVM as shown in figure
6.2. On the other hand, naive bayes gives lowest accuracy for 40 components because
of its prediction limitation for huge set of independent features which we have in
the dataset.

Figure 6.2: Result Analysis Graph for PCA
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From figure 6.3, we can see that, in SVD highest accuracy is 100% for SVM and low-
est accuracy is 89% for naive bayes classifier. For both cases number of components
was 100.

Figure 6.3: Result Analysis Graph for SVD

From figure 6.4, we can see that, in LDA, for 40 components, maximum accuracy
is 99% and minimum accuracy is 97% which are observed for SVM and Linear
Regression respectively.

Figure 6.4: Result Analysis Graph for LDA
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Figure 6.5 illustrates that, ICA we got highest accuracy 99.7% and lowest accuracy
84%, which are for SVM and Naive bayes classifier. For SVM we got same result
for 20 and 150 components. But for naive bayes number of components was 20.

Figure 6.5: Result Analysis Graph for ICA

Table 6.1 given below, shows the summarized observations of all accuracy of every
classifiers that we have used so far. This observation table also includes the accuracy
of classifiers with applying dimension reduction techniques.

Algorithms Normal PCA(40) PCA(150) SVD LDA ICA(20) ICA(150)
Linear Regression 98.470% 91.86877% 95.2327% 94.816% 96.887% 90.5236% 95.28046%
Logistic Regression 96.199% 93.5418% 98.2324% 97.8246% 98.096% 83.140% 94.7654%
Random-forest Classifier 97.42% 90.75% 89.6% 89.6% 98.03% 75.66% 89.53%
KNN 85.34% 93.94% 93.74% 95.51% 97.55% 89.81% 93.67%
SVM 99.68% 99.28% 100% 100% 98.64% 98.43% 99.79%
Naive Bayes 77% 89.12% 86.33% 88.64% 98.164% 84.02% 81.91%
MLP 98.57% – 98.70% 98.64% – – –
Decision Tree 78.18% – – – – – –
LSTM 90.70% – – – – – –

Table 6.1: List of accuracies of all classifiers
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On the other hand, for new dataset, we have used three machine learning algorithms
which are Random-forest classifier, SVM and KNN. In SVM , the accuracy result is
35.27% for training set and 36.17% for testing set. The accuracy is lower because
the new dataset has less number of features but SVM works well for large number
of dimensions where dimensions are greater than samples. But in new dataset we
have less number of dimensions than number of samples as we did not calculate
any other features from the x,y,z values of accelerometer and gyroscope. In KNN,
we got 36.99% accuracy and in random forest classifier accuracy is 43.9%. By
analyzing these three algorithms we can find that random forest classifier is the best
fit classifier for new dataset. Random forest classifier gives a higher performance
where one needs less interpretation; as we have less number of dimensions in the new
dataset there is less need of interpretation here. Therefore, random forest classifier
gives maximum accuracy for the new dataset. Figue 6.6 shows the comparative
analysis of results for new dataset.

Figure 6.6: Result Analysis Graph for new dataset
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Chapter 7

Conclusion & Future works

Our research focused on classifying six human activities laying,sitting,standing,walking,
walking downstairs and walking upstairs using machine learning and neural network.
We worked on a publicly available existing dataset which has 561 features. Our main
objective was deducting dimension of these huge dataset using several techniques
and observing the accuracies and thus declaring which algorithm gives the best
result in predicting human activity for which reduction technique. We used four
dimension reduction techniques which are PCA, LDA, ICA and SVD. Here we ap-
plied machine learning algorithms linear regression, logistic regression, SVM, KNN,
naive bayes classifier, decision tree and random forest classifier. Along with these
we used LSTM and MLP neural network algorithms.After applying the algorithms
we found that SVM is the best fit algorithm for predicting human activity in all
section. Apart from these works, we started to develop a new dataset using a waist
mounted device. We made the device using accelerometer and gyroscope sensors
and also used clock module and memory card module for storing the data according
to their designated time. In our dataset we just applied SVM, KNN and random
forest classifier and could not obtain noticeable result as we could not make it as
greater as other datasets. But in future we want to extend our dataset in such a
way so that we can predict elderly persons activity and build a health monitoring
system for them.
one of the main limitations of our research is the size of our new Dataset. As
we have worked with two dataset; one is existing dataset which we have collected
from uci machine learning repository and another one is our new dataset in which
we collected data through a waist-mounted device. In our device we have used
smartphone sensors accelerometer and gyroscope. We have collected data of 30
people aged Between 18-60. We just started to build up the dataset at our homely
environment. Waist mounted device is easy to record the daily human activities like
laying, sitting, standing, walking, walking downstairs and upstairs. In our dataset
there are six features; the triaxial records (x,y,z) of accelerometer and gyroscope.
This amount of observations are really inadequate for an in depth research. We
have seen that in the existing dataset there are 561 features among them 6 were the
x,y,z values of smartphone sensors. The rest of the Values are obtained by applying
mathematical formulas such as fast fourier analysis, euclidean method.they have
extracted these huge number of features for observing the variation of the data for
each activity and also the correlations among the features. We must say, this is
publicly available a rich dataset to predict human activities. On the contrary in our
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dataset we have not these much features which are not sufficient to fit on a machine
learning model and obtain desired accuracy along with the prediction of activities.
With these least amount of data we have got accuracies within 45% for svm, knn,
random-forest classifiers which are really poor results.
In future, we are hoping to focus our research on predicting elderly persons Daily
activities. Firstly, we will need to extend our dataset by collecting more data from
old age homes of the city. After collecting raw data we will be also extracting
more features from the data. Our target is to monitor old persons activities and
thus assisting them during their illness especially to those who do not live with
their family. In that case we need to enhance our device features too by adding
more sensors for more efficient data needed to monitor elder citizens. We may
choose sonar sensor and pir sensor for monitoring the elder person while they will
be in washroom. In these days wrist band can measure heart rate blood pressure
footsteps and also can be connected to mobile phones for notification purpose. But
the ones who are old and homeless cannot afford wrist bands. That’s why we want
to develop a health monitoring system for the deprived senior citizens. Our motto is
to monitor their activities continuously and if anything seems abnormal notify the
managing section of the old age homes. The device will be along with their waist
always. We will be trying to develop it as comfortable as possible. Our device will
be also available to the senior members of the family whose family members work
outside of home all day long. In this situation if anything unusual happened their
family members will be notified through a Mobile application synchronised with
our device. This real time data will help to enrich our dataset and extraction of
other features by applying compatible mathematical formulas will make it eligible
for modeling with necessary classifiers. Thus we want to enhance our research on
health monitoring of senior citizens of our country and also build up a better version
of our current dataset to predict their daily activities so that one day our dataset
will be also a model for prediction of human activities.
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tion and fall detection using accelerometers”, in International Competition on
Evaluating AAL Systems through Competitive Benchmarking, Springer, 2013,
pp. 13–23.

[43] D. M. Karantonis, M. R. Narayanan, M. Mathie, N. H. Lovell, and B. G. Celler,
“Implementation of a real-time human movement classifier using a triaxial
accelerometer for ambulatory monitoring”, IEEE transactions on information
technology in biomedicine, vol. 10, no. 1, pp. 156–167, 2006.

[44] Introduction to machine learning algorithms: Linear regression, https://towardsdatascience.
com/introduction-to-machine-learning-algorithms-linear-regression-14c4e325882a,
(Accessed on 12/07/2019).

[45] Introduction to machine learning algorithms: Logistic regression - by, https:
//hackernoon.com/introduction- to- machine- learning- algorithms- logistic -
regression-cbdd82d81a36, (Accessed on 12/07/2019).

[46] Naive bayes in machine learning - towards data science, https://towardsdatascience.
com/naive-bayes-in-machine-learning-f49cc8f831b4, (Accessed on 12/07/2019).

[47] Support vector machine — introduction to machine learning algorithms, https:
//towardsdatascience.com/support-vector-machine-introduction-to-machine-
learning-algorithms-934a444fca47, (Accessed on 12/07/2019).

[48] Introduction to knn, k-nearest neighbors : Simplified, https://www.analyticsvidhya.
com/blog/2018/03/introduction-k-neighbours- algorithm-clustering/, (Ac-
cessed on 12/07/2019).

[49] Essentials of deep learning : Introduction to long short term memory, https:
//www.analyticsvidhya.com/blog/2017/12/fundamentals-of-deep-learning-
introduction-to-lstm/, (Accessed on 12/07/2019).

82

https://towardsdatascience.com/introduction-to-machine-learning-algorithms-linear-regression-14c4e325882a
https://towardsdatascience.com/introduction-to-machine-learning-algorithms-linear-regression-14c4e325882a
https://hackernoon.com/introduction-to-machine-learning-algorithms-logistic-regression-cbdd82d81a36
https://hackernoon.com/introduction-to-machine-learning-algorithms-logistic-regression-cbdd82d81a36
https://hackernoon.com/introduction-to-machine-learning-algorithms-logistic-regression-cbdd82d81a36
https://towardsdatascience.com/naive-bayes-in-machine-learning-f49cc8f831b4
https://towardsdatascience.com/naive-bayes-in-machine-learning-f49cc8f831b4
https://towardsdatascience.com/support-vector-machine-introduction-to-machine-learning-algorithms-934a444fca47
https://towardsdatascience.com/support-vector-machine-introduction-to-machine-learning-algorithms-934a444fca47
https://towardsdatascience.com/support-vector-machine-introduction-to-machine-learning-algorithms-934a444fca47
https://www.analyticsvidhya.com/blog/2018/03/introduction-k-neighbours-algorithm-clustering/
https://www.analyticsvidhya.com/blog/2018/03/introduction-k-neighbours-algorithm-clustering/
https://www.analyticsvidhya.com/blog/2017/12/fundamentals-of-deep-learning-introduction-to-lstm/
https://www.analyticsvidhya.com/blog/2017/12/fundamentals-of-deep-learning-introduction-to-lstm/
https://www.analyticsvidhya.com/blog/2017/12/fundamentals-of-deep-learning-introduction-to-lstm/


[50] Introduction to dimensionality reduction - geeksforgeeks, https://www.geeksforgeeks.
org/dimensionality-reduction/, (Accessed on 12/07/2019).

[51] Practical guide to principal component analysis (pca) in r & python, https:
/ / www . analyticsvidhya . com / blog / 2016 / 03 / practical - guide - principal -
component-analysis-python/, (Accessed on 12/07/2019).

[52] Using svd for dimensionality reduction — oracle r technologies blog, https :
//blogs.oracle.com/r/using-svd-for-dimensionality-reduction, (Accessed on
12/07/2019).

83

https://www.geeksforgeeks.org/dimensionality-reduction/
https://www.geeksforgeeks.org/dimensionality-reduction/
https://www.analyticsvidhya.com/blog/2016/03/practical-guide-principal-component-analysis-python/
https://www.analyticsvidhya.com/blog/2016/03/practical-guide-principal-component-analysis-python/
https://www.analyticsvidhya.com/blog/2016/03/practical-guide-principal-component-analysis-python/
https://blogs.oracle.com/r/using-svd-for-dimensionality-reduction
https://blogs.oracle.com/r/using-svd-for-dimensionality-reduction

	Declaration
	Approval
	Ethics Statement
	Abstract
	Dedication
	Acknowledgment
	Table of Contents
	List of Figures
	List of Tables
	Nomenclature
	Introduction
	Motivation 
	Problem Statement 
	Thesis Statement 

	Literature Review
	Dataset
	Existing Dataset
	Dataset Description
	Dataset Preprocessing
	Dimension Reduction Techniques
	Data Visualization

	New Dataset
	Device Description
	Data Description
	Data Visualization


	Methodology
	Machine Learning
	Linear regression
	Logistic Regression
	Random Forest Classifier
	Decision Tree
	Naïve Bayes (NB)
	Support vector machine(SVM)
	K-Nearest Neighbors (KNN)

	Neural Network
	Multilayer perceptron (MLP)
	Long short-term memory (LSTM)

	Dimension Reduction Techniques
	Principle Component Analysis(PCA)
	Singular Value Decomposition(SVD)
	Linear discriminant analysis (LDA)
	Independent Component Analysis (ICA)


	Result Analysis
	Existing Dataset
	Linear Regression
	Logistic Regression
	Random Forest Classifier
	Support Vector Machine (SVM)
	K-Nearest Neighbors (KNN)
	Naive Bayes classifier (NB)
	Decision Tree
	Multilayer perceptron (MLP)
	Long short-term memory (LSTM)

	New Dataset
	Random Forest Classifier
	K-Nearest Neighbors(KNN)
	Support Vector Machine(SVM)


	Discussion
	Conclusion & Future works
	Bibliography

