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Abstract

Providing navigation services indoor is becoming a growing trend in recent years.
Traditional GPS is not a viable solution for indoor use as it demands more accuracy
and may be out of reach of GPS signals. Indoor positioning can be implmented
using a variety of localized techniques that are not reliant on GPS. Among all the
techniques, Wi-Fi RSSI fingerprinting based indoor positioning is very popular for
its accuracy, reliability and ability to use the existing Wi-Fi infrastructure of a
building. Large areas like shopping complexes, airports, universities, etc. already
have an existing Wi-Fi network deployed. Making use of an existing network makes
this technique cost effective and easy to implement. However, a large indoor area
with multiple floors will require a large database of Wi-Fi fingerprint data. The
performance of the localization and navigation algorithms suffer greatly due to this
large database, both due to time requirements and computational complexity. This
paper focuses on improving the performance of Wi-Fi RSSI fingerprinting based
indoor positioning and navigation systems in large areas by making use of named
data networking as the network architecture. We aim to demonstrate how named
data networking can help improve the performance of both indoor localization and
indoor navigation in various scenarios over traditional TCP/IP based solutions.

Keywords: Indoor Positioning; Indoor Localization; Indoor Navigation; Named
Data Networking; RSSI Fingerprinting;
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The next list describes several symbols & abbreviation that will be later used within
the body of the document

AOA Angle of Arrival

AP Access Point

BLE Bluetooth Low Energy

BS  Base Station

CS  Content Store

FIB Forwarding Information Base
ICN Information Centric Network
IPS Indoor Positioning System
KNN K-Nearst Neighbors

LBS Location Based Service

LFSR Linear Feedback Shift Registers
MA Metereological Administration
MEMS Micro Elctro-mechanical System
PIT Pending Interest Table

RF  Radio Frequency

RP  Reference Point

TOA Time of Arrival

WKNN Weighted K-Nearst Neighbors
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Chapter 1

Introduction

Global Positioning System (GPS) is making our life simpler. It helps us to locate our
position and navigate around the city[1]. For someone unfamiliar with a place or city,
Global Positioning System (GPS) is a life saver. Now a days, lots of apps are taking
advantage of GPS to locate and navigate user from one place to another. However,
there is a limitation of GPS. It does not work inside buildings[2]. The signal from
the satellites are not strong enough to be able to accurately measure position of a
person inside a building. Making matters worse, there are multi-storey buildings and
it is not possible to locate which floor a person is on using GPS since smartphones
have less powerful GPS receiver that cannot accurately measure altitude[3]. In
modern era there are large numbers of complexes like shopping malls, airports,
hospitals etc. where people can get lost easily and need to locate themselves inside
that complex. Problems like finding a specific shop in a shopping mall or locating
an ATM booth or a toilet, identifying the correct terminal in an airport, locating
the exact ward in a large hospital complex are very common now. To tackle the
situation, many have developed various indoor positioning techniques as a solution.
Indoor positioning technologies come in various forms. The majority of them rely
on a variety of electromagnetic signals or otherwise rely on specialized hardware.
Specialized hardware are not preferable as they are very costly and are not appealing
enough to consider viable in most cases. The other route is to rely on existing
technologies such as Wi-Fi or Bluetooth which are readily available. However these
pose a problem that their behavior is unpredictable. Thus the stopgap solution has
become to maintain a database of readings from these wireless signal sources to cross
reference with. However this solution also has a large drawback in the form of a large
database. Especially in a real time scenario like indoor positioning with many users
and where constant updates are required, continuously relying on a large database
becomes a handicap in terms of computing requirements and performance. We aim
to remedy this performance problem using Named Data Networking, a radical new
network architecture. NDN’s reliance on caching data locally on routers and it’s
data centric nature may be the perfect solution to eliminating indoor positioning’s
drawbacks and make it a cost effective and viable solution using otherwise existing
technologies. It is worth noting that NDN itself relies on specialized hardware.
However NDN is gaining popularity and it can be expected that hardware with
default NDN capabilities will eventually become the norm going forward and will
not be considered specialized hardware any more.



1.1 Indoor positioning

Indoor positioning systems are primarily based on WIFI, Bluetooth, Infrared, Ultra-
sonic sound, image processing etc[4]. The most promising of all of them is using pre-
recorded RSSI fingerprints from Wi-Fi routers and use machine learning algorithms
to determine a person’s location. This localization technique works exceptionally
well at a lower cost since the existing Wi-Fi infrastructure of a building can be
used[5]. However, this technique requires the system to manage a database of pre-
recorded RSSI fingerprints which is used by the algorithm to successfully determine
the position. For small indoor areas the algorithms can perform fast enough but for
larger areas with a massive fingerprint database, the performance of the algorithms
can be very slow[6].

Navigation inside a building can be another challenge. Once the position of the
user inside a building is successfully determined, it is important to navigate him to
his desired location. Navigation requires running resource intensive algorithms that
may take considerable amount of time based on the area of interest and computation
power|[7].

Both localization and navigation in an indoor environment is challenging. The
problems become more evident as the indoor area gets larger. It is possible that
there can be situations where the server is calculating same position or same path to
a destination multiple times because multiple clients are requesting. For example,
an exhibition is taking place at a building at a particular time. Visitors will enter
the building and request for navigation to the exhibition room. In this case, most
of the localization requests will be from the building’s entrance and most of the
navigation requests will be for the exhibition room. Handling the similar request
over and over again is resource intensive for the server. We tried to mitigate this
problem by using NDN, a new internet architecture.

1.2 Objective

e Establishing the viability of Named Data Networking (NDN) as an alternate
to traditional TCP/IP based network architecture.

e Demonstrating the performance benefits of NDN over alternate established
technologies.

e Applying NDN to fields where it can take the most advantage of it’s working
principles.

e Taking advantage of NDN to deliver large amounts of data with minimal la-
tency.

e Demonstrating NDN’s ability to vastly improve IOT technologies by applying
it to Indoor Positioning Systems.

e Distributing data across various endpoints instead of a centralized place for
quick access to aforementioned data.

e Improving latency and access performance for end-user devices by having fre-
quently accessed data ready for delivery.



e Establishing Indoor Positioning as an accessible solution by basing it on pre-
existing hardware and technologies.

e Implement the system in a way that is viable to end users and businesses.

1.3 Motivation

Throughout the Thesis, our primary goal has been to contribute to solving the ever
growing issue of handling large amounts of data and the latency that comes along
as a result of transporting said data across networks and devices. This problem is
most apparent in fields like Internet of Things and Networking where large amounts
of data need to be accessed frequently and repeatedly. We wanted to rely on new
and promising technologies to achieve this goal. One area we found that would
truly benefit from our implementation was Indoor Positioning Systems. As almost
all indoor positioning technologies rely on a large database of fingerprint data and
is a technology that requires real-time data, it’s a prime candidate for our imple-
mentation. Mega structures like large shopping malls, Airports, Galleries and Halls
are increasingly adopting indoor positioning and our implementation can lessen the
pressure of increasing volumes of data and the delay that comes along with it.

1.4 Summary of contribution

We are hopeful and confident that our work will be a fruitful contribution to both
indoor positioning and future networking implementations. We believe our Thesis
will contribute to the following fields.

e Showecase a practical implementation of Named Data Networking and it’s uses.

e Help establish NDN as a viable alternate to the aging TCP/IP network archi-
tecture.

e Demonstrate NDN’s performance benefits over TCP/IP and establish it as a
better solution for modern data centric networking needs.

e Improve performance of indoor positioning and navigation especially in real
time use cases.

e Make indoor positioning and navigation technology more accessible from an
implementation complexity and resource requirement perspective.

1.5 Thesis outline

e Chapter One is our introduction. It introduces our topic, our objectives and
why we were motivated to pursue this topic.

e Chapter Two is our literature review. It briefly analyzes all the fields relevant
to our work and existing work in these fields.

e Chapter Three contains details of our proposed work plan and planned imple-
mentation details.



e Chapter Four is a summary of our implementation, testing methodology and
recorded results.

e Chapter Five contains some final words along with current limitations and
scopes for improvement.



Chapter 2

Literature Review

Indoor Positioning technologies cannot rely on traditional Navigation Systems such
as Global Positioning Systems due to being indoor. GPS does not function reliably
indoors due to multiple constraints[8]. The L1 C/A standard is transmitted by all
satellites and is considered the legacy mode of operation for GPS as it is freely
available for public use.

According to IS-GPS-200 specification, the signal must arrive on the ground at
a minimum strength of -158.5 dBW (i.e.-128.5dBm). Even the most conservative
models suggest that GPS signals suffer from attenuation of up-to 2.9 dB for every
meter. Some experiments suggest that the attenuation of GPS signals through
structures are around 1 dB per meter[9]. To be able to reliably track inside large
structures, especially closed areas like cubicles or elevators would require a strong
signal ranging from around -160 dBW to -200 dBW. This requirement poses a major
challenge as typically the noise of a typical receiver will range around -130 dBW[10].
These problems generally invalidate GPS as a viable solution for navigating indoor
locations reliably. To this end, the focus has turned to rely on IOT systems for
indoor navigation. Many research and surveys have been conducted in this field[11],
[12] that explore various methods of indoor positioning.

2.1 Indoor Positioning Technologies

The technologies used for Indoor Positioning can be classified using several criteria,
including based on the signal used for location. We can have the following kinds of
signals:

e Radio Frequency(RF): It is a general term that references the wide range of
Radio band signals that are available for public use. These are popularly used
for popular communication protocols such as WiFi and Bluetooth[13].

e Audio: A generalization for human audible or inaudible(infrasonic and ultra-
sonic) sounds.

e Light: Light is also electromagnetic in nature similar to radio signals. however
they are still categorized as a separate technology as positioning using light
sources works fundamentally in a different way as opposed to radio signals.
Light, like sounds, can both be perceivable by the human eye or also invisible
such as infrared.



e Magnetic Fields: Some methods using Earth’s natural magnetic fields along
with some reliant on artificially generated magnetic fields.

Another criteria for categorization is whether or not the signal is
1. Received and analyzed.
2. Transmitted.

e The first we can classify as a passive method as in this case the system or
infrastructure is generating the information or signal and the client system,
which may be a mobile device with the end user.

e The other category can be called active as the client device is the source of
the signal

The final categorization is based on whether the signal itself contains any metadata
or any information that can help with the location.

e embedded information is included in the signal, such as WiFi signals with
access point information or bluetooth information.

e no embedded information available such as a raw light source or magnetic
fields.

2.2 Signal Types

Here we shall focus and explore the aforementioned types of signals used in various
indoor positioning systems.

2.2.1 Radio Frequencies

e WLAN, popularly known as Wi-Fi is widely used and widely available as
the most common electromagnetic signal that is available everywhere. Wi-Fi
relies on electromagnetic waves to transmit data to clients. This falls under
the passive category with embedded information.

(i) If the propagation method of the antenna or device is know it can be used
to measure the distance from the known base[14].

(ii) Multiple Access Points can be used to cross reference values and solve the
values using a multilateral method|[15].

(iii) Fingerprinting is a very popular method to record pre-existing values and
then use those values to match new clients. This method is widely popular as
it sidesteps all of Wi-Fi’s irregularities and non linear strength changes.
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Figure 2.1: WiFi Triangulation

e Bluetooth is another readily available wireless signal source. Recently the
emergence of Bluetooth Low Energy (BLE) has made the technology much
more viable[16] as devices can afford to leave bluetooth actively running. Most
of the methods used in WiFi fingerprinting can be applied to bluetooth as
well[17]. As BLE can run on batteries for years on end, they are viable for
Triangulation or Received Signal Strength (RSS) fingerprinting. One example
project[18] claims high accuracy of 2 meters within a small enclosed area but is
susceptible to attenuation. A more commercial example is Apple’s iBeacons.
The main drawback of bluetooth based systems is that bluetooth is usually
used for client devices and are rarely statically positioned. As such, dedicated
hardware for positioning is required.
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Figure 2.2: Bluetooth Beacon Based Positioning

2.2.2 Light

This section focuses on Light based systems such as passive visible environmental
lights or actively generated lights for the exclusive purpose of navigation.

In most cases passive light sources are used instead of explicitly generating light
sources. All places have general luminosity that varies over distances. So this
technology can be applied to any place as required. Afterwards the luminosity can
be recorded in a straight trajectory and then on a rerun the position of the client



can be accurately estimated. Randall et al’s 'LuxTrace’ [19] developed a system that
claims an accuracy of up-to 21lcm which is quite impressive. However, it is limited
trajectories which renders it less viable.

Another approach is to use specific light sources specialized for positioning. These
may be regular lights or lights that have some embedded information such as pulses.
This approach is similar to RSS based methods as it estimates distances to certain
sources. However this also relies on specialized hardware or infrastructure.

Az

Figure 2.3: Light Source Based Positioning

Other than light sources, visual information can also be processed using cameras and
other hardware. This generally falls under computer vision based systems. Cameras
can either rely on specific pieces of information or just the general environment.
These include Visual Odometry, which is the process of starting with an initial
location and estimates the users location based on the motion of environmental
objects. This process has improved but still isn’t fully reliable.[20] Another way is
to use specific symbols or objects as reference points, such as Signpost[21] which
continuously scans bar codes set up in the environments using a phone’s camera.

This can provide good accuracy but it requires the codes to be within a phone’s
field of vision.

2.2.3 Audio

Sound can also be used, both encoded and non-encoded for positioning system.
Using a human audible sound specifically generated for indoor positioning is of course
not really a viable solution as this would annoy people and disrupt the environment.
However, audio may be disguised as subtle variations of existing sound such as
music. One method implements this through digital watermarking by playing the
same music from different speakers with modulated amplitudes[22].

Passive sound based technologies on the other hand rely on sounds that are already
available in the environment. this usually involves recording sounds in the environ-
ment and matching it against a database of known places to recognize a location.



As per the description, this is only viable for general locations and is not accurate
enough for navigation.

2.2.4 Magnetic Fields

While some approaches using simply magnetic fields exist, most rely directly on
the Earth’s natural magnetic field strength and orientation for location. As mag-
netic fields are also subject to variation and complex principles they usually rely on
fingerprinting methods as well[23].

2.2.5 Hybrids

In reality, Most implementations would benefit from using a hybrid of multiple
technologies as they all have drawbacks separately. Some use both bluetooth and
WiF1i[24] which reports an error rate of 0.77meters, while others rely on a combina-
tion of ultrasonic sensors and compasses[25].

2.3 WiFi Access Point Based Positioning

Among all the available options of indoor positioning technologies, the one that
seems to draw the most attention seems to be WiFi signal based fingerprinting.
The reason is fairly obvious. WiFi Access points are almost universally accessi-
ble everywhere and there is usually enough available points to apply positioning
methodologies. These methodologies can be summarised as follows.

Technology Pros Cons

Angle of Arrival Moderate accuracy Requires oriented an-
tennas

Time of Arrival Moderate accuracy Base stajclon must be
synchronized

Time Difference of Arrival ~ Moderate performance Low accuracy
Triangulation and Trilater-
ation

Location Fingerprinting High accuracy High calibration time

Simple and easy to use Requires angle

Table 2.1: Indoor Positioning Systems comparison

RSSI Based Positioning

In order to estimate a position, triangulation uses a triangle’s geometric proper-
ties. The lateration and angulation are the two parts of triangulation. Lateration
refers to the estimation of a place based on the calculation of distances from several
reference points[11]. Angulation locates an entity in relation to several reference
points by calculating angles. In order to identify the crossing point that determines
the approximate location of the entity / individual, this strategy utilizes the arrival
angle of at least 2 reference points and its accompanying rows.



Scene Analysis

This form of placement incorporates the recorded scenario interpretation framework.
In some cases, the scene can vary depending on its use. For example, it is possible
to differentiate between locations using any signal type, from a sensor or from the
environment itself. The location can be calculated using this approach based on
the similarities between scenes[26]. Scene analysis is a principle that effectively
uses fingerprinting. Fingerprint is the sole characteristic of an image, or a series
of features. It compares the collected features to the features already stored in the
database. There are two steps to this approach. They are:

e Training Phase
e Tracking Phase

The signal intensity from APs is obtained at fixed positions, called reference points
(RPs), in the training phase. This process builds the fingerprint registry to be
used in the monitoring phase. Since the location of mobile users is calculated in the
repository from this RPs, they should be distributed equally and homogeneously. In
the monitoring process mobile users use probabilistic and deterministic algorithms
to equate the RSS information for the nearby APs with RPs data set to locate a
corresponding location[27].

Time Of Arrival Based Positioning

The propagation time of the signal from the target to the reference point is pro-
portional to the length between them. In order to use the TOA technique, at least
three reference points must be found in the 2D plane to triangulate. The system’s
downside is to sync the transmitters[27], [28] and have to mark a time stamp for a
signal transmission to determine how long it has been moving.

Time Difference Of Arrival Based Positioning

By using the time difference the signal reaches multiple receptors, TDOA determines
the relative position of the transmitter. Two TDOAs are indicated by three receiving
units and the point of crossing defines the target location. This method also suffers
from the problem of multipath.

(«'i»)) |
BSWAP_2 /

Figure 2.4: TOA vs TDOA
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AOA Angle of Arrival

The intersection between the circular distances created by a base station is used
to map the target point in the plane by AOA. When two or more Base Stations /
AP are defined for the smartphone’s AOA of the received signals and the distance
from two BS / APs are known, the location of a target can then be calculated.
Nevertheless, AOA suffers from reflection problems of shadows and multipath, and
requires expensive and sophisticated equipment[27].

Triangulation and Trilateration

Trilateration relies on the measured distance from the device to access points or base
stations. With the help of at least three access points, the location of the device
may be pinpointed. Triangulation on the other hand relies on angles. It works by

Access Point 3

Figure 2.5: Trilateration Based Locating

forming a baseline between two observation points. and uses the angles to the target
object to measure it’s distance from the baseline by forming triangle, as seen in the
image below. However this would require sophisticated hardware if used with Access
Points.

11
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Figure 2.6: Triangulation Based Locating

RSSI Fingerprinting

A number of indoor location systems use the Received Signal Strength Indicator
(RSSI), which is characterized by attenuation during propagation. While RSSI can
provide accuracy of location in simple environments at a meter level, multipath
dynamics and complicated environment causes sudden performance degradation.
Much of the reliable RSSI positioning systems currently in use remain at room level
of precision[29]. Two specific methods for calculating the goal distance are used for
the signal strength obtained or approach dependent on RSS. One metric is pseudo-
range dependent on the established empirical relationship of radio propagation. It
uses trilateration to find smartphone locations between smartphones and multiple
base stations or access points from its estimated pseudo-ranges. The second method
is RSS-Fingerprinting, based on pre-stored access point RSS values in the registry.
Offline and electronic approaches for calculating the position of a goal are carried
out here. In the offline process, a radio map is generated to establish location,
throughout contrast to current online information.

2.4 Floor Detection

Along with detecting location on a two dimensional plane, the plane’s vertical alti-
tude is also important as well. Unlike outdoor GPS, indoor positions are frequently
not on the same level. This results in a need to detect the user’s altitude as well.
Unfortunately, the techniques used for locating on a two dimensional plane falls flat
when trying to detect altitude through floors and ceilings. Thus, dedicated methods
are required to detect floors for indoor positioning technologies. These technologies
can be categorized into two groups.

e Explicit: When the floor or altitude is input manually
e Implicit: When it is detected

Explicit methods usually involve the user manually inputting the floor, or scanning
a QR Code to detect the floor. Due to their hands on nature and difficulty of use,
these methods are not evr popular.

12



Implicit methods involve automatically detecting the user’s current floor. This
method mostly consists of using a barometer sensor to use atmospheric pressure
to detect altitude. Traditionally, barometers are used outdoors to measure alti-
tude and meet positioning needs. Most modern day smartphones come with micro-
electromechanical system (MEMS) pressure sensors which can measure pressure with
relatively high accuracy. It is, in fact, accurate enough to even detect human move-
ment[30]. In this study, accuracy was 0.53 m. Because of the sensitivity of baromet-
ric sensors to vertical movements, a number of researchers[30], [31] have used these
sensors to detect vertical motions of a human body, such as standing up, sitting
down, and falling. As MEMS technology has gotten cheaper and smaller, it is now
viable to embed them in common portable devices such as smartphones. Recent
studies[32], [33] have proven that barometer sensors are suitable for use in harmony
with other sensors and systems. In Sabatini’s work[34], a sensor fusion method
is presented to track vertical velocity and height based on inertial and barometric
altimeter measurements.

Use in floor detection

Atmospheric pressure has been well known to decrease as the altitude increases.
This effect can be represented as a formula[35]. By using a barometric sensor to
measure air-pressure changes, we can calculate the altitude changes corresponding
to pressure. To estimate the altitude of an object relative to a reference point, we
can use atmospheric pressure’s natural behavior:

qg.M.h
= 0. — 2.1
P = po.exp < R, ) (2.1)

p is the pressure at altitude h, py is the pressure at a reference point, M is the molar
mass of dry air, g is the gravitational field strength, R is the gas constant of air,
and Tj is the temperature. Air pressure and the amount of water in air change with
time; however, humidity does not significantly affect the accuracy of the system in
indoor altitude estimation. Therefore, gas constant R for dry air is sufficient and
so is the molar mass M of dry air. When the altitude changes slightly, we usually
consider the gravitational acceleration g as constant. Another form is expressed as

follows:
h=— An | — 2.2
g.-M Po ( )

These can be applied to detect floors assuming that the height of the floors are
known. If that is not possible an alternate method is to deploy sensors on each floor
individually.

2.5 Navigation

As Location Based Services (LBS) have gained popularity over the last decades[36]—
[38] Navigation services along with locating services have also seen great demand.
While GPS systems for outdoor navigation are fairly common and part of our daily
lives, Navigating indoors and fine grained navigation have also seen a recent rise in
popularity. The use cases for these types of navigation scenarios range from Airport,
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Hospital, Mall navigation to Vehicle Parking lot navigation and even self driving
cars. Other applications also include contextual information based services such
as advertising, information panels. These have gained popularity over the recent
years due to advancements in Bluetooth beacons and Bluetooth Low Energy (BLE)
devices, image processing based information and even augmented reality services.

2.5.1 Location

For location services, although there are many classifications from different per-
spectives a general categorization can be done between two groups. These groups
are

e Radio Frequency (RF) based systems
e Other Systems

Radio frequency based techniques are many, which include WiFi Received Signal
Strength Based location detection and all it’s many variations, Bluetooth based ser-
vices and many others.

Non-RF techniques include a large variety of techniques that which include Audio
based systems which use audio signature fingerprinting, embedding information in
existing sounds etc. It is also possible to to make use of Magnetic Fields such as
Earth’s magnetic fields and also artificial magnetic fields. Light, while still techni-
cally an electromagnetic wave, is not considered a radio frequency based technique
due to it’s completely different implementations and it can also be used in interest-
ing ways.

The distinction between RF and Non-RF technologies are made because the RF
techniques are dominant due to their general availability and their passive nature of
function. Most of the Non-RF based technologies are dependent on specialized and
dedicated hardware.

2.5.2 Path finding

While the previously mentioned methods can be used to locate someone while they
are trying find their location on a map, or to update their location while they are
on the move, they don’t actually provide any means of actually guiding the the
person towards their desired destination. This is where path finding or navigation
algorithms come in. Before any path finding algorithm is used, the navigable re-
gion needs to be represented in a way suitable for the algorithm to operate on. A
general way to do this is to assign nodes or points to the physical navigable region.
Afterwards edges are used to connect the nodes and edges are assigned costs based
on their distance or other constraints. This entire structure can be represented as
a graph. This graph can then be traversed by path finding algorithms to find the
cheapest (shortest) path. One of these algorithms is Dijkstras algorithm[39]. It is a
greedy algorithm that is used to solve shortest path problems. It is still frequently
used dew to it’s robustness and simplicity. Other algorithms include Bellman-Ford
and Floyd-Warshall. Another popular algorithm is the A-star (also stylized as A*),
which is a modified implementation of Dijkstra’s implementation that relies on a
heuristic.
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2.5.3 Standard

Most attempts to provide a standard for indoor navigation systems have gener-
ally been commercially unsuccessful due to the nature of indoor spaces. Outdoor
navigation is generally simpler as vehicles drive on streets and pedestrians stick
to sidewalks. However in an indoor environment there are factors like Elevators,
Travellators, Escalators and narrow pathways etc. Nevertheless, some attempts to
consolidate a standard have been made. One of the few existing methods are In-
doorGML, Specified by the Open Geospatial Consortium. However their method
only describes indoor spaces and their relationships, but not architectural features.
Due to these limitations standards have gained poor market reception. It is easy to
see that there is difficulty in standardizing indoor spaces as there is a larger amount
of freedom involved for the users.

2.6 Named Data Networking

In 1970s, when the internet was evolving, TCP/IP was introduced as a solution for
point to point connectivity. Back then it worked exceptionally well and solved the
underlying problem. It has been a long time since TCP/IP was introduced and the
world has changed a lot. While TCP/IP is still robust and fulfilling our needs, it
has some issues. Named Data Networking (NDN) is a new internet architecture
that addresses some of the issues and it is designed to replace traditional TCP/IP
architecture. Recently there are a lot of researches going on with NDN [40]-[42].

2.6.1 Architecture

Named Data Networking (NDN) is the future of internet architecture. Instead of
using IP to find a destination in TCP/IP architecture, NDN uses names to find data.
Since it is an Information Centric Network (ICN), NDN only cares about data. It
does not care where the data is coming from as long as the data is authentic and
signed by the producer of that data. There are two types of data packets in NDN
(Figure 2.8). One is the interest packet and the other one is the data packet. Interest
packet is generated to request a data from the producer. The name in the interest
packet specifies which data the consumer is looking for. This packet passes from
the consumer to the producer. The data packet contains the data in response to the
interest packet along with other information. This packet passes from the producer
to the consumer[43]. NDN packets are very different from TCP/IP (Figure 2.7).

Interest packet

As stated earlier, there are two types of data packets in NDN. The interest packet
is generated by the consumer who requests a specific data. The interest packet has
the following fields[44].

Content Name: Both types of packets carry a name, which uniquely identifies a
piece of data that can be carried in one Data packet. To retrieve Data, a consumer
puts the name of desired data into an Interest packet and sends it to the network.
Routers use this name to forward the Interest towards the data producer(s), and
the Data packet whose name matches the name in the Interest is returned to the
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Figure 2.7: IPv4 packet

consumer.

Selector: Each Interest packet also carries a selector field which provides more
specific descriptions of the desired Data

Nonce: nonce field which is a random number generated by the consumer.

Data packet

The other type of packet is the data packet. A Data packet carries the actual data,
descriptions about the data, as well as a cryptographic signature that binds the data
to the name This packet is generated by the producer of data in response to the
request from the interest packet. This packet can come from the producer or from
content store (CS). The following fields can be found in a data packet[44].

Content Name: Same name as the interest packet for which the data packet is
generated.

Signature: This filed contains the key necessary to decrypt the data.

Signed Info: Contains the information about the signature like who signed the
data and from where the key is retrieved from.

Data: It contains the actual data the consumer was looking for. It works as a pay
load. Data can be anything like documents, image, video, audio etc.

2.6.2 Working principle

NDN is similar to TCP/IP network architecture. Instead of using IP to determine
the specific destination to acquire data, it uses names to figure out what data the
consumer is looking for. NDN only cares about the data. It does not care where it
is coming from, as long as the data is authentic. This fundamental change leads to
the shift of communication paradigm from location-centric to data-centric.
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Figure 2.8: NDN packets

NDN routers do not understand what the names actually mean. This allows appli-
cations to define their own naming structure and hierarchy. For example, someone
wants to access a file from Brac University’s file sharing system TSR. The name can
be ” /bracu/tsr/cse/ach/random.pdf” in NDN, where ’/’ is the delimiter separating
the components of the name. From this hierarchy, we can see that the name is trying
to access Brac University’s TSR. Inside TSR, it is accessing Computer Science and
Engineering department’s instructor’s file system. Finally, "random.pdf” is the file
it is looking for. We can further specify the naming structure by adding segment and
version. ” /bracu/tsr/cse/ach/random.pdf/2/1” indicates that it is indeed looking
for the first chunk of second version of the file "random.pdf”. The applications can
be designed to take advantage of this structure.

Another advantage is that it can be aggregated. the name ”/bracu/tsr/” can be
distribute among all the department’s file system the same way IP prefixes are
distributed for routing.

Three major data structures are maintained to implement the Interest and Data
forwarding functions (Figure 2.9):

e Forwarding Information Base (FIB)
e Pending Interest Table (PIT)

e Content Store (CS)

Forwarding Information Base (FIB)

Forwarding Information Base (FIB) holds all the information about routing. The
information is about the name prefixes and their next hop, similar to IP prefixes.
The difference is that instead of IP addresses, we have names[45].

Pending Interest Table (PIT)

When a data packet is being retrieved, during that time all the incoming interest
packets for the same data are kept in the PIT. once the data packet arrives, all the
interests in the PIT are satisfied[45].

Content Store (CS)

Once an interest is satisfied, the data is cached inside the Content Store (CS) of the
NDN router. This way it can satisfy the interest without reaching for the producer.
This saves both time and resources[45].
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Figure 2.9: NDN data structure
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2.6.3 NDN router

The routers we use in TCP/IP internet architecture are designed to route packets
based on destination IP addresses. There is a routing table inside the router con-
taining all the routing information necessary for routing. When a packet arrives,
the router just sends the packet to it’s next hop based on the routing table.

An NDN router works similar to a traditional router. Once a data arrives, it first
looks at its Content Store(CS) if there is ant entry with exact same name. If there
is, it sends the data. If not, it will look at the PIT if there is already any awaiting
request using the same name. If there is then the router will add the interest to
the PIT as well and wait for the data. if there isn’t any awaiting request in the
PIT with the same name then it will send the interest packet to the next hop based
on the information available in the FIB (Figure 2.10). this process is similar to
TCP/IP routers. The difference is the routing is done based on name instead of IP
address[45], [46].

2.6.4 Drawbacks of TCP/IP

Not optimized for content distribution

TCP/IP was designed to interconnect devices at two end point for conversation.
However, today’s internet is mostly used for content distribution. Most of the time
it does not matter where the data is coming from as long as the data is authentic.
That is why nowadays we are seeing more and more decentralized server system.

Weak security

Another problem with TCP/IP is the security. TCP/IP only secures the the connec-
tion between to end points. if one the points are compromised, this security method
can no longer be effective. TCP/IP can not secure the actual data. Only securing
the connection might not be enough for every situation. If the data is compromised,
there is no way to detect in TCP/IP.

Not suitable for ”unconventional” routing algorithm

TCP/IP routing can cause looping in certain routing algorithms. Routing algorithms
that use greedy approach which means selecting the nodes closer to the destination.
This type of algorithms may cause looping in TCP/IP. For example hyperbolic
routing do not work on TCP/IP internet architecture.

2.6.5 Why NDN is better

Better architecture design

NDN not only aims to solve the issues with TCP/IP but also provide additional
features suitable for modern internet. In TCP/IP internet architecture, every end-
point is defined by an IP address. Accessing that endpoint requires that specific
IP address. NDN on the other hand defines data not endpoints. Every data has a
specific name and is accessed by that name. To explain in simple words, TCP/IP
asks who do you want to connect. Once connected, you can retrieve whatever data
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you want. NDN asks which data you need. Once the data is determined, NDN will
provide the data regardless of where it is coming from.

Better content handling

Today’s internet is mostly about content distribution. NDN focuses on content
rather than on connection. Providing the appropriate data to the one looking for is
a faster approach than connecting to the data provider first then supply the data. It
is because the data may have been already accessed by someone sitting closer than
the actual data provider. Retrieving the data from the closer node is always faster
than fetching them from the origin.

Better security

One of the major drawbacks of TCP/IP is its security. TCP/IP secures the con-
nection as a security measure where NDN secures the data with encryption. If
the endpoints security is compromised, securing the connection is not useful. By
securing the the data, NDN provides better security than TCP/IP.

Works with most of the routing algorithms

Names in NDN are hierarchical and unique. NDN works with all the conventional
routing algorithms like link state. Looping can be prevented as it allows free distri-
bution to all the connected nodes as opposed to single-path forwarding constraint of
traditional TCP/IP. As a result greedy algorithms like hyperbolic routing will also
work with NDN.

2.6.6 Additional features of NDN

Along with all the improvements, NDN brings some new features to the table. These
features are believed to help shape the standard for the modern internet.

New forwarding strategy

NDN routers has a different and intelligent forwarding strategy. When there are
multiple requests for the same data, NDN router only sends the first request and
wait for the data. Meanwhile all the same requests are kept in waiting. NDN router
recognize same requests by looking at the name. Since NDN is designed to request
data by using a unique name, same requests can be easily identified just by looking
at the name it contains. Once the data arrives, NDN router satisfies all the requests
waiting for the result. This way the server only had to produce the data once.

Content cache

NDN routers can cache the already requested data in the memory called Content
Store(CS). By doing this, any future request for that data can be satisfied by the
NDN router. The request will no longer need to reach the server. This can drastically
reduce server load. It is also beneficial for tackling packet loss as the lost packet
can be retrieved from the closest NDN router’s cache unlike TCP/IP where the lost
packet needs to be retrieved from the server again.
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2.7 Our Approach

As WiFi RSSI based approaches are the most popular among all the aforementioned
Indoor Positioning technologies, We have decided to use RSSI fingerprinting in our
implementation. Since our aim is to make use of NDN to improve the performance of
already existing technologies, we have decided to work with the RSSI Fingerprinting
approach. As mentioned in the previous chapter, RSSI Fingerprinting relies on a
vast pool of fingerprinting data to locate a user. It’s benefits are numerous, such as
it eliminates the need to model RSSI strength-distance relations by simply storing
the readings for comparison. The biggest drawback is the frequent need to access
this large database. We can reduce this latency relying on NDN. Our proposed
implementation is as follows.

Technologies We Will Use

e For the network infrastructure we will use NDN. The fingerprint data will be
stored on a MongoDB database. NDN will also be used to fetch floor detection
and navigation route information.

e To determine location we will use the K-Nearest Neighbors classification algo-
rithm. It will be used to take the users current readings and classify it as it’s
closest Reference Point (RP).

e For the navigation we will use the A* algorithm to navigate the user to their
desired location.

e Detecting the current floor will rely on Barometer sensors of the users’ mobile
devices.

2.8 TCP-IP vs NDN in indoor positioning
TCP-IP

TCP-IP is the generally used approach in current network architectures. It trans-
ports data in series of bytes, and that is generally suitable for mass exchange of
data. the IP header contains the bulk of the information required for routing and
navigation. It contains the sender’s IP address and the recipient’s address as well.
It also contains the packet’s time to live and other information such as priority,
recommends other conventions such as UDP, ICMP etc. The TCP section contains
port information, checksum for integrity and other options. As a whole, TCP-IP
provides a robust method of secure point to point communication. It’s behavior
is location centric as it focuses heavily on the source of the data rather than the
content of the data.
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Figure 2.11: A TCP-IP Packet

Named Data Networking

NDN was developed to take advantage of the way data is distributed across the
web. It’s core ideology is to care about the content of the data instead of the source,
and to deliver it by the most convenient means possible. It identifies data by their
id or 'name’, hence the name of the architecture. To store data elsewhere other
than the primary source means some ability to store or cache data is required, along
with a method to keep track of requests for that data, it’s expiry etc. This role
is performed by NDN routers. An NDN router contains a Pending Interest Table
(PIT). Whenever a request (interest packet) is received, the router checks it’s PIT
to see if the same request already exists. If it does, it simply adds the client to
the table, otherwise it adds the client to the table and forwards the interest pack.
Later on, when the data is received, it forwards the data to everyone in the PIT.
Additionally, it also caches the data locally so that if the same interest is received
in the future, the router itself can satisfy the interest without even requesting the
source.

Interest packet Data packet
Content Name ': '_~ Content Name
; Selector " ( Signature
[ (order preference, publisher filter, scope, ) I [ (digest algorithm, witness, ...)
Nonce : Signed Info

(publisher ID, key locator, stale time, ...}

Data

Figure 2.12: NDN Packets
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Usage in indoor positioning

As detailed before, RSSI Fingerprinting based methods rely on a database of fin-
gerprint data. If we look at the properties of NDN and TCP-IP, we can see that
NDN’s benefits shoul theoretically have a very positive effect on the RSSI finger-
printing method. The database of reference points and the RSSI readings at those
points can easily be cached on NDN routers. Additionaly other data such as the
map layout, can be stored on the routers. Or if the calculations are done on the
server side, the result data can be cached on the NDN routers. The benefits will
gradually increase over time as more and more people use it. More results will get
cached on the routers over time and very few requests will actually need to hit the
servers.
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Chapter 3

Localization and Navigation using
NDN

3.1 Methodology

Based on our previous analysis, we have decided to apply NDN to RSSI Fingerprint-
ing based localization to improve it’s performance. The process will involve multiple
steps. The steps involve,

e Detecting the current floor of the structure based on Barometric Pressure.

Fetching the map of the current floor.

Reading the current RSSI values of the user’s current location.

Using the prerecorded RSSI Fingerprint database with KNN to locate the user
on the map.

Picking a destination on the map and generate a route to it using the A*
algorithm.

All the steps that require network communications are implemented using NDN.
These steps include Floor Detection, Fetch Map, Self Location and Generating
Route. They all stand to gain from the performance benefits of NDN. As we know,
over NDN data may not need to be fetched from the server if the same data was
requested before. This condition applies to all of the scenarios. For example,

Floor Detection

When a user requests to detect the current floor with their current barometer read-
ings, these results will be stored locally on NDN routers’ Content Stores (CS) and
when later on another user tries to detect floor with the same readings the request
will not need to travel all the way to the server.
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Fetch Map

Fetching map will almost always find the required data in the CS. As there are only
a few floors the same maps will be repeatedly requested frequently. As such most
map fetches will be satisfied by the nearest router.

Self Location

Locating oneself involves sending the current RSSI readings from the routers selected
for navigation and sending them to the servers for calculating the current location
using Weighted KNN. But this is an expensive process as Weighted KNN requires
time and resources to run. However, over time users will frequently request the same
locations with the same readings, and requests will also be sent during navigation
to update the users location on the map. Eventually the CS of the nearby NDN
Routers will include most of the common RSSI readings. this will result in many of
the Locating requests to be satisfied by the NDN Routers themselves rather than
running the Weighted KNN algorithm on the server. This will greatly reduce the
required time for self location.

Navigation

Navigation is done by specifying a destination and generating the shortest path to
it from the current location using the A* algorithm. Similar to the aforementioned
locating system, over time these navigation tasks will become repeated and the NDN
routers will be able to satisfy the navigation requests and will not rely on the servers
to run the A* algorithm.

As we can see, NDN can improve the performance and speed, along with the com-
puting resource requirements of all the steps of the Locating and Navigation process.
More detailed discussions of the various steps involved along with our implementa-
tion of NDN are discussed in further detail below.

3.2 Implementation

To implement this we chose to use BCS Computer City, a computer hardware ac-
cessories market in Dhaka, Bangladesh. First we went to the location and chose a
floor for mapping.

Mapping

We first mapped a complete floor of the structure using Autocad. We also noted
down locations of escalators, elevators and shop names throughout the floor.

Selecting access points

Afterwards we went around the map and selected access points to record values.
These access points’ RSSI values will later be used to record fingerprinting data.
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Figure 3.1: Map of BCS Computer City
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Recording fingerprint data

Afterwards we walked through the entire map recording fingerprint data at regular
intervals. The RSSI values from the APs we picked previously were recorded and
stored in the database.

Testing performance

As our goal is to compare Indoor positioning performance between TCP/IP and
NDN, we needed to record performance data and compare them. After the database
of fingerprint data was completed, we started testing performance using both TCP /TP
and NDN and recorded both results for future comparison. Theoretically NDN
caches data after it has been requested once in the content store (CS) and after-
wards subsequent requests should be satisfied much quicker than TCP/IP. As true
NDN routers are not commercially available, we implemented NDN’s functionality
over TCP/IP by setting up personal computers as NDN Routers.

Interest Packet N Interest Packet

> Router
Client App

The NDN Routers decide on how to treat the interest packets using the following
criteria.

Data Packet Data Packet

Figure 3.3: NDN Workflow
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We tested the following steps using NDN and TCP/IP and collected their perfor-
mance data.

e Floor Detection: We set up a mobile device on the ground floor to act as the
reference barometric pressure sensor. afterwards we tested the floor detection
performance using the smartphone app. As pressure varies a lot, we required
a few attempts before we started to see result gains from NDN.

e Fetch Map: Fetching the map was benefited the most from NDN as it started
to show promising results after a single attempt. The map is static and there
are only a few floors so this is expected.

e Locate Me: After the map was loaded we tried to locate ourselves. As RSSI
values vary quite a lot, we needed quite a lot of attempts before we started to
see promising results from NDN over TCP. However it should be noted that
even without CS caching NDN performed just as well as TCP/IP

e Navigation: The final step was picking a destination to navigate to. We tried
TCP/IP performance and also used the same source and destination for NDN
repeatedly for testing. This resulted in great performance gains using NDN,
while it still performed just as well as TCP/IP under regular circumstances
where the task was unique.

3.3 Floor Detection

As mentioned in the previous chapter, we will be detecting the current floor using
barometric pressure sensors that are available in almost any modern smartphone
researchers have recently drawn attention to improve performance using pressure
information gathered from a smartphone barometer. When the floor changes it
causes the pressure to change as well. In addition, the difference of pressure is
sufficiently large between floors which help to distinguish between floors[47], [48].
However, the prediction of floors by pressures is sometimes difficult. In the first
place, pressures are not stable. With changing weather conditions it oscillates and
changes continuously. The absolute pressure value measured on a particular floor at
a given time is not used for detecting the floor at a later stage[49]. Secondly, to meet
constantly changing conditions, it is difficult to use the comparison stress indicators
at the local national MA (Meteorological Administration). The stress calculated on
a territorial MA is often not equivalent to that of a tower, even if it is assessed on the
building’s surrounding MA. Thirdly, even when the pressure is measured at the same
location the pressure values measured on different smartphones vary greatly from
one another[50], [51]. Even the barometer sensors in the same smartphone version
have the same problem. In the same smartphone type, the spectrum of errors
of barometer sensors is too large to be used for floor detection. Due to pressure
instability and inconsistency, certain reference data are required for accurate floor
detection. The pressure value of a pre-installed reference device in a certain position
where the altitude in the building is known, and a pressure difference between the
user’s smartphone and the reference device is necessary. The next figure shows a
schematic method illustration. The process is of three stages. In the first phase, pre-
installed test equipment in a target building tests the pressure level. For each floor

30



of the building, the estimated pressure rate is determined in the second step. The
difference between the pressure levels of the pre-installed reference device and the
Smartphone consumer is measured in the last step and after the pressure difference
is measured, the floor is identified.

1. Pressure of RD 1. Pressure of RD
2. Pressure between floors 2. Pressure between floors
Install l < Hegd 3. Diff
' eceive [ l
RP Detect floor
B
Measure
pressure(RD) )
I
@ Send
Calculate ) < ,
pressure between Racpive 1. Diff
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* RD : Reference Device
* Diff : Difference pressure between reference device and user
smartphone

Figure 3.5: Schematic view of floor detection system

Step 1: installation of reference device

In order to install a reference system and measure floors by pressure level we require
the altitude of each floor and the height of the ground level of a target tower. We
can obtain them from a CAD file from the building, normally open to the public in
many countries. If an embedded barometer sensor is used, any device can play the
role of the reference device. The air pressure can be consistently measured with the
reference instrument, and the floor can be detected despite changes in the weather
conditions which causes pressure to fluctuate.

Step 2: Calculating pressure at each floor

It is well known that if the water level pressure is known, the altitude can be cal-
culated at that point. Equation 1 transforms pressure data into altitude which is
currently widely used.[52] The temperature is not taken into account here since tem-
perature is used to calculate the exact altitude as a corrective factor. However, the
difference in height between each floor is used rather than using an exact altitude.
The pressure of each floor can thus be calculated using the below equation without
taking into account the temperature factor.

o] P 288.15
h=(1- %/ 3.1
( 1013.25) " 0.0065 (3.1)

where h is the altitude and p is the pressure. When the pressure is changed by
about 0.1pha, the height will change by about 0.837m. Therefore, the equation can
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be rewritten as.

01xh
0.837

Using this equation, the pressure of each floor can be determined if it’s height is
known. The predicted values of pressure were known to be the real pressure value
for that floor. The pressure value, which the equation calculates, was subtracted
from the value of the current floor pressure to predict the pressure value of the
floor above. The magnitude of the pressure value for the existing floor is added to
the pressure level measured in the equation to estimate the lower floor pressure in
accordance with the present floor.

p= (3.2)

Step 3: Floor detection
Correction of inter layer pressure

The pressures measured in various smartphones using pressure sensors are usually
different, even if they are measured simultaneously on location. There is a consis-
tent difference. In other terms, the gap persists almost everywhere even when a
smartphone calculates a pressure level greater than another calculated smartphone.
Therefore, every smartphone (Up) to a reference system (Rp) can be adjusted to
cope up with the difference. Adjustment is made by adding or removing (Bpx) the
difference between Rp and Up. The below equation determines the shift.

Box. _ Bpxoriginal - lefa Zf Rp > Up
Pladjust = Bpxoriginal + Dfo? Zf Rp S Up

Adjustment of Bpx measured from a smartphone may be used for the detection of
floors regardless of smartphone models.

(3.3)

Setting of critical range

Once step 3(Floor detection)-A is completed, a critical pressure range is established.
The critical range is the height from the above floor to a certain height where the
person carries a smartphone. The smartphone pressure value is then checked to
detect the floors. The floor is described as the floor in which the device is situated
if the pressure level belongs to the particular range of a specific floor. Depending
on the location of the reference device installed and the deployed floor height, the
critical range changes. A smartphone is usually held in a 0 cm 180 cm range.
Therefore the critical distance may be defined within the range of-60 cm / 120 cm
if the reference unit is positioned at a height of approximately 60 cm from the floor.
It is a disadvantage since a reference device is required to be installed in a building.
However, considering that the costs of installing a reference device are very low and
that no other method can detect floors as reliably, the proposed method should be
taken into account in improving indoor positioning systems. Nonetheless, the user’s
smartphones can be used as a reference tool instead which will be more successful.
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3.4 Self location methodology

For self location we are going to be using the K-Nearest Neighbor algorithm. K-
Nearest Neighbor is essentially an algorithm to classify something into one of many
classes based on the properties of the aforementioned thing and the properties of the
previous members of the predefined classes. If, for example,the algorithm is provided
the properties of a fruit, it would classify the fruit as a specific fruit such as Apple or
Orange based on the database it has of other already classified fruits by comparing
their properties. As such KNN is a ’Supervised’ algorithm as it needs to rely on
pre-existing data. The algorithm determines the distance of nearby neighbors using
the "Euclidean Distance’” method.

Weighted KNN

Weighted KNN is a variant of KNN where the members of the K Nearest group are
assigned weights based on their distance or 'closeness’[53]. This results in the nearer
among the neighbors to have a larger vote in the classification process.

3.4.1 Determining K

K refers to the number of 'Neighbors’ that are taken into consideration or has a
vote in determining the class of the item in question. When KNN starts to classify
an item, firstly it starts to look at all the neighbors where the closest neighbors are
those who have data that most closely matches that of the current item. But for the
algorithm to function it has to set a limit on how many neighbor’s it will take into
consideration. That number of neighbors is referred to as K[54]. Picking a suitable
value for K is referred to as parameter tuning and it is a very important step to
get desired results from KNN. If we refer to Figure below, we can see that if the K
is set to '3’ the new object gets classified as a triangle whereas if set to '5’ it gets
classified as a circle.
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Figure 3.6: KNN Classifier

If K is set to number too low, the result will mostly be random. If K is set to a
value too large it will simply take a long time to process. One good practice is to
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pick the Square Root of the total number of datapoints sqrt(n) and then convert it
to an odd number by adding or subtracting one if necessary to avoid classification
confusions|[55).

READ Number Of Nelghbors K,
Dataset of prerecorded RSSI Value
Reference Points,

Distance Method (Euclidean Distance)

Aguire the RSSI Values for the current
location to be classified

Determine the 'K' Closest(Euclidean)
Nelghboring Reference points to the
current reading using RSS| Values

Use the 'K' Nearest Reference Points'
locations to approximate a co-ordinate
for the current location

Figure 3.7: Location detection using KNN flowchart
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3.4.2 Algorithm

This is a simple implementation of the Weighted KNN Algorithm.

Algorithm 1: The Weighted KNN Algorithm
input : D the set of reference points, x the current location
output: Location of x
begin
for each reference point y belongs to D do
| calculate the distance D (y,x) between y and x ;
end
initialize N = () where N is the subset of D with the k closest members ;
for 1 to k do
insert into N the closest co-ordinate n from D;
assign weight to n;

end
from k nearest neighbors N of the co-ordinate x calculate the location of
of x using ;
¢y = argmazx ), I(c = class(y)) ;
end

3.4.3 KNN’s suitability for our work

Whether or not to use KNN for a certain purpose depends on a few conditions. KNN
works best when some conditions are full-filled[54]. For KNN to work efficiently,
some properties of the data should be

1. Labelled: The data should be labelled, which means the classes should be
identifyable in some way.

2. Noise Free: The classes should be of the same type. For Example, All the
classes should be Fruits, Animals etc.

3. Small Dataset: KNN is a Lazy learner so it works best with relatively less
complicated data.

If we compare these conditions to our use case, we can see that these conditions are
all satisfied.

Our data is labelled, We are trying to classify our current Access Point Readings as
one of the prerecorded reference points. So all the classes are a single RP.

The data is also noise free. All the classes have similar data and they are all reference
points

Although there is a large dataset, it’s still relatively small for KNN

Our data is stored as Reference Points with a set of RSSI values of Access Points
stored within them. When a person tries to locate themselves, their device takes
some RSSI readings from the valid predetermined access points. then when the
WKNN algorithm is run on the RSSI readings, they are compared to the RSSI
readings of Reference Points stored in the database. The RP whose AP RSSI values
most closely match the device’s current readings is resultant Classification, or we
could say the person is at that Reference Point. Here the RP’s are the classes the
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current reading is being classified as. We have set K = 4. As it is apparent, Each
RP or Class has only one set of values. So the question arises whether we needed
K-Nearest Neighbors instead of Nearest Neighbor. The reason is that we are using
multiple reference points to calculate a floating location instead of classifying the
current location as a single RP. Thus we use the multiple points to classify the
current location as a value between multiple classes with the help of KNN.

3.5 Navigation Approach

Due to the complex structure of buildings and infrastructures, Navigating between
indoor areas plays an important role in the indoor positioning and navigation system.
Finding the position of the desired destination will not help, as there are many
routes in the structure, including hotels or malls. Therefore, it is very important to
determine the optimal path to the destination so that users can get to the destination
quickly.

3.5.1 Path finding Scenarios

Previously, numerous studies have been extensively conducted on indoor navigation
schemes utilizing mobile technologies such as Wi-Fi, Bluetooth. Indoor targeting,
triangulation, fingerprinting and cell-ID strategy methods are the three ways used
for indoor positioning[56]. Today, citizens use location-based service that is also
regarded as Location Based Network[57], [58]. LBS cover all wireless media services
that supply user-specific information. In order to locate the appropriate site, such
facilities need indoor engineering for position determination (path finding). Global
Navigation System (GPS) is widely used for global positioning. The use of indoor
settings by GPS is however restricted, because it relies on satellite signal[59].
Indoor navigation systems that use wireless signal such as Wi-Fi or Bluetooth are
progressively of interest[60], [61]. in order to meet these challenges. The dynamic
configurations of environments, constant human movement and inner complex struc-
ture of walls, means that most indoor positioning solutions are ineffective. An A*
algorithm can be applied to seek the route and enhance the quality and exactness to
improve the precision of the positioning system utilizing wireless communications.

3.5.2 Proposed Algorithm: A*

It is an algorithm for finding the shortest route, which seeks the least optimal route
by looking for the lowest-cost(low length, shortest time etc.) It will visit all possible
paths that lead to the target node and takes into account the ones that lead to the
target node the fastest. It is an extension of Dijkstra’s algorithm. Working of A*
algorithm: The algorithm was built for weighted graphs: it creates a route tree from
a reference node in the network and extends the routes once in a while to one of its
paths to the destination node. A* should decide which of its partial routes should
be expanded to one or more longer routes for every stage of its main loop. It is based
on a value estimation (total weight) that is always accessible at the goal node. To
addition, A* tends to pick the route that minimizes the below equation

G(n) = a(n) + h(n) (3.4)
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Where n is the last node on the path, a (n) is the value of the route from the
beginning node to n and h(n)is a heuristic route that calculates the lowest cost
from n to the desired destination. In order for the algorithm to determine the
exact shortest route the heuristic feature must be allowed. This also ensures that
the actual cost to reach the nearest destination node from node n must never be
overestimated. The below figure (Figure:3.8) is an algorithm flowchart that provides
a description of how it operates.

Assign the current user's co-ordinates S
as current node

Enqueue the node Into the
priority queue of avallable nodes
(co-ordinates)

Dequeue the Node with lowest cost and
conslder It's adjacent nodes (co-
ordinates). set current co-ordinate node
as 'visited'

For each neighboring co-ordinate node n
Calculate cost of node 'n'
Gi(n) = g(n) + h(n), where
G = total costof n
g =costio reachn
h = heuristic cost to reach goal

If node Is goal

Figure 3.8: Navigation using A* algorithm flowchart

3.5.3 A* algorithm’s advantages over Dijkstra’s algorithm

As As previously mentioned an A* algorithm is an expansion of Dijkstra’s al-
gorithm[62]. A* algorithm can be considered as the heuristic reliant version of
Dijkstra algorithm. It chooses which vertex to explore next upon the value of
G(n)=a(n)+h(n) which makes it known as the “best first search” algorithm. The
'h’ determines the estimate cost using a heuristic whereas ’a’ determines the current
cost of the path. The A* algorithm is complete and optimal, the results are quicker
and more effective[63]. The original algorithm by Dijkstra is slower in comparison
to A* because Dijkstra constantly tries to improve the node’s initial approximation
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(cost). Because of this, hitting the goal node takes longer. Whereas A*’s heuristic
based approach has a higher probability of finding the desired goal quicker in most
cases[64]. A* mainly improves its performance by using heuristic function that will
prioritize the nodes based on their estimated distance from the goal which will result
in a faster path detection rather than Dijkstra that prefers to explore all possible
nodes.

Al B

| _ NN

Figure 3.9: Path finding using Dijkstra’s Algorithm

Figure 3.10: Path finding using A* Algorithm
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3.5.4 Algorithm

Here is a simple implementation of A*

Algorithm 2: A* Algorithm
input : Start location s, Destination (Goal) node g, Navigation Nodes
Closed set = visited co-ordinates;
Open set = available co-ordinate nodes for expansion;
Extract-Min-F = function to determine total cost of node ;
begin
A* (s, g);
Closed set «— empty set;
Open set «— include s;
Extract-Min-F = G [s | = 0, H [s |=H_calcs, g | ;
while Open set # () do
CurrentNode <— Extract-Min-F(Open set) ;
if CurrentNode == g then
return Route ;
for each Neighbor node N of CurrentNode do
if N is in Closed Set then
do Nothing;
else if N is in Open Set then
calculate N’s G, H and F;
if G /N on the Open Set] > calculated G [N | then
RELAX(N, Neighbor in Open Set, w) ;
N’s parent = CurrentNode —& add N to Open Set ;

else
calculate N’s G, H and F;
N’s parent = CurrentNode —& add N to Open ;

end

end

end
end

3.5.5 Suitability for our implementation

As we can see A* is suitable for our requirement of navigating to a destination
location. We also saw the performance difference between the two algorithms. The
only distinction between the two algorithms is that A* gives a faster direction by
using a heuristic , while Dijkstra investigates all possible paths. A* produces better
performance by using heuristics to efficiently expand only the routes that are closer
to the destination. For these reasons A* was chosen as the method for navigation.
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3.6 Networking implementation using NDN

3.6.1 Floor Detection

Floor detection is based on two barometers, one on the client and one on the server.
The client device records it’s current pressure in hPa and sends it to the server.
There is already information about the building stored in the database. The server
use those information to calculate the client’s floor. To retrieve this information
using NDN we used the following example naming structure,

” Jips/idb/ floor_detection/1015.4”

Names in NDN are hierarchical. the /ips indicates the floor detection service. The
/idb references the specific structure which in this case is the BCS Computer City.
The next part floor_detection is the floor detection service and the value after it is
the pressure reading from the client. When the server satisfies the given request
for the first time, the floor information for that specific air pressure is stored in
the router’s Content Store (CS). Whenever there are other requests with same air
pressure value, the name for NDN interest packet will also be the same thus the
router can send the data packet from its cache without contacting the server.
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Figure 3.11: Floor Detection
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3.6.2 Map Service

After detecting the floor successfully, the next step is to generate the map in client’s
device. The map we used was very simple as our intention was to compare the
performance of NDN. Following is an example of how the name for loading map was
structured.

” Jips/idb/load_map/2”

The ” /ips/idb/” part is identical to floor detection name. Following part /load_map
indicates the map delivery service. Finally, 72" is the floor number for which the map
was generated. The NDN data packet contained all necessary coordinate information
to generate the map. This data packet also contained the information of the APs
in that floor and the sequence which is very important for positioning.
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Figure 3.12: Load Map
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3.6.3 Positioning

The client first measures the signal strangths from predetermined APs in it’s vicin-
ity and then requests that data. This information is sent to the server. The server
then accesses the database containing the information of all the Reference Points
and their corespondent RSSI values from the Access Pointss. Based on the observed
RSSI from the client and existing RSSI from the database, we used WKNN algo-
rithm to estimate user’s location. The name for the interest packet was constructed
in the following manner,

" [ips/idb/position/3/ —43_—32_—84_— 57_—55...7

Here ” /ips/idb/” part is identical to floor detection name. The next part /position
indicates the service to detect position of the user. After that, ”/3” is the floor
number. The last part contains all the observed RSSI values from the client device.
The values are in a specific order so the server can understand which RSSI value is
for which AP. They are separated using ”_”.

Similar to floor detection, after satisfying the client device with the position infor-
mation for that specific name, cache will be stored in the NDN router’s CS. Future
interest packets with exact same RSSI values will be satisfied by the NDN router
itself instead of contacting hte server. Now it is difficult to match all the RSSI
values for all the individual APs even if the user is standing in the exact same spot.
However this service will be heavily used since locations are constantly updated even
on the move. So eventually after several requests there can be some interest packets
with identical names.
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Figure 3.13: Locate Me
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3.6.4 Navigation

Finally the last step is for the user to navigate to the destination. The user picks
a destination on their device and the request for navigation service is sent to the
router. The server calculates the smallest possible route using A-Star algorithm.
The routing information is sent to the client device. Following is an example name
we used for navigation,

” Jips/idb/navigation/15.80-2_27_119_2”

Again 7 /ips/idb/” carried the same meaning as floor detection and positioning.
The following part was indicating the service name which is navigation service. In
the last part, the first three values told the current position of the user. Current X
coordinate is 15, Y coordinate is 80 and 2 is current floor. The last three values were
used for the destination co-ordinates. Destination X coordinate is 27, Y coordinate
is 119 and 2 is destination floor.
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Figure 3.14: Navigation
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Chapter 4

Result Analysis

4.1 Result Graph of Different Modes

As we have implemented our NDN based indoor positioning and navigation system
in IDB bhaban, we were able to gather data from our proposed methodology. We
measured the time it takes to receive data for the client from the server. The
time was measured in nanoseconds and then converted to milliseconds. Since our
client is an android application, we were able to use System.nano Time() to measure
precise time to execute one method. We measured each of the modes 20 times using
NDN and TCP/IP protocol. For NDN, we took two different measurements, one
for cached(best case scenario) other for no cached(worst case scenario). We then
plotted the measured times in graphs and compared both protocol for each of the
modes.

4.1.1 Result Graph of Floor Detection

To detect floor a request was sent from the client’s device to the server carrying
the air pressure data from the barometer sensor. To compare our proposed NDN
based system with traditional TCP/IP architecture, We ran our test in two different
scenarios. One for the worst case scenario, where there was no cache stored in NDN
router. This gave us an idea of how NDN based system would perform for different
requests compared to TCP /TP.

Second for the best case scenario, when the data was already fetched once and stored
in the NDN router’s content store. For this we stood in a specific floor putting the
client device in same elevation and recorded the time. This way we were able to test
the NDN’s performance for similar requests. Since this time it was sending similar
requests over and over again, data was being retrieved from the router resulting in
much faster response time. This gave us the idea about performance we can expect
when people from the same floor and similar elevation will be requesting for the
floor information.

Floor Detection Without NDN Cache

To achieve the result, we went to different floors and put the device at different
elevation so each of the requests are different. This way we made sure the requests
are not identical and not hitting NDN router’s content store(cache). Time we got
was almost similar to traditional TCP/IP (Figure 4.1). For each attempts, TCP/IP
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ranged within around 120ms to 230 ms where as NDN ranged around 100ms to
240ms. This was our worst case test.
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Figure 4.1: Floor detection time without NDN cache

Floor Detection with NDN Cache

By analyzing the results (Figure 4.2) we can see that when we stood in same location
with our device, which was our best case scenario, response time is much faster after
the first request. It is because after the first request, they were being retrieved from
the NDN router. there is one spike in the graph due to slight change in air pressure
during the test. Otherwise all the results were between around 50ms to 75ms.
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Figure 4.2: Floor detection time with NDN cache
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4.1.2 Result Graph of Positioning

For the calculation of the users location in a particular floor, the received RSSI
values of predefined access points needed to be sent to the server. For this mode
we also compared NDN, both with and without cached, with traditional TCP/IP
architecture. When testing NDN without cached data, moved around in a floor so
that we get different RSSI values making each request to the server different.

Positioning Without NDIN Cache

When testing NDN without cached data, moved around in a floor so that we get
different RSSI values making each request to the server different. Response time
was similar to TCP/IP(Figure 4.3). TCP/IP’s response time ranged within 160ms
to 300ms most of the time where as NDN’s response time ranged within 180ms to
280ms most of the time with some exceptions.
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Figure 4.3: Positioning time without NDN cache

Positioning With NDN Cache

It was challenging for us to test cached NDN performance as it is very difficult to get
all the RSSI value from the access points same everytime, even if we stand in exact
position as the RSSI fluctuates with other variables. We did get some readings that
hit the cache. From the graph (Figure 4.4) we can see that in our best case scenario,
it was hitting cache only 10 times. Others were not hitting cache and requests were
processed by the server instead of the router. When it hit the cache, we got around
50ms to 80ms of response time.

4.1.3 Result Graph of navigation

Navigation works by sending two location points from the client to the server. One
is the current position of the client which is retrieved by using the positioning mode,
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Figure 4.4: Positioning time with NDN cache

other is the destination point set by the client. To test this mode, we decided to opt
for the longest routes possible in IDB.

Navigation Without NDIN Cache

This test was done by sending different destination from same position of the device
so that each of the requests are different. For this test we took coordinate (1,1) as
our current position which is in the furthest south-west corner and for destination
we chose (27,119), (27,118), (27,117), (27,116), (27,115), (27,114), (27,113), (27,112),
(27,111), (27,110), (28,119), (28,118), (28,117), (28,116), (28,115), (28,114), (28,113),
(28,112), (28,111) and (28,110) which are in the furthest north-east corner of the
building. Result shows that response time is equivalent to TCP/IP (Figure 4.5).
In our worst case test in navigation service, TCP/IP’s response time ranged within
150ms to 250ms most of the time where as NDN’s response time ranged within
150ms to 300ms most of the time with some exceptions.

Navigation With NDN Cache

This test was done by sending same destination from same position of the device so
that each of the requests are identical. or this test we took coordinate (1,1) as our
current position and (27,119) as our destination for all the tests. Result shows that
response time after the first request is much quicker as the data is being retrieved
from NDN router’s content store (Figure 4.6). In the first attempt, 192ms from
NDN and 150ms from TCP/IP. After that since NDN was getting data from the
cache, we got much less response time compared to TCP/IP, about 50ms to 70ms.
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Figure 4.6: Navigation time with NDN cache

4.2 Overall Comparison of NDN with TCP/IP

From the results we can see that our NDN based system performs just as good as
TCP/IP when no cache is hitting but outperforms TCP/IP when hitting cache. On
average we got 159.9ms response time when detecting floor using TCP /TP, 144.7ms
when using NDN with deferent elevation and 70.6ms when using NDN with same
floor and same elevation. For positioning, on average we got 223.2ms response time
using TCP/IP, 159.4ms with NDN while standing on the same location and 206.6ms
with different locations. For navigation, on average we measured 191.9ms response
time when using TCP/IP, 195.9ms response time when using NDN with different
destination and 64.4ms response time when using NDN with same destination (Fig-
ure 4.7).
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By taking the average time for each of the modes we can see that we got 77.5%
better response time in floor detection, 33.4% better response time in positioning
and 99.5% better response time in navigation than TCP/IP for similar requests
(Figure 4.8).
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Figure 4.7: Average time for each modes

4.3 Limitations

Even though the performance and benefits that NDN brings are great and very
useful, there are obvious limitations when implementing this system.

e NDN is still in its early stage. Developments are still on going.

e Although NDN can run natively above Ethernet, there isn’t a global scale
native NDN network yet. Devices that are connected to other networks will
not be able to communicate via NDN

e The advantages in indoor positioning system can only be achieved if the system
is connected to an NDN network.

e As a completely different internet architecture, existing applications will not
work. Existing applications have to be reworked to work with NDN.

e New NDN compatible routers are needed or existing routers’ firmware need to
be updated to take advantage of our system.
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Chapter 5

Conclusion

Indoor Positioning technologies have become a trendy topic in recent days and it
is expected to grow even further in the near future. With the advent of larger and
larger mega structures like shopping malls, hospitals, airports etc navigating indoors
has become quite an issue that cannot be solved by GPS. Hence indoor navigation
solutions have been introduced to tackle this growing need. However indoor naviga-
tion relies on a plethora of conditions which are difficult to satisfy. The WiFi RSSI
Fingerprint based method suffers from it’s reliance on a large dataset of recorded
fingerprint data which is both difficult to load and difficult to process.

This paper aims to mitigate and circumvent these issues with the use Named Data
Networking, a promising new network architecture. NDN provides various advan-
tages over the TCP/IP Protocol. One of the advantages being it’s data oriented
nature, where it doesn’t depend on the source of the data rather the data itself.
Another benefit it enjoys is it’s ability to cache data on routers themselves. This
approach mitigates or circumvents many of the issues associated with RSSI Finger-
printing Based locating and also navigation techniques. Maps of floors can be cached
on an NDN router for future use, Location detection task results can be cached on
the NDN router and even navigation task results can be cached on the router as
well. Our result shows that by using NDN, the existing system can be more effi-
cient. With the efficiency and performance increment from our NDN based system,
we believe that now it will be possible to implement Wi-Fi RSSI fingerprinting based
indoor positioning and navigation system in larger indoor areas where previously it
was not feasible

Not only the performance but also ease of implementation is also a factor. For the
solution to be viable the implementation needs to be affordable and easy to main-
tain. While NDN hardware is not yet widely available it is expected to become
popular soon, Our implementation only relies NDN Routers, A barometric sensor
for reference during floor detection and a server for calculations and algorithms when
the data is not already cached on content stores.

The obtained performance results are promising. Our results are on par with
TCP/IP performance when the data needs to be fetched from the servers, whereas
it outperforms TCP/IP, sometimes by hundreds of milliseconds, when the data is
available on a content store. And this gap will only increase the more hops are
added to TCP/IP routers.
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This approach may be applied to other public locations as well. As this relies on
Wi-Fi access points it can be set up with minimal investment in the future with
NDN routers. Candidate locations could be Bus, Train stations, Public galleries,
Movie Theatres, Convention Grounds etc

Currently our system suffers from some limitations. One problem is that all devices
may not have barometer sensors. This is not a major problem as MEMS based
barometer sensors are getting increasingly cheaper and thus are almost universally
available on most smartphones. A larger concern is the relative infancy of NDN
technology itself. Our implementation is completely reliant on NDN Routers, but
these were simulated over TCP/IP networks. True NDN Routers may not be avail-
able commercially in the recent future.

Further work can be applied to many aspects. Some candidates can be finding an
alternate way for floor detection instead of barometric sensors, dynamically select
access points, or even employing a method other than RSSI Fingerprinting. How-
ever, our current focus is to restructure the workflow to increase overlap of data
requests so more interest packets match data on the content stores more frequently,
thus improving performance even further.
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