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Abstract

Researchers has taken a lot of years to make algorithms fast and accurate enough to
make stock price predictions accurately. Investors are looking for smarter techniques
to forecast stock prices for investments and this has made this topic one of the most
worked out researches in data science field. One of the trendy ways of forecasting
is time series analysis. In this thesis, I have compared recent 3 most common time
series forecasting algorithms that are- Autoregressive Integrated Moving Average,
Facebook prophet and Long Short Term Memory, using company data (LMT and
NOC) from yahoo finance. Firstly, [ used K-Means clustering to choose a cluster with
least number of companies and then used processed data to compare the accuracy
of the algorithms.

Keywords: stock price, time series, ARIMA, LSTM, FB Prophet.
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The next list describes several symbols & abbreviation that will be later used within
the body of the document

ACF Auto-correlation Plot

Al Artificial Intelligence

ARIMA Auto-regressive Integrated Moving Average
FBP Facebook Prophet

LMT Lockheed Martin Corporation
LSTM Long Short term Memory

ML Machine learning

NLP Natural Language processing
NN Neural Network

NOC' Northrop Grumman Corporation
PACF Partial Auto-correlation Plot
RMSE Root mean squared error
RNN Recurrent NN

SV M Support Vector Machine

TS  Time series

TSA Time series analysis
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Chapter 1

Introduction

1.1 Background Analysis

For many years, financial people as well as researchers have been working over profit
maximization in stock business using historical data. Generally,they use fundamen-
tal analysis and technical analysis on this purpose. A third type of analysis, called
sentiment analysis, that is also used to make profit out of people’s sentiment or
thought on a specific stock market and using vast social tweets and news headlines

[1].

Time series analysis as forecasting technique is nothing very new, but it has now
become a trend due to the presence of huge amount data both available online and
offline. It can not only be used in forecasting price but also predicting future trend
of consumerism.

To do a time series analysis on stock price, the first and the foremost important
step is to fetch correct data. Firsthand data are always best for any analysis, but
for this research purpose, I used data from yahoo finance. Next, to do forecasting,
data needs to be generalized and outliers must be removed from the data. In time
series techniques, data has to be stationary and so different stationary methods
like- differentiation, logarithms, decomposition etc. techniques are used. Stock
price data may have missing values of any date so null has to be removed to make
data fit for TS algorithms.Finally algorithms has to be chosen that is fit for the
data. Different machine learning algorithms like- clustering, regressions and deep
learning i.e: Natural language processing, Neural Networks etc are mostly used to
do stock price forecasting.

1.2 Motivation

Ever since the rise of machine learning and Al, future forecasting in financial field
is a very demanding work as trillions of investments are done each day in every
market around the world. Before, investors had been hiring financial people to do
the task but now people use tools to do the basic analysis due to the existence of
tons of data. Consequently, researchers have been thinking to come up with reliable



predictive models [1]. Financial solutions are a great business now and it will be
in future. Since I am an Al and business enthusiast, I thought of learning different
ML and NN algorithms to do financial analysis. As stock price data is the most
available one in internet, I chose this topic for my undergrad thesis.

1.3 Objective

The foremost purpose of my research is to find a optimum and easy solution to
forecast price. On this purpose I compared algorithms and came up with best and
comparatively easy solution for forecasting and implementing on a system. Going
through this research I also got a experience of working in a non major domain
with my existing skills. Finally I came up with a hybrid system that can be easy to
implement in modern systems.

1.4 Brief Methodology

To conduct the thesis, I first downloaded 29 random companies’ closed price data
from January 1 ,2017 to December 2018 using python’s data-reader library and put
then into clustering algorithm. For this section, I have used K-means clustering that
is a very well known clustering algorithm and the python’s k-means library is also
rich. There are other clustering algorithms and libraries as well, but as I previously
have the theoretical knowledge of this clustering technique, I chose it.After that I
did some data processing as in TSA data needs to be stationarized if it is not. After
that I used the data in every algorithm to make the research even in all terms. A
flow chart of the whole process is given in Fig 1.1.

1.5 Thesis Outline

The thesis report has been structured in the following way:

Chapter 2 contains the literature review that is the previous works done on this
topic.

Chapter 3 discusses about TSA that anyone has to do irrespective of the case
specially with the data set.

Chapter 4 has the forecasting algorithms used in my thesis in an elaborate way.
Chapter 5 discusses implementation of the algorithms with data tables and graphs .

Chapter 6 contains the final analysis and the outcome of the research. It is wrapped
up by conclusion and future work and APA citations
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Chapter 2

Related Work

This chapter will discuss the previous work done on stock price forecasting using
machine learning, deep learning and NN domain.

Stock analysis is a method for investors to determine buying and selling price using
past and current data. There are two basic types of analysis and these are funda-
mental analysis and technical analysis. Technical analysis follows the trend as it
forms through market action whereas fundamental analysis measures a security’s
intrinsic value by observing related economic and financial factors. Technical anal-
ysis says that the price moves in trend and history repeats itself. Machine learning
(ML) and deep learning is uses the technical aspect of stock analysis [2]. There have
been many algorithms used and optimized to such analysis. The most famous ones

are — ARIMA, LSTM, KNN, CNN, NN, ANN, NLP, GRU, and SVM.

Phua, Ming and Lin have constructed forecasting by NNs using Singapore’s stock
market index showing a forecasting accuracy of 81% [3]. Pekkaya and Hamzacebi
have conduct a comparative study on the results from using a linear regression in
comparison to a a NN model. The objective of their research was to show that the
NN gives much better results compared to the linear regression [4]. According to
Wong, Selvi [5], the most benefit of NNs applications is in their ability to deal with
fuzzy data. The only problem is NNs require huge number of data [6]. In some cases,
like Yoon, Guimaraes,and Swales’s paper where due to complex and unpredictable
networks the estimated result become questionable.|[7].

In [8] the forecasting was carried out on Google data and the result shows that
there is a correlation in the weekly trend of stock prices and the news articles on the
company.Sentiment analysis is used in this paper to the relation between business
and news article.

Another technique used for prediction is Support Vector Machines (SVM). In a re-
search, SVM was compared with random Walk, linear discriminant analysis, and
quadratic discriminant analysis and Elman back propagation neural networks and
SVM worked best in weekly prediction [9]. In another research, Kim compared SVM
with NN and case-based reasoning where SVM performed better in forecasting the



daily change in the Korea composite stock price index (KOSPI) [10]. Amongst re-
gression analysis ARIMA has done well and has become one of the most used one.
In their research, Yilin, Du found that the prediction accuracy of ARIMA-BP neural
network is better than the BP neural network, BP neural network is better than
linear model ARIMA.[12]. In another paper [13], Jai and his group showed that
ARIMA and Holt Winter are equally effective on short time TS data.Yang et al.
used a margin-varying Support Vector Regression model and resulted in showing
empirical results that have good predictive value for the Hang Seng Index [14].

Deep learning has been used in different markets due to the presence of huge amount
of data in the market. In their paper Wei, Jian compared 6 algorithms and found
that the performance of deep learning models MLP, RNN, LSTM is better than
other ML models [15]. In another research, a hybrid deep learning models using
LSTM and GRU has been used to predict stock price. [16]

In [17], stock market forecasting was done using technical analysis to improve the
accuracy of the prediction for decision making and profit maximization. They classi-
fied the stocks into long-term and short-term investment categories. Adaptive stock
market indicator selection was used to analyze past price data and predict future
trends eectively. By doing stock market trading signal forecasting that is technical
indicators were normalized and prepared for the forecasting.

From above analysis of previous work, we can see that Neural network domain is
more accurate in predictions than other machine learning techniques in general.



Chapter 3

Time Series Analysis

3.1 Definition

TSA is a statistical method that analyzes time series data in order to extract mean-
ingful observations on the characteristics of the data set. TSA are applied to real-
valued, continuous data, discrete numerical data, or discrete symbolic data. Fur-
thermore, TSA techniques can be parametric and non-parametric. The parametric
approaches assume that the underlying stationary stochastic process has a certain
structure.In this process, the task is to find the stochastic parameters. However,
non-parametric methods explicitly estimate the co-variance or the spectrum of the
process without the assumption of any particular structure. In this paper, I have
used the former method.

3.2 Time Series Components

There are various reasons or the forces which affect the values of an observation
in a time series are the components of a time series. The four categories of the
components of time series are - seasonal, cyclical, trend and irregular movements.
Seasonal and cyclical are short term movements of time series (fig: 3.1)

Seasonal
Variations

Components of -
TS Short term

Movements
Cyclic
Variations
lrregular Movements

Figure 3.1: Components



Trend

The trend shows the tendency of the data to increase or decrease during a long
period of time. Trend can fluctuate over time. But, overall it should be upward,
downward or stable.

Linear and Non-Linear Trend:

The trend plot that goes around straight line is linear trend and otherwise non-
linear. [Fig 3.2]

Volume Volume
Time Time
(a) Linear decreasing trend (b]) Linear increasing trend
Volume Volume
Time Time
[c) Nonlinear increasing trend [d) Nenlinear decreasing trend

Figure 3.2: Trends

Seasonal and Cyclical variations:

Seasonal variations describes any regular variation with a period of less than one
year. For example, traffic on roads in the morning and evening hours, sales during
festivals, change in the number of passengers at weekends etc. by contrast, cyclical
variations shows the variation with a period more than a year. It is a four-phase
cycle: prosperity, recession, depression, and recovery. [19]. (Fig:3.3).
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Figure 3.3: Seasons and Cycles

3.3 Processing Data for TSA:

a. Stationarity Test

Before choosing any forecasting model we have to make data prepare for time series
analysis. To do this data has to go through stationarity test. Stationary data means
that the variance and auto-correlation do not change over time [20].

Rolling Mean & Rolling Standard Deviation Rolling Mean & Standard Deviation
gog 4 — Original
—— Raolling Mean 03
sagd T Ralling 5td
02
g 400 d L~
=
K =01
300 =
0.0
200
100 011 — original
_,_MM — Ralling Mean
0 -0.2 { = Rolling Std
1950 1952 1954 1956 1958 1960 1950 1953 1954 1956 1958 1960
time time
Non Stationary Dataset After making it stationary

Figure 3.4: Stationarity of data

To test the stationarity of data we have to do the following:



Augmented Dicky-fuller test;

The Dickey Fuller test is the trendiest and used method of stationarity test. It
is used to find the root of the time series data to check whether the data set passed
the null hypothesis.[20] The null and alternative hypothesis of this test are:

Null Hypothesis: The series has a unit root (value of a =1)
Alternate Hypothesis: The series has no unit root.

A non-stationary data fails to reject the null hypothesis this means that the series
can be linear or difference stationary.

Test for stationarity: If the test statistic (p) is less than the critical value, data is
stationary. When p is greater than the critical value, data is non-stationary. Critical
value for this test is .05 [20].

b. Making Data Stationary:

After doing stationarity test, if we found that data is stationary then it is alright
to go for the forecasting models otherwise we have to make data stationary. In this
research, I will be using ARIMA, FBP and LSTM models for forecasting. LSTM
does not require stationarity whereas for ARIMA it is a must. Though for FBP
making dataset stationary is optional according to documentation, I am going to
use stationary dataset.

To do data stationary first one has to plot the real data and try to guess the prop-
erties of the data i.e.: random walk, linear trend, seasonality etc.

1. Differencing

Differencing helps stabilizing the mean of a time series by eliminating (or reduc-
ing) trend and seasonality. Also, looking at the time plot of the data, the ACF plot
helps identifying non-stationary time series. For a stationary time series, the ACF
will drop to zero relatively quickly, while the ACF of non-stationary data decreases
slowly. [21]

Pseudo code for differencing;:

Box. Test (diff (goog200), lag=10, type=""Ljung-Box”)
- Box-Ljung test

- Data: diff (g00g200)

- X-squared = 11, DF = 10, p-value = 0.4

Seasonal differencing:

A seasonal difference is the difference between an observation and the previous
observation from the same season. The equation is—
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Figure 3.5: ACF plot before and after differencing

1

Y = Ut — Yt—m;

Where m=the number of seasons. These are also called “lag-m differences”.
If the data has a strong seasonality, seasonal differencing works well. But if there is
less seasonality, it makes no difference after first differencing.

2. Log Transformation

Time series analysis uses log transformation to stabilize the variance of a series,
it makes highly skewed distributions less skewed. It is typically used when proper-
ties are multiplicative related and data distribution is positive and highly skewed,
for example, log transformation is used in series that are greater than zero and grows
exponentially. Fig. 3.12 shows a plot of airlines passenger miles that has exponential
growth and the variability of the series increases with time.

The following pseudo code computes the logarithms of the airline series:

Data lair;

Set sashelp.air;
Logair = log (air);
Run;

3. Decomposition

Time series data can exhibit a variety of patterns, and it is often helpful to split
a time series into several components, each representing an underlying pattern cat-
egory. Decomposing time series means thinking it in trend, seasonality and noise

level. There are two types of decomposition additive and multiplicative. [23]

a. Additive Decomposition:

10



6.5

700

6.0 -

55}

no. of passengers
no. of passengers

5.0

45 . . . . n . .
0 20 40 60 80 100 120 140

100 n n n n n
1949 1951 1953 1955 1957 1959

time time
(a) (b)

Before applying Log to data After appling log to data

Figure 3.6: Airline Passengers miles

Additive decomposition has 4 steps:

Step 1: Let, m be an even number, for trend-cycle component T by 2m-MA. If
m is an odd number, the trend-cycle component T; uses an m-MA.

Step 2: For detrended series: y,—71;

Step 3: The seasonal component is computed by stringing together these monthly
values, and replicating the sequence for each year of data. This gives S,

Step 4: For the remainder component: R; = y,—1;—S; [23]
b. Multiplicative decomposition:

It is similar to additive model only difference is subtractions are replaced by di-
vision. [23]

Step 1: Let, m be an even number, for trend-cycle component T by 2m-MA. If
m is an odd number,the trend-cycle component 7T; is calculated using an m-MA.

Step 2: For detrended series: y;/T;

Step 3: The seasonal component is computed by stringing together these monthly
values, and replicating the sequence for each year of data. This gives S;

Step 4: For the remainder component: R; =y, /(T} % S;)

11
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electrical equipment Index
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Chapter 4

Forecasting Algorithms

In this chapter 1 will discuss the algorithms used in my thesis with all terms and
conditions. I will first discuss K-Means clustering , followed by ARIMA and LSTM
and lastly FBP.

4.1 K-Means Clustering

Clustering is a very popular technique in ML field for feature extraction and grouping
the data sets. K-Means cluster is one of the most common unsupervised algorithm
in ML.[24] K means has K centroids that is used to define clusters. K-Means finds
the best centroids by alternating between

(1) assigning data points to clusters based on the current centroids

(2) choosing centroids based on the current assignment of data points to clusters.
The algorithm is given below —

K-MEANS({xy,..., x5}, K)
1 (#y,82,---,5K) «— SELECTRANDOMSEEDS({xy,...,xn}, K)

fork —1to K
do jiy — 5
while stopping criterion has not been met
do fork — 1to K

dow, — {}

forn—1to N

do j — argmin, [fiy — %|

9 wj « wjU {Zn} (reassignment of vectors)

10 fork—1to K
11 do jiy — ﬁ Yicw, X (recomputation of centroids)
12 return {ﬁlr - .,}_I.K}

00 S Oh e R

Figure 4.1: KMC Algorithm

Determining K

To make the algorithms more successful finding an optimum K is very important .
To find it I have used elbow curve method.(Fig 4.2)

13



var sse = {};
for (var k = 1; k <= maxK; ++k) {
sse[k] = 0;
clusters = kmeans(dataset, k);
clusters.forEach(function(cluster) {
mean = clusterMean(cluster);
cluster.forEach{function{datapeint) {
sse[k] += Math.pow(datapoint - mean, 2);
Rk
Bk
]

Figure 4.2: Elbow curve Algorithm

Elbow curve method is to give KMC a range of k and find sum mean squared error
over the clusters. Then plot the SSEs over K values and it will become like a elbow
shape like fig 4.3. The value of K at the elbow point is the optimum k. According

The Elbow Method showing the optimal k

Distortion
= I Il w w
w o w (=] w
| | |

=
o
L

o
wn

Figure 4.3: Elbow curve

to this graph the value of K is 3.

K-means can be visualized in different ways. I have used mesh graph in this paper
from python’s sciPy, numpy mesh grid library like fig 4.4.

4.2 ARIMA Model

Now, I am going to discuss about my first forecasting algorithm that is ARIMA.
ARIMA is a regression model that is hugely used in TSA for forecasting prices and
business digits.[24]. To use ARIMA we have to find it 3 parameters and those are
p,q and d.

Finding Parameters:

14



K-means clustering on the digits dataset (PCA-reduced data)
Centroids are marked with white cross

Figure 4.4: Mesh Grid

AR (p): The parameter p comes from AR part of the model that is auto-regressive.
To find p we have to plot ACF graph on the stationary data and find the number
of time the data point intersect the critical point. If p=0 then it means there is no
auto correlation among the data.

MA(q): The q parameter comes from moving average. To find the q value we
use PACF graph described in chapter 3.

I(d): d is simply the number of time we needed to difference the data to make
it stationary. If data is linear the d is generally 0.

The flowchart of the model is given in fig 4.5.

4.3 LSTM

LSTM is the extension of RNN that can store memory for a long time. It is widely
used in pattern recognition, forecasting , sentiment analysis etc. [25] LSTM has 3
gates input, forget and output. Input gate takes the input , forget gate deletes the
memory if not necessary and output gate outputs the prediction. An illustration of
LSTM is given in Fig 4.6.

4.4 Facebook Prophet

Facebook prophet is the library of Facebook inc. launched in 2017. It is based on
additive regressive model that can do time series analysis and find weekly, yearly and
daily trend. Though it is very new in the game, it has become popular among the
researchers due to its sophisticated features and ease of use. It can be implemented
in both python and R. Since it has started its journey , it is very hard to find out

15
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Figure 4.5: ARIMA Determining P, Q, D

Figure 4.6: LSTM

its limitations and expertise. Fig 4.7 diagram illustrates the [26] forecasting process
that have been found to work at a large scale.
4.5 Accuracy meter

I used RMSE to find the error in the algorithms’ output. Root Mean Square Error
(RMSE) is the standard deviation of the residuals (prediction errors). It tells you
how concentrated the data is around the line of best fit.

4.6 Data Set

I used yahoo finance to fetch all data used in this research. The data set comprises of
open price, closed price, volume, change etc.I used only closed price for my research
as it is the last price of a day.Fig 4.8 show the panel data information from the code.

16
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2018-12-17, '2018-12-18', '20158-12-19", '20158-12-20",
2018-12-21', '2018-12-24, '2018-12-2¢', '20158-12-27",
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codes=[[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,71,1,1,1,1,1,1,°
names=[ Attributes', ‘Symbeols'])]

Figure 4.8: Panel data information
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Chapter 5

Implementation

5.1 Programming Tools and IDEs

I have used different python libraries for difference algorithms. For K-means, I used
sklearn K-mean library, for ARIMA, I used statsmodels.tsa.arima, for FBP it was
prophet, for LSTM I used tensor flow. Lastly for all visualization purpose I used
matplotlib library. I used Google’s Colaboratory as Jupyter notebook to get rid of
python’s library installation in PC.

5.2 Clustering

The very first thing I did for the analysis is clustering . I used K-means clustering
for the research and came up with 29 companies clustered in 5 clusters.

Data Normalization:

I used sklearn normalizer for data normalization to remove the out-liars in the data.
The following is small snippet of my work.

[] # Import libraries
from sklearn pipeline import make_pipeline
from sklearn cluster import KMeans
from sklearn preprocessing import Normalizer
normalizer = Normalizer()

# Create 10 clusters
kmeans = Ehleans(n_clusters = 10, max_iter = 1000)

# Make a pipeline to comine normalizer and FMeans
pipeline = make_pipeline(normalizer, kmeans)

Figure 5.1: Normalization

Finding Number of Clusters:
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To find the optimum number of clusters I plotted elbow curve using sklearn’s cluster
library. [Fig : 5.2] From the curve we can see the curve has started to break near 4

Elbow curve

35000

30000

25000

20000

Distortion

15000

10000

5000

Figure 5.2: Elbow Curve

and had a full bend on 5. For my analysis’s simplicity, I chose 5 as the number of
clusters.

Cluster List:
After fitting 5 in the number of K-means functions , the final clusters as list is fig
5.3.

&

B R R R L LULLNNE - —_~Oo0O0C0 00000 O g
=

companies
(IBM', TBM")
('American Equity [nvestment Life Holding Company’, 'AEL")
(Toyota, TM)
('American Express', 'AXP")
(Bank of America’. 'BAC")
(Navistar’, NAV")
(Mitsubishi', MSBHY")
(Honda', HMC")
(Walgreen', "WBA")
('Texas Instruments’, "TXN)
('Symantec’, 'SYMC")
(Sony’. 'SNE')

(Cisco Systems, Inc.'. 'CSCO")
(Intel, INTC")
(Lockheed Martin’, TMT")
(Northrop Grumman', WOC")
('General Electrics', 'GE")
('Chevron', "CVX)
("Valero Energy’, "VLO")
(‘Exxon’, 'XOM)
('‘Apple’. 'AAPL)
(Microsoft', MSFT")
(Amazon'. "AMZIN")
(Netflxx, Inc.', NFLX')
(MasterCard’. MA")

Figure 5.3: Company List

I used mesh graph to see the final clusters[Fig 5.4] . I chose the smallest cluster that
is cluster 2 that comprises of LMT and NOC for my research.
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Stock Market Clustering

data movements

0.0 05

data movements

Figure 5.4: Clusters in Mesh

5.3 Implementing Forecasting Algorithms

1. ARIMA Model:

I will begin my forecasting with the most common one that is ARIMA model.
Before doing any analysis , we should plot the raw data to try to understand it’s
type and methods that canbe applied to it. So, I plotted the raw data of both the
companies and found the below—

LMT Closed Price
360 —

340

320 4

Price

300 4

280

260

240 T

T T T T T
By 11 x] o I Al
A Y E g

Days

Figure 5.5: Original closed price of LMT stock

If we look into the data, the both the data sets are not linear as we have discussed
in chapter 3. From here I assumed that it might need log differencing to make it
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NOC Closed Price
360 —y

240

220 . . . . . . ;

ok gt AR o o g AR

L L L L
days

Figure 5.6: Original closed price of NOC stock

stationary.
Check Stationarity Of Data:

I plotted the rolling means to find the stationarity of the data set (both) and found
fig 5.7 and fig 5.8.

Rolling Mean & Standard Deviation LMT

—— Original
350
—— Rolling Mean
—— Rolling 5td
300
250
_g 200
&
150
100 A
G0
0 ——— e IS

017-01 2017-D4 2017-D7 2017-10 2018-01 2018-04 2018-07 2018-10 2018.01

Days

Figure 5.7: Rolling Means of LMT stock

As we can see the rolling statistics and STD is showing non stationary for both the
data. Then I did ADF test to check the p value along with the other values and p
was greater than critical value (.05) for both the companies.

Since both the test shows that data set is not stationary and the data has much
noise, I did log difference on LMT first to test my assumptions and it came out right.
(Fig 5.11).We can see p value became 0.0 for lmt, so the data became stationary.
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Rolling Mean & Standard Deviation NOC
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017-01 2017-D4 2017-D7 2017-10 2018-01 2018-04 2018-07 2018-10 2018.01

Days

Figure 5.8: Rolling means of NOC stock

Results of Dickey-Fuller Test:
p-value = 0.393. The Imt is likely non-stationary.

Test Statistic -1.775758

p-value 0.392562

#Lags Used 1.000000

Number of Observations Used  300.000000
Critical Value (1%) -3.443495

Critical Value (3%) -2.867338

Critical Value (10%) -2.569858

dtype: floatbd

Figure 5.9: ADF test of LMT stock

Results of Dickey-Fuller Test:
p-value = 0.382. The NOC is likely non-stationary.

Test Statistic -1.400410

p-value 0.582080

#Lags Used 0.000000

Number of Observations Used 301.000000
Critical Value (1%) -3.443470

Critical Value (3%) -2.867326

Critical Value (10%) -2.569852

dtype: floatbd

After doing diff

Figure 5.10: ADF test of NOC stock
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Results of Dickey-Fuller Test:
p-value = 0.000. The Imt is likely stationary.

Test Statistic 20771744

p-value 0.000000

#Lags Used 0.000000

Number of Observations Used  300.000000
Critical Value (1%) -3.443494

Critical Value (3%) -2.867338

Critical Value (10%) -2.5695858

dtype: floatbd

Figure 5.11: ADF test values after log-diff(LMT)

With this confidence, I did log differencing on NOC but it did not become station-
ary. So, I did only differencing as the raw data is not linear and found p=0.(Fig
5.12).

I also checked the rolling mean and STD for both the stationary data set and found

[] Results of Dickey-Fuller Test:
C» PV alue = 0.000. The NOC is likely stationary.

Test Statistic -21.216513

p-value 0.000000

#Lags Used 0.000000

Number of Observations Used  500,000000
Critical Value (1%) -3.44349%9

Critical Value (3%) -2.867338

Critical Value (10%) -2.5695858

dtype: floated
Figure 5.12: ADF test values after Diff (NOC)
fig 5.13, fig 5.14.

Finding P, Q, D value:

After making data stationary, it is time to find the p, q, d value for ARIMA model.
Since I did 1st differencing on both of the data-sets d value is 1 for both the sets.
To find p and q, I plotted ACF and PACF for both of my data sets and found fig
5.15, 5.16.

And we can see the p value of LMT is quite clear and it is 1 but the q value is
ambiguous. To reduce my ambiguity, I choose 0 and 1 as the value of q compared
the RMSE value for both and ARIMA (1,1,0) gave better result and it was 100 %
accurate.

Now let’s come to NOC stock and there we can see it is also ambiguous to find the
p,q value accurately from ACF and PACF plot. I did the same thing with NOC too
and compared with different value of p and q . ARIMA (1,1,1) did the best result
with accuracy of 95 %. The ARIMA information is given in fig 5.17 and fig 5.18.
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LR — Rolling Mean
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Days
Figure 5.13: Rolling means of LMT Data after log.diff()

Plotting the final result:

I split the data into 2 parts that is testing and training and the portion was 4:1
that is 80% was on training and 20 % for testing. Using matplotlib I plotted the
final predictions of both the data set. (Fig 5.19, Fig 5.20).

I will do the result analysis and the inferences on later chapter.For now, LMT pre-
diction was more accurate on test data than NOC as we can see here.

2. FBP

For FBP, making data stationary is not necessary but as it might lead to ambi-
guity and confusion over the research , I have used the same data for FBP as well.
I split the whole data set into 4:1 proportion like earlier.

Here I am going to do 30 days cycle as a the forecast input of FBP. The result
for this implementation is in Fig:5.21 and Fig 5.22.

Here red dots are the predictions. The components that are weekly, mothly and
yearly trend are in fig 23, fig 24.

Both LMT and NOC has similar components except daily cycle that is quite oppo-
site to each other.

LSTM Model:
For LSTM as well, I used the same stationary data and split it into 4:1 propor-

tion. LSTM’s accuracy was well enough that is 95 % for both the companies.
[ took epochs 1500 , batch size 1 and 4 neuron layer to do the prediction.Fig 5.25,5.26

24



Rolling Mean & Standard Dewviation NOC

—— Original
10 { — Ralling Mean
—— Rolling 5td
5 s
s
B
E D-
[+
- -5
g
9
- _]_ﬂ B
-15
-20
01701 2017-04 201707 2017-10 201801 2018-04 2018-07 201810 2019-01
days
Figure 5.14: Rolling Means of NOC stock after diff()
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Figure 5.15: ACF and PACF of LMT Data

show the final result for both the companies.
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Figure 5.16: ACF and PACF of NOC stock

0 10 20 30 40 50
<class list'=
Testing Mean Squared Error: 0.000

Symmetric mean absolute percentage error: 151.957

ARIMA Model Results

Dep. Variable: Dy No. Observations: 499
Model: ARIMA(1,1,0) Log Likelihood 1411.598
Methed: css-mle 5.1, of innovations 0.014
Date: Mon, 15 Jul 2019 AIC -2817.19%
Time: 10:08:37 BIC -2804.558

Sample: 1 HQIC -2812.236

coef std err z P=|z| [0.025 0.973]

const  1.951e-03 0.000 0.045 0904 -0.001 0.001
ar.L1.D.vy -0.4690 0.040 -11.84Y 0.000 -05247 0391

Roots
Real Imaginary Modulus Frequency
AR1 2131 +0.00005 21311 0.5000

Figure 5.17: ARIMA of LMT stock
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Prices

C ARIMA Model Results

Dep. Variable: D.y No. Observations: 499
Model: ARIMA(L,1,1) Leg Likelihood -1399.517
Method: css-mle 5.D. of innovations 3.973
Date: Mon, 15 Jul 2019 AIC 2807.035
Time: 10:08:538 BIC 2823.885

Sample: 1 HQIC 2813047

S

coef std err z P=|z| [0.025  0.973]

const -0.0024 0.001 -1.846 0.083  -0.005 0.000

ar.L1.D.y 0.0439 0.045 0980 0327 -0.044 0.132

ma.l1D.y -1.0000 0.007 -151.5348 0.000 -1.013 -0.987
Roots

Real Imaginary Modulus Frequency

AR 22,7599 +0.00004 22,7899 0.0000
MAL 1.0000 +0.00005 1.0000 0.0000

Figure 5.18: ARIMA of NOC stock
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Figure 5.19: Prediction on test data of LMT
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Figure 5.20: Prediction on test data of NOC
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Figure 5.21: Prediction on LMT
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Figure 5.23: Components of LMT
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Figure 5.24: Components for NOC
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Figure 5.26: Result for LMT
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Chapter 6

Result Analysis and Future Work

6.1 Comparison of the Algorithms

In this chapter I will show the comparative analysis of the algorithms based on their
accuracy that is measured by RMSE value. Afterwards, I will discuss the future
plan and overall experience of this research.

I used RMSE that is root mean square error to evaluate the accuracy of the used
algorithms and those are listed below.

Algorithms | LMT [RMSE] | NOC [RMSE]
ARIMA 0.0% | 5%

LSTM 5% | 5%

FBP 0.01% | 3.75%

Table 6.1: RMSE Value of different algorithms

From the above we can see FBP worked better on both the companies whereas
ARIMA is the second best but LSTM also worked well. Though according to study
RNN model should work better, since I used only 2 years of data that reasoned
LSTM learn less and it could be the possible reason that LSTM became the least
on both .

FBP is growing its popularity since the release of 2017. The only limitation to
the model is, we do not know the whole algorithm as the documentation only says
it is a additive linear model. Since, according to the documentation, data need not
to be transformed, I assume that it has more than the linear model that can show
such accuracy.

In this library, we can see other components like weekly, yearly and monthly cycle.It
has methods that can show trend only by fitting the data in the prophet.

As we can see in fig. 6.1 and 6.2 both company has down trend of price with
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Figure 6.1: Components of LMT

months. On weekly cycle Imt price drops to negative on Tuesdays and starts rising
from Thursdays and it reaches to highest price on Fridays.On the other hand NOC
price stays low from Tuesdays to Thursdays and it reaches highest price on Fridays.
From the graph we can say that for both the company Tuesdays are the right time
to buy price and Fridays are the sell time. Yearly and daily cycles has fluctuations.
If we think of a day, LMT price will start at a low price and may rise and NOC has
the opposite behaviour.

Now, if T have to sort the algorithms according to simplicity /ease of use, I would say :

FBP > ARIMA > LSTM

I put LSTM at the end because the knowledge and research we have to go through
before using RNN model because of their sophisticated theories are a lot harder
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Figure 6.2: Components for NOC

than linear models. On the other hand, FBP has a very handy coding instructions
in their documentations.

Furthermore, one other thing that was significant is, the two company has the
same type of data set and the plots looked almost same. This could be the result of
clustering.

In addition, though FBP documentation do not ask user to do data processing, if
we do analysis with raw data then the accuracy of the forecasting technique lessens.
For LSTM and ARIMA model, data processing is always done before using it for
algorithm.
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6.2 Proposed Model From Thesis Research

There are many financial services for price forecasting but they are very costly for
local business. After learning these three techniques, I think FBP-LSTM hybrid
model would be best for implementation. Though Facebook prophet needs less data
processing other than LSTM but LSTM can be used as for text data like news paper
headlines that is my future domain of research in stock price forecasting. I used FBP
in a very basic way in my thesis but when I went through the full documentation,
I came to know it can fill null values as and it has many more methods to play
around with. So , after learning LSTM and FBP algorithms and their application
in different domains I think it can be implemented in modern financial data analysis
and forecasting systems.

6.3 Conclusion and Future Work

To sum up, I used three different algorithms to see their accuracy where FBP stood
first in terms of ease and accuracy. Predicting stock price accurately is very hard
but estimating the trend or price movement is less harder. Though RNN is a very
powerful model, in case of less data going for regressive model would be a better way.
Due to the vast availability of stock data in different stock price market , researchers
are shifting towards deep learning models and it will be enriched in nearest future,
hopefully.

For future research, I have thought of doing a combination of FBP and ARIMA
as FBP is very handy to use and it has a very enriched library. Sentiment analysis
is also a famous way of predicting future trends and NN models serve the best in
this purpose. So, as a future project, I have thought of comparing FBP and ARIMA
combination using numeric data to LSTM using newspaper headlines.
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