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Abstract

In the area of machine learning, speech recognition was always a hot topic but as

world’s 8th most widely spoken language Bangla hasn’t got the focus as much as she

deserved. This research will be on speech recognition using Bangla language dataset.

The training model to recognize consists of 1 dimensional Convolutional Neural

Network (CNN) and Long-Short Term Memory (LSTM). For feature extraction

Mel-frequency Cepstral Coefficient (MFCC) and Mel Spectrogram has been used

as the key features for the recognition task. MFCC alone gave an accuracy of

98% for 1d CNN. MFCC when used with LSTM gave an accuracy of 82.35%. Next

dimensionality reduction technique was implemented Principal Component Analysis

(PCA), Kernel-PCA (k-PCA) and T-distributed Stochastic Neighbor Embedding (t-

SNE) transformation on MFCC and Mel Spectrogram for dimensionality reduction

technique in a hope to obtain better as efficiency as possible. This is the first attempt

to implement these feature reduction methods on Bengali speech. Dimensionality

reduction is a technique that is used to reduce large number of features into fewer

factors which holds several advantages like reducing time and required storage space.

After transformation using PCA a high consistent accuracy was obtained compared

to k-PCA and t-SNE transformation (lowest in t-SNE). With PCA applied on MFCC

coefficient the accuracy obtained was 94.54% for 1D CNN and 82.35% for LSTM.

With t-SNE the accuracy obtained was 49% with 1D CNN and 50% with LSTM.

We have also computed the Mel Spectrogram of the audio data after feeding it to

model we obtain an accuracy of 90.74% for 1D CNN and 91.6% for LSTM. With

k-PCA applied on Mel Spectrogram coefficient the accuracy obtained was 73.95%

for 1D CNN and 72.27% for LSTM.

Keywords: MFCC, PCA, Kernel PCA, t-SNE, 1D CNN, RNN, LSTM
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Chapter 1

Introduction

With 261 million speakers, Bangla language ranks 8th biggest language in the world.

Literacy rate is 72.89% in Bangladesh and 76.26% in west Bengal. But it is a matter

of regret that research of Bangla language detection is very insufficient compare to

other languages with less population such French, German. One of the main difficult

tasks is to gain dataset. Compare to other major languages, Bangla dataset is hard

to come by. In fact, we have to make our own dataset.

Through utilizing different types of feature extraction methods, speech recognition

process have been successfully developed. Among them extracting MFCC coeffi-

cients from the audio which gives a compress representation of a cosine transform of

the real logarithm of the short-term energy spectrum on a Mel frequency scale. Davis

and Mermelstein (1980) has done a research by comparing parametric representa-

tions for recognizing word from continuously spoken sentences. Linear Frequency

Cepstrum, parametric representation based on Mel Frequency Cepstrum, Linear

Prediction Spectrum and Linear Prediction Cepstrum were used in this research.

They concluded based on the result that MFCC gives better accuracy than other

methods. Later on, based on MFCC we also used PCA, t-SNE for dimension re-

duction in an attempt to improve our accuracy with CNN, LSTM. In Addition to

that we computed Mel spectrogram value to apply it in Kernel PCA for the same

purpose.
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1.1 Motivation

Main thought of this thesis work is to detect words based on MFCC coefficients and

Mel spectrogram. Moreover, we have suggested improvements of the detection work.

For improvement work, feature reduction techniques PCA, Kernel PCA, t-SNE has

been used. The hope of this thesis work was to find a new way to detect Bangla

words and using algorithms for feature selection or reduction, enhancing the model

performance.

1.2 Objectives

Main objectives of this thesis are summarized as follows:

• Design a system based on MFCC and Mel Spectrogram that can detect Bangla

words.

• Use various dimensionality reduction techniques to transform features from

higher dimension to lower dimension.

• Design two Neural Network models as the recognizer. One being 1d CNN and

another being LSTM variant of RNN.

• Compare efficiency between all these different models.

1.3 Thesis Orientation

The rest of the thesis is organized as follows:

Chapter 2 discusses the literature review.

Chapter 3 discusses background study about different artificial neural network and

dimension reduction techniques.

Chapter 4 presents proposed methodology for Bangla speech recognition system

using 1D CNN and LSTM with different dimension reduction techniques.

Chapter 5 demonstrates the results for different feature extraction algorithms, neural

2



network models and dimension reduction techniques used in our proposed model for

Bangla speech recognition and also a brief discussion has been done.
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Chapter 2

Literature Review

There are various ways to recognize human speech using audio signal processing.

Since last decade, different speech recognition models have been developed by using

different feature extraction methods and artificial neural network models as well as

a lot of research works have been done [16]. Most ongoing models for speech recog-

nition system are mainly focused on reducing the rate of error while recognizing

the speeches. Although speech recognition in many other languages is improving

day by day, speech recognition for Bangla language could not draw much interest

[34]. The reason behind that is the complexity of Bangla spoken words and the

scarcity of comprehensive Bangla audio data to train any model. Various speech

recognition methods have been proposed since last decade. Thiang, et al. (2011)

presented a speech recognition model which uses Linear Predictive Coding (LPC)

with Artificial Neural Network (ANN) that controls the movement of mobile robot.

Here, the inputs were given by a microphone and the audio feature was extracted by

LPC and trained with ANN [17]. Ms.Vimala.C and Dr.V.Radha (2012) proposed

a speech recognition method for Tamil language which is speaker independent and

for isolated speech only. Implementing Hidden Markov Model (HMM), this system

produced 88% accuracy with a data set of 2500 words [20]. Kannan Balakrishnan

and Cini Kurian (2012) developed a model for continuous speech recognition sys-

tem which also uses Hidden Markov Model (HMM) in order to compare among

the Context Dependent, Context Independent and Context Dependent tied mod-
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els. There were 21 speakers (11 females and 10 males) in the data set [18]. Suma

Swamy et al. (2013) presented a more efficient speech recognition system that uses

Mel Frequency Cepstral Coefficients (MFCC) and HMM which has 98% accuracy.

There were five words, ten times each from 4 different speakers in the data set [25].

Annu Choudhary (2013) introduced a Hindi speech recognition system which de-

tects both isolated and connected words. On the process, Hidden Markov Model

Toolkit (HTK) was used and Hindi audio dataset was extracted by Mel Frequency

Cepstral Coefficients (MFCC). The accuracy of the system was 95% and 90% for

isolated and connected words respectively [22]. Preeti Saini (2013) presented an

automatic speech recognition system for Hindi isolated words with Hidden Markov

Model Toolkit (HTK). This speech recognition process was done by 10 states in

HMM topology and the accuracy was 96.61% [24]. Md. Akkas Ali (2013) developed

an automatic speech recognition system for Bengali words using Gaussian Mixture

Model (GMM) and Linear Predictive Coding (LPC). In the dataset, there were 100

Bengali words for 1000 times each. The accuracy was 84% [21]. Maya Money Kumar

(2014) proposed a speech recognition system that recognizes Malayalam words. The

recognition process was done by syllable based segmentation with Hidden Markov

Model (HMM) and the features were extracted by Mel Frequency Cepstral Coef-

ficients (MFCC) [26]. Dr. Sanjay Mathur and Jitendra Singh Pokhariya (2014)

proposed a speech recognition system for Sanskrit language by HTK. 2 states of

HMM and MFCC were used for feature extraction. The accuracy varied from 95.2%

to 97.2% [28]. Geeta Nijhawan (2014) presented a real time Hindi speech recognition

system using MFCC and QuantizationLinde, Buzo and Gray (VQLBG) algorithm.

In order to remove the silence part, Voice Activity Detector (VAC) was used [27].

The best speech recognition performance is observed for a system which uses MFCC

and Kernel PCA for dimension reduction technique with 117 features dimensions

while Support Vector Machine (SVM) was used as classifier. Here, it was proven

that feature reduction technique can decrease verification time dramatically and

improve the performance of the system also [29]. Haque and Hussain (2014) devel-
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oped a system with 1D Convolutional Neural Network (CNN) which is very fast and

lightweight. It uses MFCC features which are suitable to add in the front of the

audio processing pipeline. This model achieved high overall accuracy from 93% to

99% in various tasks for the clip length of 0.5-2s [38].

In our work we have chosen MFCC as primary feature set and applied Dimension

reduction algorithms to reduce the number of components. Without any dimension

reduction, MFCC alone gave an accuracy of 98% for the 1-dimension convolutional

neural network or 1d CNN. MFCC when used with LSTM gave an accuracy of

82.35%. With PCA applied on MFCC coefficient the accuracy obtained was 94.54%

for 1D CNN and 82.35% for LSTM. With t-SNE the accuracy obtained was 49%

with 1D CNN and 50% with LSTM. We have also computed the Mel Spectrogram

of the audio data after feeding it to model we obtain an accuracy of 90.74% for 1D

CNN and 91.6% for LSTM. With k-PCA applied on Mel Spectrogram coefficient

the accuracy obtained was 73.95% for 1D CNN and 72.27% for LSTM.In this study,

we discovered that PCA provides surprisingly good result after transformation as

compared other feature reduction techniques. Also feature reduction techniques on

Bengali Speech audios have never been implemented yet. The data set we used is

also developed by us which can be used for other Bengali language research.

6



Chapter 3

Background

3.1 Artificial Neural Network

Artificial Neural Networks or ANN for short belongs to group of information pro-

cessing techniques which finds pattern or answers questions from the large amount

of data provided [31]. It is an approach that mimics the operation of the brain and

is modeled after the structure of the brain [2]. It ANN is a collection of algorithms

developed in order to recognize patterns for learning. Learning is progressive which

cannot be programmed just like how a child learns new things. The neurons work

by modifying the internal parameters to learn to look for relationships for building

a mathematical model. They are designed to have processing units that may be

hardware or algorithms that work in conjunction.

Deep Neural Network (DNN) is a Neural Network with more than two layers and

may contain several hidden layers. The hidden layers help build more a complex

model that can detect raw shapes, such as cat or dog faces from image dataset for ex-

ample [2]. This process of learning is called Deep Learning. Essentially deep learning

is a machine learning technique which trains computers to do what comes naturally

to humans. The term ”deep” generally refers to the number of hidden layers in the

deep neural network. A Deep learning model can achieve state-of-the-art accuracy,

which sometimes exceeds human-level performance. To train a deep neural network,

a large set of data is required. Unlike most traditional machine-learning algorithm,

7



Deep-learning networks can perform automatic feature extraction without human

intervention which requires extensive computing power.

3.1.1 Convolutional Neural Network

A Convolutional Neural Network (CNN) is a specific type of neural network which

can work with one two or even three dimensional data [33]. CNN consists of con-

volutional layers where a convolution process happens and hence the name convo-

lutional. Convolution is a linear operation which takes place through multiplication

of the data matrix and a kernel where the size of the kernel determines the type of

CNN [33]. The major benefit of CNN is that it is computationally effective with it

performing pooling layers and parameter sharing [33].

3.1.2 Recurrent Neural Network

A Recurrent Neural Network (RNN) is a specific type of artificial neural network

that can feed information from the nodes of previous layer [14]. This makes it

popular for their use in tasks such as speech recognition, handwriting recognition

and natural language processing. RNNs are used to identify a data’s sequential

characteristics and to predict the next likely scenario with the help of the patterns

[23].

RNNs use feedback loops where output from previous step are fed as input to current

step in order to process a sequence of data that provides the final output, which can

also be a sequence of data [23]. These feedback loops allow information to persist

as memory which remembers all information about a sequence and about what has

been calculated so far [23].

3.2 Dimensionality Reduction

Dimensionality Reduction is the process of transforming feature set from higher to

dimensional space to less dimensional space where it still retains its meaningfulness

8



[9]. There are many techniques and some popular ones are Principle Component

Analysis (PCA), Linear Discriminant Analysis (LDA), Generalized Discriminant

Analysis (GDA) and T-distributed Stochastic Neighbor Embedding (t-SNE). Ker-

nel Principle Component Analysis (k-PCA) is a variant of PCA that uses kernel

techniques which is better at dealing with complicated spatial relationships than

PCA.

3.2.1 Principle Component Analysis (PCA)

Principal Component Analysis (PCA) is a linear transformation technique that pro-

duces linear uncorrelated variables called principal components through statistical

procedure using an orthogonal transformation [13]. The main objective of PCA is to

transforms vectors from higher dimension to lower dimension such that the variance

of data in that dimension is higher. This ensures the variability is as maximum as

possible and the data points retain the significance of being part of the feature set.

3.2.2 Kernel PCA

Kernel PCA is an extension of PCA which is a non-linear technique and uses kernel

methods [12]. It accomplishes non-linear dimensionality reduction through the use

of kernels while retaining the computational benefits of PCA [12]. K-PCA performs

PCA in a new space.

3.2.3 T-Distributed Stochastic Neighboring Entities (t-SNE)

t-Distributed Stochastic Neighbor Embedding (t-SNE) is another technique for di-

mensionality reduction by giving each data points in a high dimensional data a

location in two- or three-dimensional map [11]. Where PCA is a mathematical

technique, t-SNE follows the probability technique. The algorithms calculate the

probability of the similarity of points in high-dimensional space as well as the prob-

ability of the similarity of points in the corresponding low-dimensional space [11].

The similarity of points is calculated as the conditional probability of two points in

9



proportion to their probability density. Then it minimizes the difference between

these conditional probabilities in higher-dimensional and lower-dimensional space for

a perfect representation of data points in lower-dimensional space [35]. To calculate

the minimization of total difference of conditional probability, t-SNE minimizes the

sum of Kullback-Leibler divergence of overall data points using a gradient descent

method [35].

10



Chapter 4

Proposed Method

Most of the early research done on Bengali Language focused on building a recognizer

with the number of features that could be obtained through the feature extraction

techniques of their audio dataset. However, in our model we have considered us-

ing feature transformation techniques to reduce the number of features significantly

without hampering accuracy by great margin. Different techniques perform differ-

ently for which we will provide a comparative analysis and also compare results

against results without using any feature reduction.

The features we have chosen to work on are Mel Frequency Cepstral Coefficient and

Mel Spectrogram. These features are very commonly extracted and used for tasks in-

volving speech recognition or emotion recognition or anything that involves speech

or audio data. For feature reduction we have used principal component analysis

(PCA), kernel principal component analysis( k-PCA) and t-distributed stochastic

neighbor embedding (t-SNE). The advantages of feature reduction is that it reduces

space required as that data is more compressed and also reduce time complexity of

the learning the neural network has to learn from less features. Also if there are any

redundant features originally, the transformation process can reduce to completely

eliminate their influence. Our methodology is illustrated in the Figure 4.1.

11



Figure 4.1: Proposed Methodology
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4.1 DATA DESCRIPTION

In our thesis, most challenging part was data collection. Although Bangla is one

of the most spoken languages, there have been very few data available. We had to

make our own data for research purpose. First, we collected audio voice recordings

from some random Bangla speakers. Later on, we have trimmed those audio samples

eliminating silent and other noisy part from the collected data with Audacity soft-

ware. Then, we have converted those audio files to WAV format. Multiple speakers

are introduced in our dataset. We tried to minimize noise in our data as much as

possible.

4.1.1 Dataset Properties

For our dataset we chose two Bangla words which are ”Three” and ”Seven” in

Bangla. Each words were put inside folder named ”Seven”, which contains 284

wav files and another folder named ”Three” containing 307 wav files. We have six

different speakers in our data.

A single speaker uttering the same word ”Seven” on two different occasions may

also sound different which is illustrated by Figure 4.2 and Figure 4.3 below.

Figure 4.2: ”Seven” for Speaker 1

Figure 4.4 and 4.5 illustrates the difference between the utterances of the same

word by different speakers.

The Figure 4.6, 4.7 and 4.8 below represents waveform of utterances of the word

”Three” all by different speaker.

13



Figure 4.3: ”Seven” for Speaker 1

Figure 4.4: ”Seven” for Speaker 3

Figure 4.5: ”Seven” for Speaker 4

Figure 4.6: ”Three” for Speaker 1

14



Figure 4.8: ”Three” for Speaker 3

Figure 4.7: ”Three” for Speaker 2

4.2 FEATURE EXTRACTION

Feature Extraction is a process of obtaining information from data that can be used

to classify the dataset based on it. Features can be treated as attributes of the data,

synonymous to common characteristics of all birds vs. mammals. There is various

feature extraction techniques that are used based on its application. For signal data

such as audio, features can be MFCC values which mimic human auditory system as

required for audio. In the case of emotion recognition, these MFCC values are taken

and their mean, variance, standard deviation, mode etc. are also being calculated.

Not only MFCC are being used for audio data for the purpose of speech recognition,

other features such as time series data and Mel spectrogram of the audio sample is

also used. There are other techniques applied on these features to get new features

and sometimes of different dimensions that can also be called as features.

The features we chose for our model are MFCC and Mel spectrogram and after

computing these features we have applied dimensionality reduction algorithm like

PCA, t-SNE, Kernel PCA that give us new feature values.
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Both MFCC and Mel spectrogram give us coefficient values for the time window.

For each window we have taken 128 MFCC coefficients and 128 Mel Spectrogram

coefficients. We then reduced the number of coefficients to six, three, six respectively

for PCA, t-SNE and Kernel PCA building three different models. For comparison

we have made another model but only this time we have used raw MFCC values for

the model.

4.2.1 MFCC

MFCC are feature of Audio signals very popular for Automatic Speech Recognition

and Speech based Emotion Detection models. MFCC is the abbreviation for Mel

Frequency Cepstral Coefficient. The concept behind MFCC is that it converts audio

being represented as a function of time to representing it as a function of frequency.

Moreover, during conversion Mel filter is used that mimics the Human cochlea. This

ensures many uses of MFCC. L. Muda [15] built a voice recognition algorithm where

MFCC features were extracted and used. F Zheng [4] made a comparative analysis

of the factors that may affect the performance of MFCC. The factors he stated were,

the number of filters, the shape of filters, the way in which filters are spaced and

also the way in which the power spectrum is warped. For speaker and voice recogni-

tion MFCC features were used [8] [7]. MFCC features were used in research works

for detection of emotionally abused women [36]. MFCC features are also being in

used in Music industry where things like karaoke or vocal file generation, identifying

instruments and many other tasks performed. M. Muller [10] used MFCC features

for music information retrieval for tasks like genre classification.

A major advantage of MFC over Cepstral is that it mimics the Human Auditory

System much better and thus much more preferable in Speech Recognition Systems

[19]. The idea is that, since human auditory system is excellent at picking up human

speech why not build an artificial system mimicking it. The reason why MFCC is

better is due the frequency bands being equally spaced vs in Cepstral Coefficient

the frequency bands are linearly spaced [19].
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In our work we have utilized a Python package called librosa. Which has a sub

module called feature.mfcc where get the MFCCs of an audio file. By default the

function returns 20 coefficients for each window, however we have taken the maxi-

mum number of 128 coefficients. We have kept the number of time frames to 21. We

chose 21 because that is the maximum number of frames any of the sample might

have and we did not want to chop off any coefficients. As for the samples which

have lower number of frames, we have zero padded to complete 21 frames. Thus

our train and test data is in three dimensions with a shape of (number of samples,

128, 21). In our work, we have utilized a Python package called librosa. Librosa

has a sub module called feature.mfcc where we get the MFCC’s of an audio file.

By default the function returns 20 coefficients for each window, however we have

taken the maximum number of 128 coefficients. We have kept the number of time

frames to 28. We chose 28 because that is the maximum number of frames any of

the sample might have and we did not want to chop off any coefficients. As for the

samples which have lower number of frames, we have zero padded to complete 28

frames. Thus our train and test data is in three dimensions with a shape of (number

of samples, 128, 28).

4.2.2 Mel Spectrogram

Mel spectrogram is a lower level acoustic representation of audio signal [39]. Mel

Spectrogram is another feature set we have used. Like MFCC, Mel spectrogram

holds the advantage of using a Mel scale which biologically inspired to the human

auditory system.

In our model we used python’s librosa package has functions that will calculate mel

frequency of an audio file directly by taking the audio file time series and frequency

in hertz.

We have taken128 Mel coefficient of our audio data in order for the transformation

to lower feature set be as smooth as possible. The audio is divided into 28 windows

of the time series to keep all the audio files of equal length. This is crucial because
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the CNN recognizer model build later cannot work with variable length dataset.

4.2.3 PCA

The MFCC coefficients are transformed from 128 values per window to 6 values per

window. This significantly reduce the number of data from 3584 (128x28) to 168

(6x28). For implementing PCA in our code we used python’s skicitlearn library.

The data has to be scaled for normalization in order for kPCA to perform its best.

4.2.4 k-PCA

Here we chose Mel Spectrogram coefficients because it does not generate any negative

eigenvalues when applied on large sets. Here 128 mel spectrogram per window

transformed to 6 values per window. This significantly reduce the number of data

from 3584 (128x28) to 168 (6x28). For implementing k-PCA in our code we used

python’s skicitlearn library. The data has to be scaled for normalization in order

for k-PCA to perform its best.

4.2.5 t-SNE

We applied t-SNE on MFCC coefficients and converted 128 feature dimensions into

3 dimensional space. In python scikitlearn also has a module for implementing t-

SNE. Thus, after transformation, we get a number of data from 3584 (128x28) to

84 (3x28).
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Chapter 5

RESULTS AND DISCUSSION

This chapter will discuss about the result obtained from recognition model on the

dataset. The various approaches used to extract features such as MFCC and Mel

Spectrogram and dimensionality reduction techniques which are PCA, k-PCA and

t-SNE applied to those features. Finally, a comparative analysis is presented based

on all the approaches discussed previously.

5.1 Classification Results

5.1.1 MFCC with 1D CNN

Our 128 MFCC coefficients is fed into a 1d convolutional layer with 64 neurons

with a kernel size of 3 the output is entered to another 1d convolutional layer also

comprising of 64 neurons. Both of these layers have a kernel size of three. The layer

follows is a max pooling layer of size 3 which is followed by a 1-dimensional global

average pooling. The output is fed into a dropout layer and final layer is a dense

layer with the activation function set to sigmoid.

The loss function of the overall model is binary crossentropy and optimizing

function is rmsprop. Our model obtained an accuracy of 98.81% in 50 runs which

is illustrated in Figure 5.1. Figure 5.2 shows the loss function if this model.
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Figure 5.1: Accuracy of 1D CNN using MFCC

Figure 5.2: Loss function of 1D CNN using MFCC

5.1.2 MFCC with LSTM

Our Recurrent LSTM also has two LSTM layers with 128 neutrons in the first

followed by a dropout layer and recurrent dropout layer. And another LSTM layer

of 64 neurons also followed by a dropout layer and recurrent dropout layer. For

our regularizer function we have used kernel, recurrent and bias regularizers with

various values. The final layer is a dense layer configured with the activation function

of softmax. The loss function here for this model is categorical crossentropy and

optimizing algorithm we used is adamax. Our model obtained an accuracy of 96.49%

for 50 epochs. Figure 5.3 represents accuracy and loss graph.
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Figure 5.3: Accuracy and Loss function of LSTM using MFCC
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5.1.3 PCA with 1D CNN

For our project we have used Principal Component Analysis as a Dimensionality

Reduction Technique. We fed our MFCC features into PCA technique and reduced

the component number from 128 to just 6. Then these PCA reduced features is fed

into 1d CNN.

For our Neural Network model, the first layer is a 1d convolutional layer with 64

neurons followed by another 1d convolutional layer also comprising of 64 neurons.

Both of these layers have a kernel size of three. The output from each layer has to

go through an activation layer of the function of relu also known as Rectified Linear

Unit. This particular activation has the capacity to learn much faster than ’tanh or

sigmoid functions.

f(x) = m(0, x)

This is the general formula for relu, where the function return x when positive

otherwise, it returns 0.

Next, we added a 1d Max Pooling layer with the kernel size of 3 followed by a

1d Global Average Pooling layer. Both of these layers do not have any learnable

parameters and their function is merely to reduce the output significantly. The

output from Global Average Pooling is fed into Dropout layer. The purpose of

these layers is to switch off certain nodes at random to reduce the complexity of the

network and thus improve the network’s validation accuracy. The final layer is the

dense layer, which is a fully connected layer. Fully connected meaning each neuron

in the dense layer receives input provided by the previous layer. The output of this

layer the general output that are looking for. In our case whether the audio file says

”Three” and ”Seven”.

The loss function that is used by our model is binary crossentropy and optimizing

algorithm we used is rmsprop.

Our model obtained an accuracy of 94.12% for the test dates after 50 runs which is
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depicted in Figure 5.4 and 5.5.

Figure 5.4: Accuracy function of 1D CNN using PCA

Figure 5.5: Loss function of 1D CNN using PCA

5.1.4 PCA with LSTM

Our Recurrent LSTM also has two LSTM layers with 32 neutrons in the first and 32

neurons in the second layer. The successive output from these layers goes through

a dropout out layer with and the output which is then passed through recurrent

dropout layer. For our regularizer function we have used kernel, recurrent and

bias regularizers with various values. The final layer is a dense layer configured

with the activation function of softmax. The loss function here for this model is

categorical crossentropy and optimizing algorithm we used is adamax. Our model

obtained an accuracy of 82.35% after 50 epochs as illustrated in Figure 5.6 and 5.7.
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Figure 5.6: Accuracy function of LSTM using PCA

Figure 5.7: Loss function of LSTM using PCA

5.1.5 t-SNE with 1D CNN

t-SNE used for reducing MFCC features gave very poor 1-dimensional convolutional

neural network with an accuracy of 49% only. Here we have experimented with

building network model of various depth however, an ideal network structure was

never seemed to be found. We have tried both shallow and deep network model but

the accuracy remained at around 49% -50% with high loss when accuracy is 50%.

Thus, we have concluded the features provided by t-SNE dimensionality reduction

contains very poor information for classification.

The shallow network we attempted was a 4-layer CNN with neuron numbers 64, 64,

128 and 256 respectively. There is a 1d max pooling layer after the second layer
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and each of the CNN layers are followed by an activation layer of the function relu.

Next is a global average pooling layer followed by a dropout layer. Finally, a dense

layer gives the output.

The accuracy function is seen in Figure 5.8.

Figure 5.8: Accuracy 1D CNN using t-SNE

5.1.6 t-SNE with LSTM

Like the CNN part our LSTM also performed poorly. This is the model we settled

with after deeper models not giving any better accuracy. We have 2 LSTM layers

of 64 and 32 units successively. We have used dropout and recurrent dropout layers

for each model. The final layer is a dense layer.

As we can see in fig 18, the model provided 50% accuracy with no room for improve-

ment even when increasing epoch. This system also had a very high loss. Figure 5.9

and 5.10 illustrates the accuracy and loss.
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Figure 5.9: Accuracy function of LSTM using t-SNE

Figure 5.10: Loss function of LSTM using t-SNE

5.1.7 Kernel-PCA with 1D CNN

For our project we have used Kernel Principal Component Analysis as a Dimen-

sionality Reduction Technique. We fed our Mel spectrogram features into K-PCA

technique and reduced the component number from 128 to just 6. The reason we

used mel-spectrogram over MFCC here because the matrix of the MFCC produces

negative eigenvalues, which when the square root is computed produces nun values.

For our Neural Network model, the first layer is a 1d convolutional layer with 64

neurons with an activation layer following configured to relu. This is Followed by
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another 1d convolutional layer also comprising of 64 neurons also followed by an

activation layer configured to relu. Both of these convolutional layers have a kernel

size of three. After this there is a 1d max pooling layer followed by 1d global average

pooling layer .The output from Global Average Pooling is fed into Dropout layer.

The purpose of these layers is to switch off certain nodes at random to reduce the

complexity of the network and thus improve the network’s validation accuracy. The

final layer is a fully connected dense layer.

The loss function that is used by our model is “binary crossentropy” and optimizing

algorithm we used is “rmsprop”. Our model obtained an accuracy of 73.95% for the

test dates after 50 runs as illustrated in Figure 5.11 and 5.12.

Figure 5.11: Accuracy function of 1D CNN using Kernel PCA

Figure 5.12: Loss function of D CNN using Kernel PCA
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5.1.8 Kernel-PCA with LSTM

Our Recurrent LSTM also has two LSTM layers with 64 neutrons in the first and 32

neurons in the second layer. The successive output from these layers goes through

a dropout out layer with and the output which is then passed through recurrent

dropout layer. For our regularizer function we have used kernel, recurrent and

bias regularizers with various values. The final layer is a dense layer configured

with the activation function of softmax. The loss function here for this model is

categorical crossentropy and optimizing algorithm we used is adamax. Our model

obtained an accuracy of 72.27% for the test dates after 50 runs as shown in Figure

5.13 and 5.14.

Figure 5.13: Accuracy function of LSTM using Kernel PCA

Figure 5.14: Loss function of LSTM using Kernel PCA
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5.2 Result

We have compiled our result based on the accuracy of the model vs number of

features used. For the CNN model using MFCC as features gave us a very high

accuracy for all number of features. As illustrated in Figure 5.15.

Figure 5.15: CNN accuracy for Mel Spectrogram vs MFCC

For the LSTM model Mel Spectrogram features provided average higher accuracy

for any number of features set as illustrated in Figure 5.16.

Figure 5.16: LSTM accuracy for Mel Spectrogram vs MFCC

After applying feature reduction algorithm and training it on 1d CNN model, we

can see using PCA coefficients holds a very accuracy among all the other techniques

which does not change a lot by changing the number of features being transformed.
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T-SNE transformation gave the least accuracy around 49%-50%. And k-PCA gave

a respectable accuracy somewhere around 72%-75% for the features illustrated in

the Figure 5.17.

Figure 5.17: CNN Accuracy Metrics for PCA vs k-PCA vs t-SNE

After applying feature reduction algorithm and training it on LSTM model, we

can see using PCA coefficients again holds a very accuracy among all the other

techniques which changes slightly when changing the number of features being

transformed to. PCA features give their peak accuracy with LSTM model when

transformed to 5 features per window. T-SNE transformation again gave the least

accuracy around 45%-50%. And k-PCA gave peak accuracy when transformed to 4

features per window as illustrated in the Figure 5.18.

Figure 5.18: LSTM Accuracy Metrics for PCA vs k-PCA vs t-SNE
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5.3 Discussion

There were a few but significant issues that we encountered in this project. The pri-

mary issue was over fitting. Slight over fitting may be ignored if the dataset sample

is too high. However, in our case it affects the result significantly. The dataset brings

us to the second issue and that is scarcity of it. There are very few speech dataset

corpuses for Bengali Speech and thus we had to build one ourselves. The limited

dataset we built was increased to a decent amount by Audio Augmentation. These

issues are discussed below and how was the problems tackled or at least mitigated.

5.3.1 Reducing Over fitting

Over fitting occurs when the model performs really well at classifying or predict-

ing data from the training sample but performs poorly on testing sample [5]. How

can we know if our model is over fit? Well, during the training process the model

calculates and shows the matrices for the training and validation data showing us

accuracy and loss values for both training and validation data. If the matrices of

validation set are considerably worse than the training set, then we can say the

model has over fit.

Our model initially had high over fitting and we have subsequently applied a few

techniques to mitigate the issue. We have used Regularization layers, Dropout layers

and Audio Augmentation to reduce over fitting.

Regularization

It is a technique that helps reduce over fitting or reduce variance in our network. As

mentioned earlier, complex algorithms when used for training can give amazing re-

sults on the training sample but May not do so on the testing sample. Also discussed

about the notion that an ideal training algorithm has to be somewhere between a

simple algorithm where it oversimplifies the network vs. a complex algorithm where

it starts to incorporate noise into the network [37]. Here the idea is that certain

complexity may make our model to generalize poorly despite performing well on the

training data. So the model starts to tone down the complexity of the algorithm
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based on the loss function if the network is performing too well on training data.

As a result, we are trading in some of the ability of the model to classify training

data well for the model to better generalize on unseen data. In a Neural Network,

Regularization technique works by turning off certain nodes thus toning down or

eliminating their contribution. Sometimes in Machine Learning the best models are

the large models which have restrictions in using its full potential i.e they are regu-

larized.

The most common Regularization techniques are L1 and L2. These update the gen-

eral cost function by adding another term known as the regularization term [6].

Cost function = Loss function + Regularization term

• L1 Regularization In L2 Regularization, the Regularize term is the summation of

the squares of all the weights. L2 regularization forces the weights to decay towards

but not exactly zero.

Here the lambda value is the hyper parameter that we tune to obtain an optimum

result.

In our model we have used Regularization layer in our LSTM network. We chose

L2 Regularization for its advantages discussed already. We implemented low regu-

larization coefficients on the initial layers with high coefficient for later layers.

Dropout

This is also a technique to reduce over fitting. Also a kind of Regularization tech-

nique, It also produces respectable results and is used often to reduce over fitting.

This technique is very popular in the field of deep learning. As the name suggests

it drops nodes to reduce the complexity of the model [30]. The way the nodes are

dropped is random in nature and the probability of how many nodes to drop can be

set in within a hyper parameter.

Dropout layer has been used in our model, with high dropout coefficients used where

over fitting is high.

Early Stopping

It is a cross-validation technique where when the accuracy and loss metrics for the
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validation set gets worse than the training set we stop the process.

Bias vs. Variance

• Bias

The algorithm we use to train our model may not be able to capture the true rela-

tionship between the data and the label. The higher the bias, the more oversimplified

the model gets [1]. To give an example, linear function will always figure out a linear

relationship if used in a model where the data and label have a nonlinear correlation.

Squiggly Lines on the other hand tries to capture as many data points as it can in

relation to its label and fits all the data much better. This means squiggly lines

have a lower bias.

• Variance

Any algorithm let that be Squiggly Lines or Linear Function, however it may per-

form on training sample may perform differently on testing sample. If the algorithm

fits the testing data poorly then it has very high variability [3]. Because, the sums

of distance between the dataset and algorithms are much higher. If an algorithm fits

the training set really well but not the testing set then we say model is over fit. An

ideal algorithm as low bias fits well on the training set and low variance fits well on

the testing set. To do that, we need to look for the ideal spot between a simple and

complex algorithm. Some techniques are Regularization, Boosting and Bagging.

Audio Augmentation

Audio augmentation is a data augmentation method where the data available is

modified to create new data and increase the quantity of the data reduce over fit-

ting and make model more robust [32]. The Augmented data should be such that

it still retains the usefulness for the system that it is training on. We need data

augmentation because data are very hard to come by. So, to ensure we make the

most use of the data we have, we change the data ever so slightly that it is counted

as a unique sample without making it too different.

Our audio data example is speaker saying the word ”Tin” in Bengali which means

“Three” in English.
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Figure 5.19 is the visualization of the audio file:

Figure 5.19: Normal ”Three” wav file

• Adding Noise

Using numpy it simply adds some random values into data. The random value is

generated through numpy’s random number generator function and multiplied with

a factor. The result is then added to the original data. In Figure 5.20 we can see how

adding noise added additional spikes to the waveform. The data is still recognizable

as ”Tin”.

Figure 5.20: Noise added ”Three” wav file

• Shifting left or right

The idea of shifting time is very simple. It just shifts audio to left or right with a

random time unit, half a second or quarter of a second for example. Since numpy’s

roll functions re-introduces the falling values to the beginning it is a good idea to

zero pad at the end as illustrated in Figure 5.21.
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Figure 5.21: Left shift ”Three” wav file

• Pitch Shifting

Pitch corresponds to the frequency of the sound wave. Thus a higher frequency

means higher pitch and vice versa. Here the pitch has been increased by 1.5 times

to give the output below. Pitch-shifting keeps the time duration of the signal same.

In Figure 5.22 we can see how shape changes as corresponding to figure 5.19 without

any change in the length of the signal.

Figure 5.22: Pitch shift ”Three” wav file

• Time stretching

It is opposite to pitch shifting where it changes the time duration of the audio signal

without changing the pitch. Here the time is shortened as can be observed in Figure

5.23.
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Figure 5.23: Time stretched ”Three” wav file
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Chapter 6

CONCLUSION AND FUTURE

WORK

6.1 Conclusion

There are still uncertainties regarding building an ideal neural network. However,

with enriching of the dataset further it is very much possible to obtain a desired

accuracy with the model we build for each of the example. In our research we have

concluded that PCA used with MFCC can produce a very high accuracy. Our model

obtained an accuracy of 94.12% for the test dates after 50 runs for 1D CNN and

obtained an accuracy of 82.35% after 50 epochs. The two models that gave the

poor result were both involving t-SNE with the CNN and LSTM network accuracy

remained at around 49% -50% with high loss when trained in 1D CNN model and

50% accuracy for LSTM model on 50 epochs. This system also had a very high loss.

Kernel PCA were not so far behind then PCA. The highest accuracy provider was

MFCC with 1D CNN of 98.81% in 50 runs and when used with LSTM provided

96.49% accuracy for 50 runs.
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6.2 Future Work

As we have seen t-SNE not giving ideal result directly computing on MFCC, we will

apply PCA first on the MFCC coefficients and then compute t-SNE on the result.

In this way we are suspecting the patterns are retained within the feature.

Another approach, completely different would be to work with the time series data

instead of MFCC or Mel Spectrogram. We can also apply PCA, t-SNE and Ker-

nel PCA on the time series values to reduce dimensions. Also, we can use other

techniques such as mean, max, average, min etc. to work with the time series data.
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