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Abstract

In recent years, we have seen a huge paradigm shift in business because of the
fast development of the Web. For this reason, consumers change their tendency
from customary shopping to the electronic business. In the time of electronic and
versatile trade, huge quantities of money related exchanges are directed online on
regular schedule, which created opportunities for new potential scheming chances.
By utilizing the unknown structure of the Web, attackers set out new procedures like
phishing, to fool people with the utilization of false sites to gather their delicate data.
It gather datas such as account IDs, usernames, passwords, credit card information
and so on. In spite of the fact that organizations and software companies uses
methodologies such as heuristics, visual and machine learning to prevent phishing
attacks, still these can’t keep the majority of the phishing assaults. In this paper, we
evaluate the model by using LSTM technique by comparing it with previous studies
and we will try to find out the best features in LSTM.

Keywords: Phishing Attack; Scheming; Machine learning; Neutral Network; LSTM
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Chapter 1

Introduction

Growth of the internet is getting higher and higher day by day. With the high usage
of the internet, new techniques to attack websites are applied. Hackers use various
tactics to deceive a general user. They can test you by providing inappropriate
picture, webpage or redirect you to inappropriate pages by source code javascript
which can be malicious [1].

Phishers work by trading off a genuine space to make phishing sites or by bargaining
a current site to incorporate contents to divert to a malignant server where client
information can be downloaded or by tricking clients with space names, for exam-
ple, pay5al.com, pay-pal.com, or paypal.sign-in.online, which resemble favorable site
Paypal.com [2].

The word “phishing” comes from “fishing”. The idea behind is that like someone
will throw out a bait for the users and hope that any user falls for it [1] .

In our case, bait is a malicious URL or simply known as Website. The main issue
is that phishing websites are also look like legitimate websites [3],[4] .

In our thesis, we are going to follow on mixed methodology. By and large, mix
strategy investigate to look into that includes gathering, examining, and interpret-
ing quantitative what’s more, subjective information in a solitary report or in a
progression of studies that examine the equivalent basic marvel [5]. Thus various
studies illustrated on collecting data, testing etc., we have found comparing results
are more worth it to fulfill the goal of our research.

1.1 Problem Statement

The security challenges nowadays we are facing due to phishing are increasing
rapidly. According to a prominent Washington based cyber security company F5
Networks, Inc. stated in a report that, strategy of a phishers includes three indi-
vidual missions marked as Target selection, Social engineering and Technical engi-
neering [6]. As per the Anti-Phishing Working Group, there were 18,480 remarkable
phishing assaults and 9666 interesting phishing locales detailed in March 2006 [7].
It effects billions website users and big costing barrier to businesses [7], [8]. As
indicated by Microsoft, in 2018, the potential expense of digital wrongdoing to the
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worldwide network is a marvelous 500 billion USD and an information break will
cost the normal organization about 3.8 million USD.

With the huge work exists for phishing attack detection, in this thesis we are going
to use Long Short Time Memory(LSTM) algorithm on thirty features we have se-
lected.In addition, we want to show improvement in some features. All in all, the
following problems are going to carried out in this thesis:

1. Detecting the best classification algorithms for the features.

2. Determining the best features to be used for detecting phishing attack.

3. A way to improve the performance of best features selected (if possible).

1.2 Objectives of the Study

The objective of this exploration is to direct a relative appraisal between different
classified algorithm systems and within the different feature selection outline. Ob-
jectives of this research are as followings:

1. Detecting the best feature to be used for detecting phishing attack in URLs
both manual features applied in URL structure and automated selection tech-
nique.

2. Detecting the best classification algorithm for the features make comparison
if LSTM is better than the other classified algorithms.

3. Finding the best features in LSTM.

1.3 Motivation

The quantity of phishing assaults has been developing impressively as of late and is
considered as one of the most perilous present day web violations, which may lead
people to lose trust in internet business. Thus, it has an enormous negative impact
on online trade, promoting endeavors, associations’ earnings, connections, clients,
and by and large business activities. In this thesis, we are going to make comparisons
and comments on various features active on the field of phishing website detection.

The harmful effects of phishing could be extent to access the users’ confidential
details, which could result in financial losses for users and even prevent them from
access their own accounts. Therefore, in this study, we will quantify and qualify the
phishing website features to prevent and mitigate the risk of phishing websites.
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1.4 Scope and Limitation

The scope of this research is phishing website detection where 30 features were
selected and categorized in four groups that cover important part of website com-
ponents. In this study,a deep learning algorithm named LSTM classifier algorithm
is used for phishing websites detection.
The limitation of this research is that it won’t cover phishing email detection. In-
stead, this research focus on how website component performs on LSTM.

1.5 Contribution

The thesis goal is to build an efficient prevention model that uses data mining tech-
niques. The contribution of the thesis are described below:

1. Select best sets of features for phishing detection automatically.

2. Experimentally evaluate the performance of the classification algorithms for
phishing website detection techniques.

3. Propose a multi integration system for phishing detection.

1.6 Thesis Organization

The thesis is consists of five chapters organized as follows:

1. Chapter 1 : Introduction: Overview of phishing attacks, problem statement,
the objective of the study, the motivation, the scope and limitation, thesis
contribution and finally thesis organization.

2. Chapter 2 : Research Background: This chapter provides an overview of the
related works in phishing website detection and summary of the articles that
published by other researchers.

3. Chapter 3 : Methodology Dataset: This chapter explains an outline of the
research methodology which is used in our thesis. Overview of the software
that used for the evaluation of the proposed method and the Dataset were
used in this research.

4. Chapter 4 : The implementation details of experiment and the results that
were obtained for all the proposed scenarios and comparison of the results.

5. Chapter 5 : Conclusion and Future work.

3



Chapter 2

Research Background

2.1 Literature Review

Phishing has grown dramatically since its America online show day. Phishers began
focusing on online installment frameworks. In spite of the fact that the main assault
in June 2001, which was on E-Gold, was not estimated to be successful, it was the
structure square to what came later. In the last quarter of 2003, phishers enrolled
several spaces that have all the earmarks of being authentic locales like eBay and
PayPal. Phishers utilized embraced worm projects to spread parodied messages to
PayPal or eBay clients. Unfortunate casualties were diverted to caricature locales
and provoked to refresh their accreditation, charge card data and other distinguish-
ing data [9].

A report from Anti Phishing Working Group(APWG) which is published on 2016
phishing is a criminal mechanism employing both social engineering and technical
subterfuge to steal internet users personal information. Social Engineering method
use a website which is looks like a legitimate website to grab a internet users at-
tention. This website is using a well known brand name. By clicking any button
from that website it can access internet users personal and sensitive information[10].

An example of cyber crime can be given by the attacks made on American Online
(AOL), one of the largest internet service provider in America. In early 90’s a group
of hacker named, ‘The Warez Community’ did build an algorithm and that can
produce fake credit card number. After producing or generating a fake credit card
number then they use that number to open a cringe AOL user account. After doing
this, then they try to spam another AOL user from the AOL user pool. [11].

Though AOL solved the issue successfully but later the methodology of phishing
changing everyday. Different Bank, Social Sites, Credit Card providers, Corpora-
tions have their own user database and hackers want to have their system information
to access a big number of data. If they can access a single users data, from that user
data they can contact with the other user and spreading phishing on that network
easily.

After AOL incident world has faced many phishing attacks and phishers are target-
ing Banking sector. Online payment sectors are initial targets for them. Till 2003,
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phishers have registered hundreds of domains which are seems like paypal and eBay
and these domains are so legitimate that a single individual can easily trapped by
them[11].

Amid the most recent decade, the ascent of state-supported PC hacking, coined
Advanced Persistent Threat (APT) for its stealthy and nonstop nature, has caused
incredible worry among security experts and analysts and figured out how to draw
the consideration of the overall population[12].

(Bejtlich,2007) explains the components of APT. Advanced refers to the enemy
is acquainted with PC guidance instruments and procedures and is equipped for
creating custom adventures. Persistent means the adversary intends to accomplish
a mission. They recieve directives and work towards specific goals. Threat means
the adversary is organized, funded and motivated.
In figure 1, the whole life cycle of Advanced Persistent Threat (APT)- architecture
is drawn. First of all, attackers select the category of users that they will like to
test. Secondly, as initial infection, attackers act as a normal user and enters into
the field with other users and then try to control over the personal information of
the users. Internal pivot refers to attackers command and controls over the users
that remains still in the websites after the infection and wait for the next attempt.
After that attackers try to extract data from users by acting like admin [13].

Figure 2.1: Life cycle of Advanced Persistent Threat(APT))

The achievement of phishing site identification procedures essentially relies upon
perceiving phishing sites precisely also, inside a satisfactory timescale. Numerous
ordinary methods dependent on fixed highly contrasting posting databases have been
recommended to recognize phishing sites [9]. In any case, these procedures are not
sufficiently effective since another site can be propelled inside couple of moments.
Accordingly, the majority of these procedures are not ready to settle on a precise
choice progressively on whether the new site is phishing or not. Thus, numerous
new phishing sites might be classified genuine sites [1],[2],[4].

A framework was found by Al Momani and others that also detects unknown zero-
day phishing emails relying on a the “evolving connectionist system”. The new sys-
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tem was named the phishing dynamic evolving neural fuzzy framework (PDENFF)
and follows a hybrid learning approach (supervised/ unsupervised) and is supported
by an offline learning feature to achieve the intended purpose. Using this system
helped in enhancing the detection of zero-day phishing e-mails was improved be-
tween 3% and 13%. Moreover, it used rules, classes or features to enhance the
learning process using ECOS which provided the system with the advantage of dis-
tinguishing phishing emails from legitimate one [8].

In 2007, a study was conducted to measure the efficiency of the existing tools for
phishing detection. This study showed that even the best phishing detection tool-
bars missed over 20% of the phishing websites [14]. Another study in [15] and
[16] phishing detections approaches based on heuristics check common properties
of phishing sites such as unique keywords used in URLs or web pages to identify
zero-day phishing websites. Nevertheless, these types of heuristics will be effortlessly
by-passed by attackers once their mythology is exposed. Visual similarity-based de-
tection techniques have been proposed to circumvent this limitation. Since phishing
web pages must imitate victim sites, visual similarity between phishing sites and
their target sites is alleged to be an inherent and not simply concealable property.
However, these techniques require images of real target sites for detection.

In [7], it was proposed to use a phishing detection mechanism based on visual sim-
ilarity among phishing sites that imitate the same target website. It was claimed
that Just by analyzing visual similarity among web pages without a previous infor-
mation, the method automatically extracts 224 different web page layouts imitated
by 2,262 phishing sites. However, it achieves a detection rate around 80% while
maintaining the false-positive rate to 17.5%.

Another study by [17], the URL and content material feature based approach makes
a speciality of reading the traits of the URL and the content material of a goal
internet site. In that study become created a classification model that could come
across phishing websites by means of concerning particular area functions. The
proposed version does no longer depend on previous expertise or assumptions about
authentic websites.That study prioritizes URL and content material characteristic
primarily based method, when you consider that it’s far the most normally used
technique, due to the fact it may integrate and evaluate detection capabilities on a
domain. by using integrating new functions on present website with a few detection
function prediction utilized in preceding research, a feature vector was created for
the proposed version that includes two components: URL features and web content
functions. URL feature includes the following steps:

1. If the URL contains an IP address because most of the case phishing websites
contain IP addresses in the URLs. The URL of a target internet site incorpo-
rates an IP deal within preference to a domain call, then this option variable
feature might be assigned 1; in any other case 0.

2. Regardless of whether a URL contains the image ’@’ Phishing sites frequently
embed @ into a URL that takes clients to a site not the same as what Internet
offenders anticipate. In the event that a URL contains the image ’@’, the
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following feature will be allocated an estimation of 1; generally 0.

3. Regardless of whether the characters in a URL are coded in UNICODE In
contrast with an honest site, a phishing site is bound to utilize UNICODE in
its URL to shroud the URL of a genuinely planned site. The feature will be
doled out an estimation of 1 if the space name of the URL of an objective site
contains characters encoded in UNICODE; generally 0.

4. The quantity of dots (’.’) in a URL Past research [5] recommends that the
bigger the number of dots in a URL, the higher the likelihood the site is a
phishing site.

5. The quantity of suffixes in an area name Users for the most part get a look
at the initial segment of a URL in any case, likely miss the rest of the part,
which really focuses to a phishing site.

6. Age of a domain name which is spoken to by the quantity of days spend since
an area name was enrolled.

7. Termination time of an domain name Which is spoken to by the quantity of
days staying before a domain name lapses.

8. Regardless of whether the location of a DNS (Domain Name Server) is steady
with a URL DNS server locations can be gotten through WHOIS (Domain
name inquiries). On the off chance that it coordinates, the estimation of the
feature will be 1; generally 0.

9. Information regarding website registration. If registered, 1; otherwise 0;

10. This feature checks whether the domain is registered as individual (1) or as
an enterprise(0).

11. Regardless of whether area privatized by proprietor. Following feature is uti-
lized to speak to whether a recorded site name and genuine showed site are
predictable (1) or not (0).

Web content highlights are automatically dragged from the source code of a
site and the features includes the following:

12. Regardless of whether site contains ICP (Internet Content Provider) permit
number. On the off chance that the site contains ICP permit number, at that
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point feature no. 12 will give the result 1; else, it will be 0.

13. The quantity of void (invalid) interfaces on a site. According to past study
[18], a phishing site will in general have more void connections than a legiti-
mate site.

14. The number of out links on a website. It is normal for a website to have some
out links, but when there are too many, it may increase the probability of a
website being a phishing website.

15. Last feature works on e-business certification whether it provides e-commerce
certificate information;if not, the feature gives result 0 and 1 otherwise.
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2.2 TYPES OF PHISHING ATTACK

Attackers are creating numerous amounts of ways for exploiting the holes of inter-
net security of users. Various distinctive sorts of phishing assaults have now been
recognized. A portion of the more pervasive are described below :

Algorithm-Based Phishing

America Online (AOL) flagged the concept of phishing in the early 1990s [11]. Amid
that time, the first phishers made an algorithm to create arbitrary credit card num-
bers to get a unique card’s match from the AOL accounts.

Deceptive Phishing

The expression ”phishing” initially alluded to account theft utilizing texting ; how-
ever the most widely recognized communicate strategy today is a Deceptive email
message. This messages can be regarding verification of account information, frame-
work failure expecting clients to re-enter their data and many other similar type
scams that contain links. After clicking the link the users are redirected to hackers’
websites where their personal information are licked and stored [8].

URL Phishing

In URL phishing assaults, hackers utilize the phishing page’s URL to taint the
objective [1]. One of the many ways to trap a person is by using a hidden link.
These links are generally remain hidden behind “click here”, “Subscribe” and many
other type of buttons. By clicking those buttons, users are redirected to attackers’
page.

Hosts File Poisoning

Before entering into internet , users’ given URL must have to be translated into
an IP address. Most of small and medium sized business clients’ PCs running a
Microsoft Windows working framework first look up these ”host names” in their
”hosts” record before embraced a Domain Name System (DNS) query. By ”Poison-
ing” the hosts record, phishers have a fake location transmitted, taking the client
accidentally to a phony ”resemble the other alike” website where their data can be
stolen[11].

Content-Injection Phishing

It describes the circumstance where hackers supplant some portion of the substance
of a genuine site with false substance intended to deceive or mislead the client into
surrendering their secret data to them. For instance, hackers may embed malignant
code to log client’s certifications or an overlay which can subtly gather data and
convey it to the phishers’ phishing server [8].
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Clone Phishing

In a clone phishing assault, a formerly sent email containing any connection or con-
nection is utilized as a genuine duplicate to make a practically indistinguishable or
cloned email [8]. Phishers supplant the connection or connection in the email with a
noxious connection or attachment.The cloned email is sent to the contacts from the
victims’ inbox. The beneficiaries of the cloned email will expect it to be a genuine
email and snap on the malignant link [11].

Nevertheless, there are so many other types of phishing attacks but we mentioned
some general and common types.
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2.3 Life Cycle of a Phishing Attack

Phishing attacks can be divided into two layers; social engineering and technical
subterfuge. Social engineering layer includes attackers, victim, sending fake email,
which contains spoofed webpages. This process starts by sending this email, which
comes from organizations for gathering some sensitive information such as user name,
id, password, credit card information etc. Second layer is about spoofed web page.
Fake email directs the victim to the spoofed web page which appears visually very
similar to the original page. This layer also uses cross-site scripting, session hijack-
ing, malware phishing, DNS poisoning and key/screen loggers’ techniques. These
layers send the obtained information and get remote access by attackers to victim’s
computer or original webpage [19],[14].

In figure 2.2, the figure is showing the life cycle of a phishing attack.

Figure 2.2: Life cycle of a Phishing Attack
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2.4 Phishing Website Detection Techniques

There is versatile number of filtering process right now to predict and prevent phish-
ing website and manage occurring threats on traditional techniques and modern
techniques of machine learning or data mining which are developed by scientist and
specialist [20].

2.4.1 Traditional Methods

Traditional Methods of detection categories into two major category, the network-
level protection and another one is authentication protection. Category one which is
the network-level protection, this category includes Blacklist Filters and Whitelist
Filters. Blacklist Filters and Whitelist Filters can prevent phishing by suspected
domains from accessing the network and internet protocol (IP) addresses. There is
also Rule-based filters and Pattern Matching filters, these are based on manually
entered and updated fixed system for phishing detection [14].

Blacklist Filter

This technique gives protection at a network level by classifying websites address, IP
address or DNS address. This is one of the predominant phishing filtering techniques.
Twenty or more than that phishing filtering blacklists are using now days. These
technique may contain IP addresses or domains which are used by known phishers,
open proxies and relays IP addresses, country and ISP netblocks that send phishing
elements and virus and exploit attackers. All these information are taken out from
these details and prevent the phishing [21].

Whitelist Filter

The white-list separating gives assurance at system level too, however in opposite
to blacklists; this strategy contrasts the user login information, payment informa-
tion and a predefined list containing static IP locations of authentic spaces and IP
addresses. In such manner, just messages with information coordinating the run-
down will be permitted to get to the system to the client’s inbox. date. Contrary
to blacklist, white-list approach maintains a list containing all legitimate websites[8].

AIWL (Automated Individual White-List) automatically attempts to keep up a
white-rundown of client’s everything commonplace Login User Interfaces (LUIs) of
websites. When a client endeavors to present his/her private data to a LUI that
isn’t in the white-list, AIWL will caution the client to the conceivable assault. Next,
AIWL can effectively safeguard against phishing assaults, in light of the fact that
AIWL will alert the client when the genuine IP is vindictively changed. Messages
with information coordinating to this rundown may be delegated real dependent on
this channel, while different messages are considered phishing and kept from getting
to the system for which this channel in called additionally genuine messages classifier
[5],[6].
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Pattern Matching Filter

Pattern matching is intended to deal with obscure assaults (Blacklist/whitelist is
pointless for this situation). For this type of phishing assaults, all the data we have
is the genuine connection from the hyperlink (since the visual connection does not
contain DNS or IP address of the goal site), which give next to no data to further
examination. So as to determine this issue, we attempt two strategies: First, we
separate the sender email address from the email. Since phishers for the most part
attempt to trick clients by utilizing (parodied) legitimate DNS names in the sender
email address, we expect that the DNS name in the sender address will be not the
same as that in the real connection [8],[18].

Second, we proactively gather DNS names that are physically contribution by the
client when she surfs the Internet and store the names into a seed set, and since
these names are contribution by the client by hand, we expect that these names are
reliable.

If the two DNS names are similar but not identical, then it is a possible phish-
ing attack. For instance, Pattern Matching can easily detect the difference between
www.icbc.com.cn (which is a good e-commerce Web site) and www.1cbc.com.cn(which
is a phishing site), which has similarity index 80% [18].

2.4.2 Automated Method

Regardless of the improvement of aversion techniques, phishing remains a funda-
mental hazard even after the essential countermeasures and in perspective on open
URL blacklisting. This methodology is lacking a direct result of the short lifetime
of phishing sites . So as to conquer this issue, building up an ongoing phishing
site discovery strategy is a compelling arrangement. This examination presents the
PrePhish calculation which is a robotized AI way to deal with dissect phishing and
non-phishing URL to deliver dependable outcome. It speaks to that phishing URLs
regularly have couple of associations between the piece of the enlisted space level
and the way or on the other hand question level URL. Utilizing these associations
URL is described by between relatedness and it gauges utilizing highlights mined
from traits. These highlights are then utilized in AI method to recognize phish-
ing URLs from a genuine data set. The arrangement of phishing and non-phishing
site has been executed by finding the range esteem and edge an incentive for each
characteristic utilizing basic leadership order. This technique is likewise assessed
in tensorflow utilizing RNN and ANN to discover how it functions on the dataset
evaluated [22].

Random Forest

Random Forest is one of the most popular and powerful algorithm because:

1. simplistic approach

2. recovering lacking of decision tree
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3. useful for both classification and regression

Random Forest builds multiple decision tree and merges them together to get a
more accurate and stable prediction. Most of the time it is trained with bagging
method with bootstrapped dataset. Bagging method is the combination of all the
learning models which increases the overall result and create better accuracy[23].
Bootstrapped dataset means randomly sampling datasets with replacements. It
means that it can take a sample data multiple times and a sample data can be
ignored in a random forest which later can be used as testing data. Moreover,
Random Forest uses almost the same hyper-parameters which are used in decision
tree or a bagging classifier. But in this case we don’t need to combine a decision tree
with a bagging classifier and we can only use the classifier class of random forest.[23]
While growing the trees, Random Forest adds additional randomness to the model.
It searches for the best feature among a random subset of features instead of most
important features while splitting the node. For this reason, it generates an wide
diversity that generally results in a better and accurate model. So in this algorithm,
we consider only a random subset of the features for splitting a node.We can make
trees more random by additionally using random thresholds for each feature rather
than searching for the best possible threshold.[23],[24]. Feature Importance-

1. Easily we can measure the important of each features on the prediction making
process by looking at how much tree nodes, which uses that features reduce
impurity of the forest.

2. For each feature it calculates the score after training and scales the results so
that the sum of all importance is equal to 1.

3. By looking at the feature importance we can choose which feature i should
take or which one i should ignore because they do not contribute enough or
may be they have no contribution to the prediction process. The more features
you have, the more likely our model will suffer from fitting.

Precondition: A training set S := (x1, y1),..., (xn, yn), features F, and number of
trees in forest B.

function RandomForest(S , F)
H ← 0
for i ε1,..., B do
S (i) ←A bootstrap sample from S
H ←H

⋃
{h i}

end for
return H

function RandomizedTreeLearn(S , F)
At each node:
f ←very small subset of F
Split on best feature in f
return The learned tree

14



Precondition: A training set S := (x1, y1), ..., (xn, yn), features F, and number of
trees in forest B.

Gaussian Naive Bayes

Naive Bayes is a probabilistic classifier that makes classifications using the Maximum
A Posteriori decision rule in a Bayesian setting. This Classification is named after
Thomas Bayes ( 1702-1761), who proposed the Bayes Theorem [25]. In machine
learning, Naive Bayes classifiers are a family of simple ”probabilistic classifiers”
based on applying Bayes’ theorem . It makes two fundamental assumption about
the dataset that all the features are independent and equal.This classifier uses the
Bayes theorem to classify. Equation for this algorithm is -

P (X|ci) = n
∏

k = 1P (xk|ci) = P (x1|ci)

·P(x2|ci)·P(x2|ci)·····P(xn|cn)(2.1)

Pseudo code for this classification algorithm -

Learning Phase:
For each class value Ci

Computer P(Ci)
For each attribute Xi

//Compute Distribution Dij

if attribute Xj is discrete
Dij =Categorical Distribution for Ci and Xj

else
Dij =Normal Distribution for Ci and Xj

Testing Phase:
Given unknown X = [x1, x2, ..., xn]
estimate class = argmaxCiP (Ci)∆

∏
j Dij

Deep Neural Network

A neural network, in general, is a technology built to simulate the activity of the
human brain – specifically, pattern recognition and the passage of input through
various layers of simulated neural connections.

Many experts define deep neural networks as networks that have an input layer, an
output layer and at least one hidden layer in between. Each layer performs specific
types of sorting and ordering in a process that some refer to as “feature hierarchy.”
One of the key uses of these sophisticated neural networks is dealing with unlabeled
or unstructured data. The phrase “deep learning” is also used to describe these
deep neural networks, as deep learning represents a specific form of machine learning
where technologies using aspects of artificial intelligence seek to classify and order
information in ways that go beyond simple input/output protocols.
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LSTM (Long Short Term Memory)

Long Short Term Memory algorithm – known as ”LSTMs” – are an exceptional sort
of RNN, fit for adapting long short term conditions. Their default behavior is to
remember information for long periods of time, not something they struggle to learn.
They were presented by Hochreiter and Schmidhuber (1997). It uses a combination
of hidden units,element wise products and sums between units to implement gates
that control “memory cells.” These “memory cells” are designed to retain informa-
tion without modification for long periods of time. It has its own input and output
gates, which are controlled by learnable weights that are a function of the current
observation and the hidden units at the previous time step. Below we are describing
the most popular variant of LSTM architecture which is complex but has produced
state-of-the-art results on a wide variety of problems.

Figure 2.3: LSTM Architecture

At each time step there are three types of gates: input i, forget f and output o. Each
are a function of both the underlying input x at time t as well as the hidden units
at time t-1, h. Each gate multiplies x by its own gate specific W matrix , by its own
U matrix and adds its own bias vector b. This is usually followed by the application
of a sigmoidal element wise non-linearity. At each time step t,input gates i are used
to determine when a potential input given by s is important enough to be placed
into the memory unit or cell,c. Forget gates f allow memory unit content to be
erased. Output gates o determine whether y, the content of the memory units are
transformed by activation function, should be placed in the hidden units h. Typical
gate activation functions and their dependencies are shown.

LSTM unit output,
ht = otyt (2.2)

Output get Units,
ot = sigmoid(Woxt + Uoht−1 + bo) (2.3)

Transformed memory cell contents,

yt = tanh(ct) (2.4)

Gated update to memory cell units,

ct = ftct−1 + itst (2.5)
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Forget gate units,
ft = sigmoid(Wfxt + Ufht−1 + bf ) (2.6)

Input gate units,
it = sigmoid(Wixt + Uiht−1 + bi) (2.7)

Potential input to memory cell,

st = tanh(Wcxt + Ufhc−1 + bc) (2.8)

At the beginning of our LSTM, it has to be figured out what data are we going to
pass from the beginning state. A Sigmoid layer does this decision. Than it looks at
st-1 and yt, and gives a number 1 or 0 as result in the cell pt-1. Here 1 represents
as yes or ”keep complete of it” and on the other hand 0 says no or ”get rid of it
completely”.

Next mission is to figure out the information we want to save in the cell state which
is divided into two branches. First of all, the Sigmoid layer(input gate layer) points
out the values we have to update. Then, for new data, a tanh layer makes a new
vector.

It’s currently time to update the previous cell state, into the new cell state. The
previous steps already determined what to try and do, we tend to simply have to
really pair. We multiply the previous state forgetting the items we tend to deter-
mined to forget earlier. Then the sigmoid layer tends to add it. This is often the
new values, scaled by what quantity we tend to determined to update every state
worth.

Finally, time for the final result. It will be dependent on the cell state. Moreover, it
will be a filtered version. In the first step, a Sigmoid layer figures out which portion
of the cell state will be the result. After that the cell state goes through a tanh
and arranges a multiplication with the output from Sigmoid gate to give the filtered
output.
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Chapter 3

Methodology and Dataset

3.1 Introduction

In this chapter, we are going to present our proposed model for detecting phish-
ing websites.Initially,we developed a Deep Neural Network(DNN) based model by
classification techniques to enhance the detection accuracy. Moreover, we added
comparative analysis between various classification algorithms and feature selection
scenarios.

3.2 Proposed Approach

We started our proposed work by finding the correct dataset with complete features.
Secondly, we investigate previous works of different authors on the dataset and
several classification algorithm techniques applied on the field. Subsequently,we
analyzed the accuracy of different phishing website detection techniques applied
on our dataset. After that, we choose several main features which can be further
improved using DNN alongside with LSTM. By doing this,we reduced time and
space to apply our model. Furthermore, we analyze and verify our model and
results by comparing with the results of several classification algorithms on the
selected features. In the next subsections, we will explain these steps. The figure
3.1 below describes the workflow used in this research.
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Figure 3.1: Workflow
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3.2.1 Data Collection

Data collection and understanding dataset is the initial part of our proposed model.Our
dataset was collected from UCI [26] and it has 11055 lists of websites where there
are both legitimate and phishing websites shown in the table no. .

Table 3.1: Results after Simulation

Description Value
Total Features 30
Total Websites 11055
Phishing Websites 4898
Legitimate Websites 6157

To understand how the data was collected, we need to understand the URLs which
is described below.

Understanding URLs

If we look at the phishing attack patterns, we can see that URLs(Uniform Resource
Locators) play a vital role. We need to have clear understanding of the different
parts of URL. Generally, a URL consists of 5 basic components which is depicted in
the figure below:

Figure 3.2: Parts Of A URL

First part of the URL is called Protocol which is a set of rules used for transferring
data. Second part of the URL is called domain which has several parts. First
part of domain often contains “www” prefix which referred as World Wide Web
Address. Then, the name of the website is given after a dot. After a dot, we add the
organization type (com,edu,gov etc) followed by the country code if added. Third
part of URL contains the path details which addresses the section and page of the
website. Fourth part consists of query which refers part of a page. Finally the Query
part sends additional information sent with the page request.
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3.2.2 Feature Explanation

Before stepping into the feature selection part, we need to analyze features and the
potentiality of working with these features. Basically, there are 4 main features
which has in total 30 sub-features. Based on the data, every single feature provides
information about whether the website can be legit,phishing or suspicious. In this
section, we are going to emphasize on the features.

Address based Features

Address based feature generally shed light on the name of the URL. It has 12 sub-
features which is shown on the table 3.1 below

Abnormal Based Features

Abnormal based feature has 6 sub-features. It generally focuses on unusual activi-
ties on the website. In he table 3.2 below contains the explanation of the features.

HTML and JavaScript based features

This features has 5 subfeatures which is shown on the table 3.4 below.

Domain based features

This feature contains 7 sub-features which is described on the table 3.5 below
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Table 3.2: Address Based Feature

Feature Name Feature explanation

IP Address
If the domain contains an IP Address in-
stead of domain name, it considers as phish-
ing website.

URL length

Long URL name can contain malicious con-
tents. If the length of the URL is more than
the average length of an URL, it is considered
as Suspicious or phishing.

TinyURL

TinyURL is used for shortening the URL
length. By clicking on the shorter URL, it
redirects to to main page. TinyURL links
are considered as phishing website because it
can redirect the user into fake website instead
of legitimate website.

Having “@” symbol in URL
Browser generally skips the part attached
with @ symbol so it is avoided in real ad-
dresses.

Using “//” symbol

“//” symbol is used for redirecting to another
website. We consider it legit if the sign is
used after HTTP or HTTPS. If the symbol
is used after the initial protocol declaration,
we consider it phishing.

Having “-” in domain name
Most of the real URLS don’t contain “-” sym-
bol . We considered an URL phishing if it
contains “-” in its domain name.

Dots in domain

We need to add dot to append a sub-domain
with the domain name. If more than 1 sub-
domain occurs, we consider it suspicious and
greater than that will point it as a phishing
site.

HTTPS
HTTPS protocol and the age of certificate is
very important as most of the legit website
uses HTTPS and has the trusted certificate.

Domain expiry date
A legit website generally have longer expiry
date of their domain name.

Favicon
Favicon is a graphic image used in websites.
If it is loaded from external domain, it can
redirect user to suspicious sites.

Using unimportant ports
If a URL has some open ports which is un-
necessary, phishers can take advantage.

“HTTPS” on domain
If an URL have “HTTPS” on it’s domain
name, it is considered as phishing website.
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Table 3.3: Address Based Feature

Feature Name Feature Explanation

Request URL

If a page contains higher amount of external
URL or contents from another domain, we
consider it suspicious or phishing based on
the percentage.

Using <a>tags
Similar to the request URL features, the
more we see <a>tags used in the website,
the risk of phishing increases.

Links in <meta>,<script>and <Link>tag

If <meta>,<script>and <Link>tag con-
tains high amount of external links, it is con-
sidered as either suspicious or phishing based
on the percentage.

Server Form Handler(SFH)

If SFHs is blank or empty, it is considered
as phishing. It is marked as suspicious if the
user is redirected to a different domain by
SFHs.

Submitting Information to Email
If the information submitted by web form di-
rected to a personal email instead of a server,
it is considered as phishing.

Abnormal URL
If the identity is not included in the URL, it
considered as phishing.

Table 3.4: Address Based Feature

Feature Name Feature Explanation

Website forwarding
If redirecting is occurred multiple times, it
can be alarming.

Status Bar Customization

“onMouseOver” event can be used to change
the status bar of the URL. This can hide the
fake URL and show the real URL to trick
users. It is considered as phishing if it is
applied on the website.

Disabling Right Click

Phishers generally disable right-click func-
tion so that users can’t check the source code.
If the function is disabled in the website, it
can be taken as a phishing website.

Pop-up Window
If a web page consists of Pop-up window with
a text field, it can be marked as phishing
webpage.

IFrame usage
IFrame is used to attach external contents
to show in a domain. Phishers might use
IFrame tag by hiding them in the website.
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Table 3.5: Address Based Feature

Feature Name Feature Explanation

Age of Domain

If the age of domain is longer than 6 months,
we can consider it as a legitimate website as
phishing sites tend to live for shorter period
of time.

DNS record
If a website doesn’t contain any DNS record,
it can highly considered as phishing site.

Website Traffic

If a website is visited by huge amount of peo-
ple, it would have higher ranking. This rank-
ing can help us to identify if a site is phish-
ing or not. A higher ranked website tends to
have lower chance of being a phishing web-
site.

PageRank
A value is assigned to a webpage based on its
importance. Most of the phishing sites have
no pageRank value.

Google Index
If a site has name on the Google Index, we
can assume that it is a legitimate website.

Links pointing to Page
A phishing website has shorter lifetime , so
it doesn’t have much links pointing towards
it.

Statistical Reports
If the host of the webpage belongs in any Top
phishing IP’s or domains, we can count it as
phishing webpage.
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3.2.3 Data Pre-processing

Database is an important part for this thesis. In the real world, most of the dataset
are either incomplete or have some missing values. Although we don’t have any
missing values in the data set but it is important to standardise data for future
implementation in the proposed model. For this reason we didn’t have to impute in
this paper.

Stratification

We have to split our dataset into two parts while training. First part is for training
the data and the second part is testing. Training a portion of your data and then
checking with other parts give you more accurate results though splitting dataset
shrinks the number of tested values which might reduce the accuracy of the result.
In this paper, we use k-fold technique to split our data. The idea behind k-fold is
explained here:

1.Shuffle the dataset randomly. The reason for shuffling data randomly is reducing
variance and making sure that models remain general and over fitting less.
2.Split the dataset into k groups.

3.For each group:
- Take the group as test dataset
- Take the remaining group as training dataset
- Design a model based on on training dataset
- Evaluate it on test dataset
- Retain the evaluation score and discard the model
4.Summarize the skill of the model and return scores
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Chapter 4

Results and Analysis

4.1 Tools

The file was converted in .csv format first. After that, the file was tested with the
selective algorithms through weka tool.
Weka is a machine learning tool;used for data-mining, data pre-processing, regres-
sion, classification, association rules, visualization and clustering.
For applying LSTM, we integrated “Deeplearning4j” deep learning library with
Weka.

4.2 Experimental Results

In our study, Several experiments are implemented based on different scenarios. The
experiment and the result were evaluated using several measurements, the perfor-
mance of several experiments were compared and the results were highlighted.
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4.2.1 Evaluation Measures

Accuracy is the rate of correct predictions that the model achieving when

compared with the actual classifications in the dataset. On the other hand, Preci-
sion and recall are two evaluation techniques, which calculated based on confusion
matrix as shown in Table 4.1 and computed according to Equations 4.1, 4.2 and 4.3:

Precision =TP/(TP + FP)

Recall =TP/(TP + FN)

Accuracy =(TP + TN)/(TP + FP + TN + FN)

Where,

True Positive (TP): The number of correct detected phishing websites.

False Negative (FN): The number of phishing websites was detected as legitimate
website.

False Positive (FP): The number of legitimate websites was detected as phishing
websites.

True Negative (TN): The number of legitimate websites was detected as legitimate
websites.

Table 4.1: Confusion Matrix

Classified Phishing Classified Legitimate
Actual Phishing TP FN
Actual legitimate FP TN
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4.2.2 Experimental Results on Feature Selection

In this study, accuracy, recall, precision were calculated for the automated tech-
nique. This will comparably evaluate the manual feature selection and automated
feature selection. Finally average results were calculated and compared results of
the test on all features to design a new model.

Table 4.2: RF,NV Algorithm Accuracy And Precision

Algorithm Accuracy Precision
Previous Study This Study Previous Study This Study

RF 53.8368 93.1316 53.83 91.6163
NV 53.144 61.1417 98.61 71.5918

The study (Table 4.2) clearly shows that our model give better performance in RF
and NV. The reason behind the better result in our proposed model is because the
dataset we have used is much bigger than the previous study. However, the best re-
sult came from the combination of SMO (Sequential Minimal Optimization), Naive
Bayes, Bagging and Multilayer Perceptron algorithm as we saw in the previous pa-
per. In this study, we developed a model in LSTM and compared with it.

The above 30 features are taken as input, that is, the number of input layer nodes
in the LSTM network is 30 and the number of output layer nodes is 12. Training
network to choose a strong adaptability of the three-layer LSTM network, incentive
function is sigmoid function:

f(x) = 1/1 + ex(11) (4.1)

LSTM neural network for classifying phishing URLs based on LSTM units. When
entering a URL into an RNN, one-hot encoding is performed on each URL first.
Since the characters composing the URL are all contained in ASCII characters (128
characters in total), each URL becomes one-hot encoded. An input vector with a
dimension of (len of URL)*128 and then brings the input vector into the RNN. So
each input character is translated by an 128-dimension embedding. The translated
URL is fed into a LSTM layer as a 100-step sequence. Finally, the classification
is performed using an output sigmoid neuron. The learning rate of LSTM neural
network is 0.1 .

In order to better illustrate the accuracy of the algorithm in this paper, We compare
it with previous study and the results show the results show that LSTM network
are better than previous study (table 4.3).
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Table 4.3: Accuracy Of LSTM

Precision Recall
F-
Measure

Accuracy
Dataset
size

Cross
Valida-
tion

Time

This
Study

.966 .970 .969 96.55% 11,055
K-fold
10

93.01s

Previous
Study

.954 .955 .954 95.49% 466 K-fold 5 .34s

Our proposed model gave better accuracy but took more time than the previous
study is because we used the tuned dataset with good amount of data and using
10-fold cross validation instead of 5-fold used in the previous study. Furthermore,
according to our LSTM model, the top 10 features are shown in the table 4.4:

Table 4.4: Top 10 Features For LSTM Model

Feature Name Percentage
SSLfinal State 66.78%
URL of Anchor 45.37%
Prefix suffix 34.86%
web traffic 31.60%
having Sub Domain 26.19%
Request URL 25.33%
Domain registration length 22.57%
SFH 20.14%
Links in tags 16.17%
Google index 12.89%
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In the histogram (figure 4.1) below, we can see the relation between the features
and results.

Figure 4.1: Relation Between Features And Results

For evaluating performance of our proposed model, we generate a ROC curve (Fig-
ure 4.2). The ROC curve is plotted with TPR against the FPR where TPR is on
y-axis and FPR is on the x-axis.

Figure 4.2: ROC Curve Model

The curve follows the left-hand border and the top border of the ROC space which
means the test accuracy is quite good enough. Again, our AUC value is .995 which
means our classifier is good. AUC is very useful even when there is high imbalanced
dataset.
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Chapter 5

Conclusion

5.1 Conclusion

Phishing website is a burning issue in recent years. Phishing is a type of attack
where attackers send malicious url to the users through social media platform and
email. So, detection of that website is necessary. There are many techniques to
detect phishing website however there are some limitation too. Apart from those 30
features, there are lots of features that did not cover in this study.

In this study, the accuracy of phishing website detection evaluated based on manual
feature selection and automated feature selection on ANN and DNN.

For manual selection, 30 features were selected and grouped in 4 groups (Url based
feature, Abnormal based feature, HTML and Javascript based feature and Domain
based feature) according to the url structure. The result shows that applying LSTM
on those features give the accuracy of 96.55%.

5.2 Future Work

In our future works, we will test the accuracy for all features together excluding one
of the four groups each time which will give us a clear picture of the importance of
each feature groups and show light for further studies.
0.9
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