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Abstract

Bangladesh being one of the five fastest growing economies in the world with its
enormous 164.7 million population is facing a huge challenge of adapting to the
surging demand of electricity rising throughout the country to support its bloom-
ing economy. Load forecasting can play a vital role to overcome this challenge as it
serves as an imperative tool behind electric utilities planning and operation manage-
ment. Forecast loads serve as the basis of many operational decisions such ensuring
maximum utilization of power by avoiding under or over generation; understanding
future load demand to make economically viable investment decisions; management
of resources; infrastructure development along with maintenance schedule planning.
This study, first of all, proposes an automated model that fetches data from daily
load generation reports (kept in pdf format) found in the Bangladesh Power De-
velopment Boards website [54] to generate a compact dataset of our historical load
data with which we have conducted this research. The necessity of this model is
no publicly available dataset have been found so far that contains the historical
load data along with data of other important features that effect the forecast load.
Secondly, we have approached three major machine learning methods — K Nearest
Neighbor, Random Forest, and Long Short Term Memory (LSTM) to observe how
these algorithms perform in forecasting load based on the historical electric load
data of Bangladesh and what features play important roles to accurately forecast
load. We have found that among these three algorithms; LSTM yields the best
result having minimal prediction error compared to the other algorithms.

Keywords: Load Forecast; Machine Learning; Prediction; Decision tree; Random
Forest; K Nearest Neighbour; Long Short Term Memory
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The next list describes several symbols & abbreviation that will be later used within
the body of the document
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Chapter 1

Introduction

To measure power system performance, load forecasting has always been considered
as one of the key elements. The term ‘Load Forecasting’ refers to the procedure of
predicting the electrical power required to meet the short or long term demand of
customers; a strategy that is utilized by energy utilities to foresee the amount of
power or energy needed to fulfill the existing need and supply balance among the
consumers [43].

The ultimate goal of any power generation company is to distribute quality energy
to its customers with proper security while upholding the economic values of the
company. To ensure this, most of the electric company face many challenges in
terms of operating, managing and controlling the electric energy system [8]. Fan
and Chen [22] discussed that load forecasts serve as the basis to overcome these
challenges through giving guidance in taking operation decisions such as dispatch
scheduling of generating capacity, reliability analysis, and maintenance plan for the
generators.

In competitive electricity markets, energy transactions are crucially dependent on
forecast loads. The forecast of electricity price is also dependent on accurately
forecast load [22]. According to Hahn et al. [29], the necessity of reliable load
forecast is more important than ever as most of the energy markets around the
world are becoming deregulated. Particularly in the present time, the presence of
deregulated electric power industry with the support of free competitive market has
made load forecasting more crucial than ever. To make a stand in the deregulated
market competition, the first thing any participant needs is the solid idea of how
much electricity will be needed over a particular period of time in the future. Hahn
et al. [29] described that the operational cost may rise remarkably as a outcome
of meeting excess demand of electricity within a short time. It happens when the
supplier underestimate the energy demand. On the other hand, the occurrence
of resource waste is seen in the case where the supplier overemphasize the energy
demand [18].

Furthermore, the price of electricity is heavily dependent on the forecast load de-
mand. As a result, load forecasting serves as the decisive factor behind most of the
major conclusions made in the electricity market. The accuracy of forecasting is of
incredible importance for the planning and operations of organizations like financial
institutions, regional transmission organizations, energy suppliers, and other partic-
ipants responsible in the generation, transmission, and distribution of electricity. To
add to that, market share and profit along with shareholder value are gravely manip-



ulated by the forecast error [22]. Due to the immense importance load forecasting
holds in controlling the electricity market, many researches have been conducted on
this field since very long time. Gross and Galiana [5] in their survey paper published
in 1987 discussed about a handsome number of publications on load forecasting and
analysis; some dating back as far as 1966 .

Given the above mentioned scenarios, we can state that electrical load estimation
is an imperative procedure that can increase the effectiveness and incomes of the
companies that produce and distribute electricity. The forecasting also helps the
utility companies in their operation and management of the supply of electricity
to their customers. It helps them to anticipate their ability and activities so as to
dependably supply all purchasers with the required vitality [43].

1.1 Energy Revolution in Bangladesh

The rate of energy consumption of any society directly refers to its magnitude of
development. The more developed a country is, the more its demand for energy
grows. Therefore it is very evident that, energy is also a crucial input parameter
to evaluate economic development of a country. Bangladesh, a very young country
having gained its independence in the year 1971, has seen tremendous change in its
revolution towards energy consumption in the the past decades since its indepen-
dence.

The power sector has experienced considerable progress in meeting the demand
for electricity. As described in [56], access, coverage, and level of consumption have
significantly increased over the years. Daily load shedding has significantly dropped:
from 1107 MKWH in 2009 to 32 MKWH in 2018. However, Bangladesh’s coverage
and access are still behind regional standards (Bangladesh vs. South Asia average:
76 per cent vs. 85.6 per cent in 2016). Besides, energy use efficiency has been
improving. According to the [42], energy use per GDP (kg OE/1000 US $) has
reduced from 307 kg OE in 2007 to 218 kg OE in 2014. This is happened owing to
strong economic growth backed by the 5 expansion of less-energy-intensive export
industries, such as RMG sector.

The power sector has been able to come out from the period of crisis [42]. The
equity aspects of demand for power is still a major concern. Government has under-
taken ‘Upazilla 100% Electrification Program’ under which 256 upazillas have been
electrified by September, 2018. Another 63 upazillas were targeted to be electri-
fied by December, 2018 and the rest 142 upzillas to be covered by December, 2019.
Poor quality of electricity supply affects the economic activities of different parts
of the country. According to the newspaper report, frequent outages of electricity
outside major cities severely affect economic activities in districts such as Rangpur,
Barisal, Bhola, Rajshahi, Noakhali, Narail, Natore, Bagerhaat, Naogan, Rajbari,
Sylhet and Bogra. The quality of electricity supply is measured by standard power
factor. Due to poor power factor, the distribution companies were penalized. For ex-
ample, the Dhaka Power Distribution Company Limited (DPDC) were faced power
factor charges (PFC) (fine) by about Tk.841 crore during 2013-17 due to failure to
maintain the standard.

According to the anecdotal information, foreign investors who invested in electricity-
intensive manufacturing industries expressed their concerns about poor quality of
electricity. The future demand for electricity in the country will be changed. Accord-



ing to the Power Sector Master plan (PSMP) [42], the structure and composition of
electricity demand will be changed with the changes in economic activities.

There is significant rise in demand in industry and commercial and public services
(e.g. special economic zones; metro rails and other services). The projected peak
electricity demand in coming years (base case) would be 14,500 MW (in 2021), 27,400
MW (in 2030), and 51,000 MW (in 2041) respectively [42]. According to the Power
Sector 7 Efficiency Master Plan, government has set the target to improve energy
intensity by 20 per cent by 2030 compared to the 2013 level. Overall, addressing the
future demand will need a shift in the demand management. More focus is needed
to put on quality of electricity and is required to put emphasis on improvement of
users’ efficiency.

Present reservoirs (e.g., natural gas, coal, and hydro power) of primary commercial
energy sources in Bangladesh produce very modest amount of energy compared to
the prevailing demand in the country [30]. Our main source behind power generation
is fossil fuel (natural gas) which measured to 81.4% in producing total installed
electricity generation capacity (5248MW) in 2006 [30]. Only about 42% people of
our country had access to electricity on that year while the majority suffered from
power deprivation [28].

The current working government of Bangladesh has declared their aim to provide
electricity for all by the year 2020 as one of the main target to achieve ”Digital
Bangladesh”. Although at present there is still highly unsatisfied demand for energy
[28]. Since Bangladesh has a expeditiously growing economy, the electricity demand
is also growing rapidly. The share of electricity in the final stage of consumption
has also been increasing due to system loss, lateness to complete new power plants,
making low efficient of power stations, electricity theft, collapse and ill maintenance
of the power plants. To overcome these drawbacks, load forecasting can prove useful
by predicting final electricity demand considering the drawbacks to lessen the share
of electricity in final stage of consumption.

1.2 Categories of Load Forecasting

Load forecasts can be divided into three categories: short-term forecasts which
usually forecast from one hour to one week, medium forecasts that range from a week
to a year, and long-term forecasts which are longer than a year. For this research,
we have used short-term load forecasting (STLF). Short-term forecasts have risen to
become important since the energy markets around the world started becoming free
and competitive [8]. Like many countries around the world, Bangladesh has also
partially privatized its power systems, and as a result of the deregulated market -
electricity has now become an object to be sold and bought at market prices. Due to
the significant role of forecast load in determining the market prices, load forecasting
has become discernibly important to the power industry.

Load forecasting is however a difficult task and especially in short-term. Short-term
load forecasting serves as the base for safe and economic operation of power systems.
Influential variables like time of the year, weather and price of electricity etc and
their relationship with the load has a vital role in predicting the future short term
load. We can choose multiple target values as forecasting goal in short term load
forecasting. Some system forecasts peak loads while other forecasts cumulative loads
of a certain period of time.



Load forecast is also done with different features of the electricity network. The
network managers as well as utility companies must know how much energy has to
be generated the next day and other important factors such as maximum demand,
total fuel needed to operate the plants to plan efficiently. This is where short term
forecasting comes handy by forecasting electric load 24 hours to a week ahead by
providing an understanding of the demand. As it deals with the demand of immedi-
ate next day or week, the forecasting needs to deliver result with minimum error so
no shortage or wastage will occur. Our challenge is to figure out the features that
have maximum effect on our load data and to compare the results of forecast load
data of different models to observe the most promising outcome with the machine
learning approach.

1.3 Advantages of Load Forecasting

1. The electricity utilities get the advantage to design power plants skillfully since
they have a comprehension of the future consumption or load demand.

2. Understanding the future load in long haul encourages the concerned organi-
zations to plan and settle on financially suitable choices concerning future age
and transmission speculations which minimize the risks for service organiza-
tions.

3. Load forecasting helps to identify areas or districts with high power consump-
tion, and the utilities in all likelihood will create the power stations closer
to the areas with maximum power consumption to minimize the transmission
and distribution cost as well as the associated system losses.

4. Forecasting can assist to determine the required resources and plan for main-
tenance of the power system [43]. By understanding the demand with respect
to time, the utility company can carry out the maintenance works accordingly
and thus ensure minimum disturbance to the consumers.

1.4 Contribution Summary

In the past few decades, electric load forecasting has been widely experimented and
scrutinized with different classical and more recently with varied artificial intelligence
based techniques to reach towards such an effective system that can yield minimum
error and maximum accuracy in terms of predicting future electricity demand. Even
though these works have been conducted on the time series based historical data
of different countries, there has been very little work found so far on the historical
load data of Bangladesh to forecast load as well as in finding the internal as well
as external factors having maximum effect on the load consumption using machine
learning based algorithms.

In our research, we have tried to see how machine learning algorithms perform in
predicting the load demand of our country in short-term (24 hours ahead) using the
historical load data of Bangladesh. For this purpose, we have explored three popular
techniques of machine learning that have been creating buzz in the recent times in
the field of load forecasting using computational intelligence based techniques. The



mentioned algorithms are - Random Forest, K- Nearest Neighbor and Long Short
Term Memory. Along with that the significance of the features like temperature,
seasonal data, amount of fuel (natural gas) used to produce the majority of the
electricity have been analyzed to find the correlation and their impact factor on
load consumption. Finally, we have tried to examine if machine learning approaches
aid in finding hidden patterns in our dataset and how these patterns effect the
forecast result.

1.5 Thesis Outline

In this paper, Chapter 2 provides the literature review in details including the varied
algorithms and techniques that has been explored to forecast energy demand in
various researches and experiments. Chapter 3 presents the methodologies that
have been used in this research to predict load demand, and a detailed analysis of
data and important factors for forecast as well as experimental setup including the
algorithm implementation and techniques are discussed in Chapter 4 alongside the
results and analysis. Lastly, Chapter 5 gives the conclusion and future work.



Chapter 2

Literature Review

Research for short time load forecasting goes way back. As a result we can see
various methods applied in order to solve this issue. Statistical analysis, methods of
time series analysis [37], Box Jenkins [4], regression analysis and many other meth-
ods have been used in order to produce a noteworthy forecasting model. In recent
times, Artificial Intelligence (AI) based methods such as fuzzy logic system, expert
systems and Artificial Neural Network (ANN) are the most widely used approaches
around the world for load forecasting. Neural network models in particular, have
been used in different hybrid approaches to develop an efficient load forecasting
model. Since we developed and improved our investigation methods using appropri-
ate mathematical tools it has led to more accurate load forecasting techniques.
Cartesian Genetic programming was used to develop a Recurrent Neural Network
(RNN) model [37]. The major intention of this work was to predict the peak loads for
the next day in advance using the historical load data of the last 10 days. Another
method named Long-range Energy Alternative Planning (LEAP) tool was used in
the paper by Mondal et al. [30]. They worked in order to calculate the electricity
demand for different sectors up to the year 2035 considering the base year 2005.
LEAP is a defined as a computerized framework for the assessment of regional
energy planning strategies. The LEAP methodology can be classified as a bottom-up
approach and it interrelates electricity demand with GDP, urbanization, technical
change, etc. Again the paper by, [26] presents three modeling techniques for the
prediction of electricity energy consumption. Decision tree and neural networks are
also considered along with traditional regression analysis. The accuracy in predicting
electricity energy consumption of Hong Kong is compared in this analysis. They
compared three different techniques: regression analysis, decision trees, and neural
networks.

In this chapter, the next section reviews statistical and regression approaches includ-
ing basic time series approach. After that the most discussed and popular Machine
Learning approaches will be described so that we can justify why we moved towards
the modern computation methods.

2.1 Classical Approaches

Generally statistical approaches require a mathematical model that represents load
as a function of time, weather, or customer class. Additive models and multiplicative
models are two important categories of such mathematical models. They differ in the



type of the forecast load. For example, the following function of four components:

L=L,+L,+L,+1L, (2.1)

here L is the total load, L, represents the “normal” part of the load, which is a
set of standardized load shapes for each “type” of day that has been identified as
occurring throughout the year, L,, represents the weather sensitive part of the load,
L, is a special event component that create a substantial deviation from the usual
load pattern, and L, is a completely random term, the noise. A multiplicative model
may be of the form

L=L,xF,xF,xF, (2.2)

where L,, is the normal (base) load and the correction factors F,,, Fs, and Fr are
positive numbers that can increase or decrease the overall load. These corrections
are based on current weather (F,), special events (Fj), and random fluctuation
(F,). Factors such as electricity pricing (F,) and load growth (F,) can also be
included. In the paper by Rahman [6] a rule based forecast using a multiplicative
model was presented. Weather variables and the base load associated with the
weather measures were included in the model. Another way to classify the statistical
approach is stationary and non-stationary techniques. Non-stationary methods used
for forecasting electric loads that exhibit a trending pattern, includes the regression
method.

Regression based approach is the one of the earliest and most widely used statistical
techniques. According to Soliman and Al-kandari [32] the dominant variables are
identified on the basis of correlation analysis with load. It was also pointed that the
significance of those variables are determined through statistical tests. Mathemati-
cally, the load model using this approach can be written as

y(t) = ao + Z (aiwi(t) + (1)) (2:3)

where y(t) is the load value at time t, z1(t), . . . , z, (t) are explanatory variables,
r(t) is the residual load at time t, and a; are the regression parameters relating the
load y(t) to the explanatory variables. Previous analysis that uses this model treats
a; as a crisp number.

A study by Al-Fuhaid [13] points out that, the time series analysis is not a weather
sensitive approach rather it uses historical load data for speculation of future load.
It is also mentioned that in the stochastic time-series method, the load is modeled as
the output of a linear filter driven by white noise, [32]. The autoregressive (AR) and
moving average (MA) processes are the two very simple forms of stochastic analysis
of time series data. Both of these methods use the time and load as the only input
parameters. The lack of weather input into time-series models typically limits their
forecasting ability:.

The Holt-Winters exponential smoothing (ES) [36] and Autoregressive Integrated
Moving Average (ARIMA) models [27] are most commonly employed conventional
STLFs. The time series is broken down into two elements: trend and seasonal
components, in exponential smoothing. ARIMA models can be extended for the case
of multiple seasonalities but selecting appropriate model orders is an inconvenience.
This order selection process is considered difficult to apply and also subjective.



2.2 Machine Learning Based Approaches

In all these years of researches to forecast energy demand when statistical approaches
were not able to forecast load with better results as the load data is highly non-linear,
modern approaches were suggested. Many machine learning or artificial intelligence
techniques have been applied to predict electricity demand in Short Term Load
Forecasting. These are mainly Regression Algorithms, Fuzzy Logic systems, and
Neural Networks. In the next sections we will discuss the previous work done on
electricity demand forecasting using machine learning approaches.

2.2.1 Regression Approaches

Regression Algorithms have been used to orchestrate short-term electricity-load fore-
casting in many experiments and studies over the past few decades. Many of this
regression methods are used for both classification and regression analysis. The
main challenge is to feed real world time series data into these models and train
them with all the necessary features of data set. While many regression techniques
perform surprisingly well, many disappoint to achieve expected result.

Random Forest

In the study by Huang et al. [44] proposes a permutation importance-based feature-
selection method to conduct short-term electricity-load forecasting using the random
forest algorithm. The original feature set was used to train the random forest model.
Random forests have been used for STLF in another study [35] but the novelty of
this work is data preprocessing. In a article [39] the random forest was studied as a
univariate model for where they use real world load data to provide an example of
model building and forecasting in practice.

Support Vector Machine

Machines learning algorithms, such as support vector machines (SVMs) have been
observed as a reassuring alternative, for both regression [9] and classification [15].
A tutorial about SVMs application in pattern classification problems has been in-
troduced [14] . Extending this technique to deal with regression problems, the SVM
approach has been considered highly competitive, and it is also possible to high-
light the applications involving time-series forecasting [11]. However, it is observed
that the SVM felicitousness has been impeded by the essentiality of choosing the
(i) the correct kernel function ; (ii) optimal parameters ; (iii) the loss function
and (iv) trade-off parameter C [24]. Their work was to apply SVMs, varying the
kinds of kernels, to predict the load of the next 24h (MW /h) meaning of the next
day. then again a support-vector regression model was proposed to calculate the
demand-response baseline for short-term electrical-load forecasting of office build-
ings[51]. Support Vector Regression (SVR) was used for electrical load forecasting,
in a competition organized by EUNITE network (European Network on Intelligent
Technologies for Smart Adaptive Systems) [20].



K Nearest Neighbor

K Nearest Neighbor(KNN) is also known as a lazy learner. It was initially proposed
as a simple but effective classification approach. KNN is quite effective for either
classification or regression problems even though it has a very simple methodology.
A KNN classifier is designed and has been used to assess stability of power systems
[33]. The KNN algorithm is also applied for power quality disturbance classification
[48]. In a study of the effects of the accuracy of hourly load forecasting on the
generation planning and operation of an electric utility was presented. First, a
KNN classification technique is proposed for load forecasting. Then, the hourly
load forecasting errors are compared with those obtained results by using a M5’
[19]. In a publication [47], an initial approach for such forecaster based on the
K-nearest neighbours (KNN) method was proposed.

2.2.2 Fuzzy Logic System

Fuzzy logic methods are the alternative to the conventional methods of load forecast-
ing. A fuzzy rule base is developed to produce ’fuzzy’ forecasts and defuzzification is
performed to generate a point estimate for system load. This methodology yields ac-
curate results comparable to other more complex statistical models. In [49] reviewed
the technology of load forecasting around the context of a fuzzy logic approach, and
artificial neural network method combined. In [50] the temperature and the time
is used as input to the fuzzy system. The hourly data of the temperature and the
corresponding time are given through fuzzification block to the interface system.
According to them flexible controllability and smooth operation of power system
with high efficiency can be achieved by applying the proper fuzzy logic control. In
[52] a method of hourly load forecasting using fuzzy logic has been presented. The
load forecasting has been done using the one-year data from the large-scale power
system. The aim of the work is to determine the probable load curve of a particular
day observing one-year data from large-scale industry. According to their scenario
the fuzzy logic model is working satisfactorily with permissible error. According to
[34] Fuzzy logic also have a slow response due to serial data processing.

2.2.3 Artificial Neural Network

Artificial neural networks (ANN or simply NN) has been widely studied and used
to predict electricity load. This technique is known as universal approximator. The
main advantage of Neural networks is that the inputs could be the outputs of other
network component. For this and many other reasons ANNs in short-term load
forecasting has been recognized by researchers over the world. An introduction
of adaptive pattern recognition and self-organizing techniques for short term load
forecasting has gained a lot of attention[2]. Later, it was developed as an adaptive
neural network for short term load forecasting|7]. Another important feature of
ANN is that it is capable of learning the co-relation between past, current, and
future variables. So, in the case with time series data, the ANN traces previous load
patterns and predicts a load pattern using recent load data.

Real world load data and weather data from the Hydro-Quebec databases were used
in this study as inputs to inspect ANN capabilities in short term load forecasting
[21]. The inputs to the neural network were hour and day indicators, weather related



inputs and historical load data. Asload history of the last few hours is not available,
estimated values of this load are used instead. However, one major limitation of this
work was that a small error in these estimated values could grow dramatically and
lead to a serious problem in load forecasting since the previous output is fed back to
the network as an input in the load forecasting procedure. So, later ANN capabilities
was demonstrated in load forecasting without the use of load history as an input
[23]. In addition, only temperature was used here, because results showed that other
weather variables such as sky condition and wind direction have no serious effect
and not needed to be considered in the electricity load forecasting procedure.
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Chapter 3

Methodology

This chapter highlights the systematic, theoretical analysis of the methods applied
to our system developed to forecast electricity demand of Bangladesh. It consists
the theoretical analysis of the methods and principles associated with a branch of
knowledge. It also includes concepts such as theoretical model, phases and tech-
niques. We avoided the application statistical methods as they were backdated and
were unable to manipulate huge amount of data and understand the pattern of data.
We moved towards analyzing machine learning algorithms as they are more trendy
and provide more promising results. We studied both Regression algorithms and
most popular Neural Network algorithms. We can see in some of the articles Arti-
ficial Neural Networks provided better results, some demand that Support Vector
Machines provide a good result. Then again different papers approached different
Neural Networking algorithms. But it was visible that it varies upon the pattern
of data used in the experiment. We wanted to examine how our data responds to
different machine learning algorithms.

After studying all the papers available on the field of study and analyzing their
results we decided to implement our system by applying three algorithms. Firstly
Random Forest was chosen as it pick random data and promise to identify data
pattern more accurately. Secondly, we chose K Nearest Neighbors from Regression
algorithm as it follows a very fundamental idea of predicting data. At last we chose
Long Short Term Memory a type of Recurrent Neural Network as it follows the
principle of brain cells for storing memory. In the next sections we will describe the
analysis of the principles of methods of the mentioned algorithms.

3.1 Random Forest

The history of decision tree and its training procedure as well as how a collection of
decision tree become Random Forest is discussed in the following sections.

Regression tree is used by many forecasters now a days to aptly forecast load demand
[25]. In a decision tree, the training data is split into sub units of data as long as
we cannot achieve acceptable result. We can see widespread usage of decision trees
in many decision making automated sectors. Previously, rules that made up the
decision tree were influenced by human command. But due to the time consuming
nature of the process; the problems became more complex in nature. As a mean to
solve this problem, automated rule extraction system was introduced. Hunt et al.
[1] discusses one of the initial works on the field of automated decision tree creation.
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As of today, many researches have been conducted to find out the factors to be
considered in building a decision tree that performs with least error.

CART (Classification and Regression Trees) algorithm was proposed by Breiman et
al. [3] in developing decision trees. As we know, load forecasting problem specify
as a quantitative regression problem; therefore regressive decision trees are used
to predict future loads. This is done by looking for the peak value of successive
splits between the training dataset as long as the prediction error do not lessen to
minimum scale.

As we can see in Lier [41], the root node of the decision tree stores all the training
data. The process of decision tree building starts form this node. At this stage, we
can see that the predicted value is equivalent to the average of all the target values
found in the training data. The prediction error is calculated as Mean Squared Error
(MSE) using the following equation where N; is the number of training samples in
[, Dy iterates over all samples in 1, y; is the target value at sample i, and y; is the
predicted value for this leaf node.

MSE(l) = 1/N> (g — i)’ (3.1)
D,

If we want to lessen prediction error, the split in the training set must be made after
considering one of the feature variables selected from multiple available variables. The
selection of feature variable is done in two steps; firstly by choosing the optimal split
for each feature and secondly by taking the feature that has the ability to minimize
error. Given N is the total number of samples in the tree; the tree error is calculated
on the basis of the weighted average of errors at each node as shown in the following
equation.

MSEt'ree - 1/NZ Z (yl - yz)2 (32)
tree Dy

MSE is used here to find the difference between trees with and without splits. The
largest difference value refers to the optimal split value. This is shown in equation
2.6, where t is the unsplit parent node and t; is the branch for which the split was
True and ¢, the branch for which the split was False.
The peak valued split is calculated by taking the highest subtracted result of the
MSE values of the tree with split and without split. The following equation expresses
the finding where t is the unsplit parent node and t¢; is the branch for which the
split was True and t, the branch for which the split was False.

A.MSE = MSE(t) — ntl/ntreeMSE(tl) — ntr/ntreeMSE(t,«) (33)

Decision trees tend to show the nature of having overfitting problems. Overfitting
occurs as as a tree keeps splitting itself until one sample is left at each end node
causing increased error percentage. We can resolve the issue in two ways; the first is
through restricting the decision tree to have a certain depth, and the second is after
we let the entire tree to grow, use a validation set to prune split nodes by finding
the nodes that cause increase in errors. In this study we have applied the method
discussed in Breiman [12] named 'Bootstrap Aggregation (bagging) Approach’ to
avoid overfitting problems by taking distinct training set for each tree. By using
bagging method we take random samples from all the training data for each decision
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tree. Here the error for each tree is computed by using the data that were not present
in the training sets (out of bag or OOB samples).

Random forest represents the concept of having many decision trees with random
sampling of the training data as well as important features for the purpose of predic-
tion. The core concept here is, many trees together yield more positive outcome in
predicting a result compared to only a single tree as mentioned in Breiman [16]. To
get the best performance we can tune the following parameters such as the number
of trees, features tested at each split and training samples per tree.

By tuning the number of trees, we can control the number of random samples of
training data. It has been found that, increased number of tree result in better
performance and has less error values. The number of feature tested at each split
is to see if the optimal feature is used at the split. By decreasing this number we
can ensure that different trees in the forest split in different ways to add diversity in
the procedure. The amount of correlation between trees is controlled by the number
of training samples per tree. The chances of trees having overlapped training set
increases with the increase in the number of training samples per tree [41].

3.2 K Nearest Neighbor

K-nearest neighbors algorithm (k-NN) is a machine learning algorithm used for both
classification and regression. It is a simple algorithm that stores all the available
cases and models the new given input or case on a similarity measure. The K in KNN
denotes the number of nearest neighbor that are used to predict the new data. It is
a hyper parameter that should be picked in order to get the best possible fit for the
data set. Hyper parameters are parameters that can not be learnt directly from the
regular training process. K actually controls the shape of the decision boundary.
In case of regression analysis the new data is labeled based on the average value
of K nearest neighbors. In contradistinction to statistical approaches that try to
distinguish a model from the obtainable data, the KNN method uses the training
set as the model.

Any KNN algorithm is specified by points such as the number of neighbors, type of
distance used, etc. While using this particular machine learning algorithm there are
various parameters that can be used. With the correct usage of these parameters
we can certainly improve accuracy. In real world scenario just like our data we
can not apply trial and error methodology meaning we can not test with all the
possible parameters and identify which one performs better. So, we use optimal
parameter tuning to select appropriate parameters. We can discuss some of the
important parameters that highly effect accuracy of a KNN model. K is regarded
as one of the most important factors of the model that can strongly inuence the
quality of predictions. For any given problem domain, a smaller value of k can show
a monumental variance in predicted results. On the other hand, a large value of k
will conduct a vast model bias. So, we need to choose an appropriate value for k
which is neither too large nor too small.

By using the reference of figure 3.1 we can see how k parameter chooses the training
set and predicts unknown value. Our goal is to identify appropriate value of k using
cross validation to build an optimal model.
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Weights

This function is one of the hyper parameters that effects the prediction precision
accuracy. There are many feasible values that could be used. A few of the commonly
used weight functions are described below:

e Distance : In this weight distribution, weight is pointed by the inverse of their dis-
tance. Closer neighbors of a given point will have a higher influence than neighbors
which are further away while calculating weight in this case.

e Uniform : In uniform weight distribution, all points in each neighborhood are
weighted equally.

e There is another way to define weight value. This one is a callable, user-defined
function which acquire an array of distances then it returns an array of the same
shape containing the weights.

Distance Metrics

It is the benchmark used to compute distance. Any metric from scikit-learn or
scipy.spatial distance can be used. Some of the commonly used valid values are:

e ‘cityblock’, ‘euclidean’, ‘manhattan’ from the scikit-learn libary

e ‘correlation’; ‘dice’, ‘hamming’, ‘minkowski’, ‘yule’ from scipy.spatial

e This could also be a callable function. When callable, it is called on each pair of
rows and the resulting value is recorded. This function take two arrays as input and
return one value resulting the distance between them.

In the table 3.1 different distant metrics and there characteristics are showed. An-

Identifier Class Name Distance Function
7euclidean” | Euclidean Distance Sz —y)?
"manhattan” | Manhattan Distance S(lx —y))
" cityblock” Cityblock —X-y—
”hamming” Hamming Zleﬂmz — i)

Table 3.1: Different types of distance metrics
other distance that might be used is 'minkowski’. The Minkowski distance between
two variabes X and Y is defined as:

d

D(wi,x;) = Y ((Jwa — z))?) (3.4)

=1

Optimal Tuning Parameters

There are various ways to tune parameters in order to control their behavior.

K-fold cross-validation

Main steps to apply cross-validation is to split data set into K ”folds” of equal size
where each fold acts as the testing set 1 time, and acts as the training set K-1
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times. Cross-validated performance is used to judge the out-of-sample performance.
Benefits of cross-validation covers more genuine estimation of out-of-sample perfor-
mance than train/test split. It also reduce variance of a single trial of a train/test
split. This tuning can be used for selecting tuning parameters, choosing between
models and selecting features. Disadvantage of cross-validation is that it can be
computationally expensive, mostly when the data set is large and the model is slow
to train.

Cross Validation Score

We can also use cross-validation to estimate the test error associated with a learning
method in order to evaluate its performance. It can also be used to select the
appropriate level of exibility. It is a well established technique that is used to obtain
estimates of unknown model parameters.

GridSearchCV

This is a more efficient parameter tuning which allows you to define a grid of pa-
rameters where parameters will be searched using K-fold cross-validation. This is
like an self-regulating ”for loop” of the above function. First the parameter values
that should be searched are defined then a parameter grid is created to map the
parameter names to the values that should be searched.

3.3 Recurrent Neural Network

Recurrent Neural Network or popularly known as RNN are neural networks designed
for capturing information from time series data. They can take variable size input
and give variable size output which works really well for time series data. Under-
standing RNN could be tricky a lot of representation leads to misconception. RNN
works with the following recursive formula:

St — Fw(St - ]-7Xt) (35)

The new state of the recurrent neural network at time t is a function of it’s old state
at time t-1 and the input at time t. S; = current state(at time t) S; — 1 = previous
state X; = input at time t This function is the basic idea behind RNN. The simplest
implementation of RNN is showed in figure 3.2

The recursive function is a tanh function where we multiply the input state with
weight of input W, and the previous state with W, and pass it through a tanh
activation which gives us the new state. Now to get the output vector we multiply
the new state with that is St with W,.

St = tanh(WsSt -1+ WxXt)}/t = WySt (36)

Y, = W,S, (3.7)

If we unroll the RNN following the figure 3.3 we can see that there is previous state
Sp, input at time step 1 is X; , these goes into RNN and RNN calculate the next
state based on its recursive formula tanh(W,So+W, X1) and gives us the state 1 (S;)
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Figure 3.2: Simple RNN
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Figure 3.3: Simple RNN Unrolled
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and to get output we multiply S; with W,. Now the new state S; and input X is
the input for the new time step. We again get S, and output by multiplying it with
W,. But the problem is we used the same set of weight throughout the model. In
case of multilayer RNN we serve outputs as input of our next layer. Here Y; and Y5
act as input in the next layer. In general deeper networks give better accuracy but
in RNN we do not go a lot deeper. People generally use 2 to 3 layer deep modules.
RNN learn using back propagation through time. So, we calculate the loss using
the output and go back to each state to update the weights by multiplying gradient.
But the update in weight is almost zero which is negligible. That means our model
would not learn anything. This called the vanishing gradient problem. To overcome
this problem and improve accuracy we add more interactions to RNN. Which is the
idea behind LSTM.

Long Short Term Memory (LSTM)

LSTM solves the vanishing gradient problem. LSTM cells can address this issue
by incorporating memory cells in the hidden layer of RNN. For the above reason
LSTM has gained popularity in predicting time series data. In a paper by [53] they
applied LSTM on a realistic data set, the experimental results of which show that
the proposed method has higher forecasting accuracy and applicability, as compared
with existing methods.

Fy = (o(WpS — 14+ Wi Xy)) (3.8)
iv = (c(W:S; — 1+ W, Xy)) (3.9)
op = o(WoSy — 1+ W,X,) (3.10)

C; = tanh(WeS, — 1+ W .X,) (3.11)

Ct = (izx,C)) + (fy x Cy — 1) (3.12)

hy = oy * tanh(Cy) (3.13)

In the above equations the variables represents the following meanings - F;=Forget
gate, i;,=Input gate, o,=Output gate, C;=Intermediate cell state, Ct=Cell state and
h;=New State Advantage of LSTM is that it has three gates. These gates and cell
states are additional interactions. Where we have the forget gate which takes the
old state and the input and multiplies it with respective weights. Then we pass it
through a sigmoid activation. We have input gate and output gate and the same
mechanism works through them. The important point is each gate has different sets
of weight. Again, C’ is an intermediate cell state using which we calculate the cell
state. Then we get the new state by multiplying tanh activation of the cell state
with output gate. The process is can be visualized by figure 3.4.
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Figure 3.4: LSTM Mechanism
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Chapter 4

System Implementation and
Result Analysis

Our goal is to observe how machine learning approach aid in the daily forecast of
power consumption based on the historical data as well as find hidden patterns and
their effect in forecast result. With that goal in mind, we have experimented on
the historical dataset of three years (June, 2015 — June, 2018) using three popular
computational intelligence techniques - Random Forest (RF), K Nearest Neighbor
(KNN), and Long Short Term Memory (LSTM).

The following sections elaborately discuss how the dataset was assembled and the
training process of Short-term Load Forecasting (STLF) system using the above
mentioned algorithms. The last section shows the in depth result analysis along
with a comparative study of the test results.

4.1 Data Processing

This section highlights the collection and cleaning process of the data used in the
experiments. In section 4.1.1, the methodologies used to obtain the data are ex-
plained. Section 4.1.2 discusses actions needed to pre-process and filter the raw
data with exclusion of noisy and misleading data. The last part of this section ex-
plains some preliminary data analysis along with inspection of influential features
for this research.

4.1.1 Data Collection

In order to forecast demand in any circumstance, an informative dataset with nec-
essary features is a must. At the preliminary stage of the research it was found
that such compact dataset containing essential features to predict the daily amount
of electricity consumption in Bangladesh is not available in the availing online re-
sources. The centrally statutory body, Bangladesh Power and Development Board
(BPDB) is responsible for serving as one of the main integrated utilities to monitor
the generation, transmission and distribution of power in Bangladesh.

BPDB hosts the nationwide daily power generation archive reports (in PDF format
shown in Fig. 4.1) from 2009 to present day [54]. To facilitate our experiments
a program was developed with the target to convert these scattered data into a
functional dataset. Fig. 4.2 illustrates the first twenty entries from the dataset and
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the flowchart in Fig. 4.3 represents the self-devised program for the creation of the
dataset.

(D) Actual data of 01.06.15 (Yesterday) Monda! H
01.  |Max. Demand (Generation end) B 778200 MW, at= 20:00 hrs 11.  |Zone wise Demand and Load-shed at Evening Peak (Sub-station end) :
02, |Max. Demand (Sub-station end) H 7206.00 MW, at=  20:00 hrs Zone Demand Supply | Load Shed Zone Demand Supply Load Shed
03. _|Highest Generation (Generation end| B 7782.00 MW, at= 20:00 hrs MW MW MW MW MW MW
04.  |Minimum ion (Generation end| H 5838.00 MW, at= 8:00 hrs |Dhaka 3048 3048 0 i 463 463 0
05. |Day-peak ( end) H 633800 MW, at= 12:00 hrs |Chittagong 736 736 0 Sylhet 259 259 0
. |Evening-peak Generalion (Generation end) . 7782.00 MW, at= 20:00 hrs |Khulna 828 828 0 Barisal 141 141 0
07.  |Evening Peak Load-shed (Sub-station end B 0.00 MW, at= 20:00 hrs |Rajshahi 732 732 0 Rm;gr 374 314 0
08. |Generation shortfall at evening peak due to : Comilla 625 625 0 Total 7206 T206 0
a) Gas limitation H 290 MW 12 Fuelcost: |(a) Gas= 68876517 Taka (c) Coal = 15937106 Taka
b) Low water level in Kaptai lake B 119 MW (b) Ol = 435897402 Taka Total = 580711024 Taka
¢) Plants under shut down/ mair H 1580 MW 13. Maximum in Dhaka was : 36°C
09. |Total Energy ( jon + India Import) : 157.65 MKWh 14, |Export through East-West i fions :
ByGas= 10201 MKWH | ByOil= 3941  MKiWh |At evening peak-hour L300 MW, at 20:00 hrs
ByCoal= 409 MKWH | By Hydro = 169 MKWh Maximum : 40 MW, at 15:00 hrs
10. | Total Gas Supplied - 1003.48 MMCFD Eni : 7.8675  MKwh

Figure 4.1: Sample of daily power generation report (in pdf format) from BPDBs
website

date | max_demand _gen| highest gen | min_gen | day peak gen|eve peak gen| eve peal load shedding| water level kaptail max temp | total | total_energy |

0w B =S

w

1
12
13
14
15
16
17
18
19
20

Figure 4.2: Sample entries of the dataset

Initially the reports from the archive are accessed and downloaded from the BPDB
website using report numbers which are unique to their corresponding dates. The
data mining program consists of two sub units — a ‘Data Extractor Program’ which
uses regular expressions to parse the PDF formatted files to extract specific infor-
mation and a CSV Loader Program’ that transfers the extracted data (appended in
a list) into a CSV file which serves as the base dataset.

Due to inconsistency in the patterns in which the reports were documented in differ-
ent years as well as chunk of missing reports, the data extracted follows the period
of June, 2015 to June 2018 marking a consistent dataset which holds essential in-
formation from daily reports of mentioned three years for the forecasting purpose.
Table 4.1 shows the table which explains the features of the dataset. The next
section will explain how the extricated data was used to create a clean dataset on
which the experiments are conducted later.

4.1.2 Data Cleaning

The dataset contains data for the period of three years (01-06-2015 to 10-06-2018).
This ultimately totaled to 1126 rows in the dataset. Measurement of noise influ-
ences on collected data is a crucial phenomenon before starting any experiments.
Unlike any other database generated from raw data, this dataset also contained
some erroneous entries.
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Figure 4.3: Data extraction process
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Column name Unit Description

date Datetime The date of the period for which this

type:Timestamp row holds information

max_demand Highest load of the power system un-
MW i .

dtype:float64 der the specific amount of timestamp

highest_generation MW Highest load generated under a partic-

dtype:float64 ular amount of datetime

Min_gen MW Minimum load generated under a par-

type:float64 ticular amount of datetime

?;gf;j:t(jg:n MW Generation at peak hour during day

E;;el?giztgzn MW Generation at peak hour during night

eve_peak_load_shedding Load-shedding at peak hour during
MW .

dtype:float64 night

water_level_kaptai ft The minimum height to generate elec-

dtype:float64 tricity from water

max_temp oC Maximum temperature of the particu-

type:float64 lar day

E;E)il:gﬂa(jat 64 MMCFD  Total gas supply on the particular day

;(;trzzgenergy (Generation + India Im- MKWh Total energy consumed on the partic-

dtype: float64

ular day

Table 4.1: Relevant fields in the dataset
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Initially all of the available daily generation reports in the BPDBs website were
seek to be accessed to extricate necessary data. But due to the process of manual
generation of reports, many nonsensical entries and various patterns of documen-
tation throughout different years continuously disrupted the unified data collection
process using regular expressions. The final data was adopted starting from June
1st 2015 to 30th June 2018 as the reports from these dates had consistent pattern
of documentation and regular entries.
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Figure 4.4: Some plots of different features against date

Secondly, the case was found where the dates in the extracted time series data did
not have the standard DateTime format. To resolve this, properly formatted dates
were generated to replace the inaccurate ones for the purpose of training the machine
learning models accurately.

A thorough check of the data set was executed to locate any missing rows, duplicate
values along with null and missing values. The data set did not contain any missing
rows; duplicate values were terminated and null and missing values were replaced
with a self-devised algorithm.

The algorithm is implemented for each of the columns. Each row with date was
checked against each column to find any null or zero values. If null or zero values
were found; we replaced that by taking the mean value of all the other values with
similar time period found in the dataset for that respective column. For the column
‘eve_peak_load_shedding’ this process was not implied as most of the cells contain
zeroes referring to no load shedding.

A final filtering was done to ensure that the columns had no outliers or missing
values as shown in Fig. 4.4 and FIg. 4.5 by visualizing the data through plotting
the data for each column.



4.1.3 Load Data Analysis

The basic step towards scientifically experimenting with any available data is through
conscientious analysis of the properties of the data. On the basis of previous re-
searches, some preliminary analysis were done on our dataset as well as due to the
periodic nature of the data, some frequency analysis were also conducted to detect
commonness in features.
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100 4
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01507 01511 016-03 01607 2016-11 01703 01707 017-11 018-03 2018-07
Date

Figure 4.5: Total power consumption of 3 years (June, 2015 — June, 2018)

The time factors in the data set initially only included the time of the year, but later
the day of the week was computed against each row. The load between weekdays
and weekends have significant differences and these differences play vital roles in load
forecasting according to Mu et al. [31]. The load distribution of different weekdays
also behave differently. According to the historical load study of out data in Fig.
4.6, we can see that Wednesdays and Thursdays being adjacent to weekends have
structurally different loads than Sunday through Tuesday. The demand drops on
weekends, particularly on the second day of the weekend, Saturday, and then steeply
rises on the first workday, Sunday and onward.

The historical study of load demand according to the months behave as expected,
the power consumption rate being significantly greater in summer than winter. Load
forecasting during summer and winter seasons can be improved greatly if tempera-
ture sensitivity is considered [38]. We can see in Fig. 4.7 that the power consumption
rates are highest during the summer season (April - July) while during the winter
season (October - January) the consumption rate drastically reduces.

Weather conditions have tremendous influence in the load forecasting. Many re-
searches done on short term load forecasting deduct that, forecast weather variables
are perhaps the most important factors in influencing forecast result. For load fore-
casting, multiple weather parameters can be selected. Two of the most commonly
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Distribution of mean Power Consumption Among Weekdays
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Figure 4.6: Distribution of mean power consumption among weekdays

used weather variables are temperature and humidity. Meng, Xiao Fang et al. [45]
stated in their work that the accuracy of load forecasting is highly dependent on
temperature and the effect of temperature in predicting short term loads is more
significant than any other features. An electric load prediction survey published by
Hippert et al. [17] indicated that of the 22 research reports considered, 13 made
use of temperature only, 3 made use of temperature and humidity, 3 utilized ad-
ditional weather parameters, and 3 used only load parameters. For this data set
the maximum temperature is used to find the association between load data and
weather. The inherent correlation between load and temperature can be seen in Fig.
4.8 which exemplifies the piece wise linear relationship of the mentioned factors.
According to a survey [55], in 2011, over 2000 millions of cubic feet of gas per day
(MMCEFD) were produced from 79 natural gas wells found in 23 operation gas fields
of Bangladesh. This is an important factor because more than three-quarters of the
nation’s commercial energy demand is being met by natural gas [40]. This influential
sector caters for around 40% of the power plant feed-stock, 17% of industries, 15%
captive power, 11% for domestic and household usage, another 11% for fertilizers, 5%
in compressed natural gas (CNG) activities and 1% for commercial and agricultural
uses [55]. Fig. 4.9 highlights the linear relationship between the consumption of gas
to produce electricity and load data.

The correlation matrix in Fig. 4.10 visualizes the heat map of the performance com-
parison of different features. The “heat” in heat map refers to the amount of action
on a particular area and the warmer the color the more actions are happening. It can
be observed that along with time of the year, temperature and amount of gas con-
sumed; Minimum Generation (Generation end), Day-peak Generation (Generation
end), Evening-peak Generation (Generation end), Highest Generation (Generation
end) and Max. Demand (Generation end) also have potential influences on the load
data.
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Distribution of Power Consumption Counts Among Months
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Figure 4.7: Distribution of average power consumption among months
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4.2 Training SLTF System

4.2.1 Random Forest

Random forest, first proposed by Tin Kam Ho of Bell Labs in 1995 [10], is an en-
semble learning method for classification and regression. The algorithm for inducing
a random forest was developed by Leo Breiman and Adele Cutler in 2001 [16]. The
main idea behind the algorithm is to build a large number of decision trees (base
learners) with the motivation to reduce error correlation between classifiers by using
a random selection of features to split on at each node. Rather than just simply
averaging the prediction of trees (which we could call a “forest”), the random forest
model uses two key concepts that gives it the name random:

1. Random sampling of training data points when building trees.

2. Random subsets of features considered when splitting nodes.

These increase diversity in the forest leading to more robust predictions. When
it comes time to make a prediction, the random forest takes an average of all the
individual decision tree estimates. The main advantages behind training the STLF
system with random forest is that random forests are easy to build and faster to
predict with resistance to over training and over-fitting of data; ability to handle
data without preprocessing or re scaling and the RF trained model is resistant to
outliers and can handle missing values. 4.11 represents the flowchart of basic steps
of training our model through random forest implementation.

The first step in training the model starts with separating the data into features
and targets. The target, also known as the label, is the value we want to predict
(in this case the daily power consumption, found in the column ‘total_energy’) and
the features are rest of all the columns the model uses to make the prediction. The
Pandas dataframes in which parts of the dataset are stored are converted to Numpy
arrays to implement the algorithm.

The second step is splitting the data into test and train set. During the training
session, we will let our model to see the target values, in this case total energy, along
with other features. By doing this, under supervised learning, we can ensure that
our model is building an understanding to predict the target value (total energy)
from the features other than target value. Over the training period the model slowly
learns if there are any relationships between the features and the target value. Later,
when it comes to evaluate the model, the model no longer has access to the target
values and makes predictions based only on the features of the test set. We then
compare the predictions with the true values of target from the test set to compute
the accuracy of the model.

To train our model we have randomly split our data into train and test sets where
the training dataset consists of 75% of randomly chosen data and test data set is
made with rest of the 25% data. For this project, We have set the random state to 42
which means the results will be the same each time the split is run for reproducible
results. After all the work of data preparation, the random forest regression model is
imported from skicit-learn (a powerful machine learning library), instantiated, and
fit (scikit-learn’s name for training) on the training data to perform predictions and
find relationships among the target and features.
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Figure 4.11: Workflow of random forest [46]
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4.2.2 K Nearest Neighbor

The purpose of the libraries used is as follows:

e numpy—used to easily make matrix calculations and mathematic manipulations
which are essential for any ML model

e pandas—used to define a nice data structure for your training data

e sklearn—a tool used for data analysis (for example normalizing or clustering data)
e matplotlib—used to display our data

We used pandas library to load the .csv file and store it into a DataFrame. We
will first map the dates and create a discrete dataset so that the original dataset
remain unaltered. This mapping creates many new features such as: ‘Year’, ‘Month’,
‘Week’, ‘Day’. We can also introduce many other features that may tend to have
a significant effect on the prediction process. For instance, our hypothesis was that
the weekend of the week could potentially affect the power consumption as most
of the offices and educational institutions remain close on that day. So we mapped
our data to identify the day of the week because this could play a significant role in
overall electricity consumption.

The first step in training the model starts with separating the data into features
and targets. The target is the value we want to predict, in this case the daily power
consumption, and the features are rest of all the columns the model uses to make
the prediction. As we choose the features in such a way that it contain a significant
correspondence with the target column, so the model’s job here is to learn this
relation. Then while evaluating the model, we make predictions on the testing set
where it can predict the target using the features. So, we need to drop the target
column which is “total_energy” here. Then we need to split the data into train and
validation sets to check the performance of the model. Here I have set the 30% data
into test and the other 70% data before that into train.

In k-NN regression, the k-NN algorithm is used for estimating continuous variables.
In our algorithm implementation, we used grid search using scikit-learn’s Grid-
SearchCV library which stands for Grid Search Cross Validation. By default, the
GridSearchCV’s cross validation uses "3-fold KFold’ or Stratified-KFold” depending
on the situation. We can cross validate on the entire test data set and then report
the CV score as the accuracy.

At first we define our parameter values that should be searched. we defined 10 values
in range of 4 to 16. Then a parameter grid is created known as param_grid to map
the parameter names to the values that should be searched. This is basically all the
different parameters we can have. It is a simple python dictionary. This should be
given as key: value syntax. From the given parameters GridSearchCV finds exactly
which parameter is best for our model.

Then we instantiate the model and pass the parameters. The model is ready to do 10-
fold cross validation on a KNN model using classification accuracy as the evaluation
metric. By printing the fitted function we can see the values of the parameters. We
can also look for the best value of the parameters using .best_params_ function.

We can see from the above figure that uniform weight, minkowski distance metric
and k=8 has found to give most optimal result by GridSearchCV. CV=5 helps to
select different train and test data while modeling the algorithm. So, in this model
we are looking at 8 different points where the features matches with the features of
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GridsearchCV({cv=5, error_score='raise-deprecating’,
estimator=KNeighborsRegressor{algorithm="auto"', leaf size=38, metric='minkowski',
metric_params=None, n_jobs=None, n_neighbors=5, p=2,
weights="uniform'},
fit_params=None, iid='warn', n_jobs=None,
param_grid={'n_neighbors': [4, 5, 6, 7, B, 9, 12, 14, 156]},
pre_dispatch="2%n_jebs"', refit=True, return_train_score='warn’,
scoring=None, verbose=@)
{'n_neighbors': 8}

Figure 4.12: Optimal parameters chosen by GridSearchCV

the target variable we want to predict. It takes the mean of the target variable of the
matched features and show that as the predicted value. Based on the independent
variables, KNN finds the similarity between new data points and old data points.
The algorithm of implementing our KNN model works as shown in Fig. 4.13

| Load data |

W
| map date |

w

‘Split data into train and test
set

s -~

) w -
|' parameter tuning using |
GridSearchCW

w

|u5ing best parameter to mal{é'
prediction

w

calculate error scores

w

| plot result |

Figure 4.13: Workflow of KNN implementation
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4.2.3 Long Short Term Memory

In this section we will discuss the implementation of LSTM network. As we know
LSTM has the ability to remember pattern and sequence of data which is mandatory
to predict time series data with minimum accuracy. LSTM network can also deal
with complexity of order dependence. To build our LSTM model we used Python
3.6 Python framework. Pandas library was used to read dataset from our CSV file.
Numpy and Preprocessing from Sklearn was used normalize and again denormalize
to visualize the result. We used Keras which is a highlevel neural networks API
written in Python and capable of running on top of TensorFlow. Keras is a deep
learning library that allows both convolutional networks and recurrent networks, as
well as combinations of the two. It also runs seamlessly on CPU and GPU.

After normalizing the data we build a method to load data where we pass our
dataframe and window size. Our data is in 2D matrix consisting columns and cor-
responding rows. But input to a LSTM network is 3D matrix. The other dimension
of this matrix is time steps.

2748

— = input dimension

Time Series = time
steps

e

No. of samples

Figure 4.14: Input shape of LSTM

By using this dimension LSTM keeps track of the previous occurrence. So, inside
our load data method we store our dataframe in matrix format. As index starts
from 0 we increment our window size to 1. We declare an array and append data
until maximum date with each index=index + window size. Then we reshape our
array and split into train set and test set. We train our model with 90% of our data
and test with the remaining 10%. Then we reshape our matrix into 3D matrix using
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Figure 4.15: Long short term memory archiecture
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Layer (type) Output Shape  Param #

Istm_1 (LSTM) (None, 22, 256) 272384
dropout_1 (Dropout) (None, 22, 256) 0
Istm_2 (LSTM) (None, 256) 525312
dropout_2 (Dropout) (None, 256) 0
dense_1 (Dense) (None, 32) 8224
dense_2 (Dense) (None, 1) 33

[]Total params: 805,953
Trainable params: 805,953

Non-trainable params: 0

Table 4.2: Model summary (LSTM)

np.reshape.

To train our model we used stacked LSTM. We know that LSTMs work on series
of data, it means that the incorporation of a new layer adds a level of abstraction
of input observations. It is imagined as a stack of layers. This is called Stacked
LSTM. This architecture is described as an LSTM model of multiple LSTM layers.
Here an upper LSTM layer produce a sequence output to the LSTM layer below.
Specifically, one output per input time step, rather than one output time step for
all input time steps. To create stacks of LSTM layers, we need a 3D array as input
for the following layer. That means we require to change the configuration of the
preceding LSTM layer to output a 3D array.

By changing the return sequences argument to True, we can get output after every
node while the default value false means one output at last node. Our model is
a Stacked LSTM with two hidden layers. We can also particularize the number
of neurons in the layer. Their are three arguments to help us define number of
neurons, initialize method and designate activation function. The first argument is
for number of neurons, the second argument is for method initialization and last one
is the activation argument. There is also option of manipulating network weights.
Using uniform distribution we can generate small random numbers (between 0 and
0.5) and set them as network weights.

Next, we fit the model for only 300 epochs and a batch size of 511 for the training
data set. We then compile the model with the loss function mean square error and
adam optimizer. Because we want to show the loss and accuracy values. So, we
specify metrics as accuracy of model where we can verify the shape of input and
output shapes.
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4.3 Experiment Results

4.3.1 Random Forest

The trained model is tested to make predictions on the test dataset with features
only and then the result is compared with the known result. While performing
regression, we have used Mean Square Error to compute the prediction error.

Variable and Values ~ { min_gen <= 5520.0 Mean Squared Error
to split Node on mse = 666.1 of the nhode
samples = 535 e 3
Number of data valita = 163 1 Prediction in

points on this node (MKWh) for all data

True False points in node

highest_gen <= 7349.5 day_peak_gen <= 7599.9
mse = 205.1 L mse = 300.2

samples = 265 samples = 280
value = 142 T value = 183.4

l

min_gen <= 3864. 0 min gen <=4793.5 highest_gen <= 8293.5 day peak gen <= 8464.5
mse = 107.8 mse = 76.2 mse = 104.6 mse = 159.3
samples = 87 samples = 168 samples = 187 samples = 93
value = 126.9 value = 150.2 value = 174.2 value = 202.9

mse =27.6 mse = 63.6 mse = 40.9 mse =43.4 mse =44.3 mse = 58.1 mse = 68.5 mse =77.4
samples = 28 ‘ samples = 59 samples = 63 samples = 105 samples = 75 samples = 112 samples = 67 samples = 26
value = 114.5 value =131.2 value = 142.8 value = 154.7 value = 165.6 value = 180.2 value = 186.7 value = 217.1

Figure 4.16: A random tree up to three levels

A random tree from the forest was examined as shown in Fig.4.16 with depth level
of three for result analysis. By analyzing this tree, we can make prediction for new
data points. While inspecting the tree, we can see that the root node has a 535
samples even though we have more than one thousand data points. This is due
to bootstrap aggregation or bagging procedure discussed earlier, where we see that
each tree in the forest is trained on a random subset of data generated on the basis
of random sampling of the dataset with replacement.

Prediction Errors and Accuracy Score of RF
Mean Squared Error (MSE) 0.15

Root Mean Squared Error (RMSE) | 0.38
Accuracy(%) 98.24

Table 4.3: Prediction errors and accuracy score of Random Forest

As we go in depth in observing this particular tree, we see that only 3 variables are
being used to make prediction and the rest of the features are not important in terms
of making forecast. Maximum temperature, week of the day and other features are
useless for forecasting. According to the tree, features like - the Minimum Generation
(Generation end), Day-peak Generation (Generation end), and Highest Generation
(Generation end) are most important for forecasting the load.
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Figure 4.17: Actual vs. predicted electricity usage (RF)

The Fig.4.17 shows the load curve of actual vs. predicted load data and the table
4.3 shows the accuracy score along with the Mean Squared Error (MSE) Root Mean
Squared Error (RMSE).

4.3.2 K Nearest Neighbor

The following step of kNN implementation is to actually make predictions using the
test set we kept without the target column, We also check some commonly used
error checking scores such as MSE and RMSE using the actual values.

By comparing the error scores with the previously applied algorithm we can see that
the RMSE value is higher. This clearly indicates that kNN has performed poorly.
There is not a huge difference in the RMSE value, but a plot for the predicted and
actual values should provide a more clear understanding.

Prediction Errors and Accuracy Score of KNIN
Mean Squared Error (MSE) 0.18

Root Mean Squared Error (RMSE) | 0.425
Accuracy(%) 98.11

Table 4.4: Prediction errors and accuracy score of KNN

After visualizing the comparison using plotting we can see in Fig.4.18 that although
this learning algorithm is able to predict the load at many time points, it fails
miserably at many points.
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Figure 4.18: Actual vs. predicted electricity usage (KNN)

4.3.3 Long Short Term Memory

We have tested with LSTM network with up to 4 LSTM cell stacked top of one
another. Stacking more than one LSTM cell made computation heavier but gave
better results. We also improved our prediction by increasing the number of epochs.
In the Fig.4.19 we can see the comparison between the actual energy consumption
with the predicted power consumption of our model. We can see that predicted data
points by a LSTM almost catches the pattern of electricity usages.

Prediction Errors of LSTM
Mean Squared Error (MSE) 0.00917
Root Mean Squared Error (RMSE) | 0.10

Table 4.5: Prediction errors of LSTM

It also generates lower RMSE and MSE score than random forest implementation
as shown in table 4.5.

Looking at the loss plot in Fig.4.20 we can say our model has been trained and with
the increasing amount of epochs the loss and val_loss both decreased to a convincing
a point. We can also see our model converged at 300 epochs.
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4.4 Comparison and Result Summary

To compare the prediction result of the applied algorithm, we mainly focused on
mean squared error (MSE) and Root Mean Square Error (RMSE). In the equation
no 4.1 a mathematical equation that will give us the mean squared error for all our
points is defined. In equation 4.2 the equation to calculate RMSE is shown where
(zfi — Zo;)? is differences, squared and N is sample size.

MSE = 1/ny (4 = v) (4.

N
RMSE = | > ((2i — 201)*/N) (4.2)
=1

As we can see LSTM generates a much less RMSE and MSE. As in recent days
processor come with dedicated core and better performing GPU cost and computa-
tional power required for training a neural network is not an issue. Neural networks
like LSTM has the ability to adopt input of variety of patterns and the ability of
recognize those pattern.

According to our experiment LSTM has given better result with compared to Ran-
dom Forest implementation. In the table 4.6 we can see all the error values generated
in the applied algorithms.

2* Algorithms Error
Root Mean Squared Error (RMSE) | Mean Squared Error (MSE)
Random Forest 0.38 0.15
K Nearest Neighbor 0.425 0.18
LSTM 0.10 0.00917

Table 4.6: Error comparison of applied algorithms

To visualize the result comparison better we plotted all the error values of the applied
algorithms in a bar plot. In the figure 4.21 we can see that LSTM performs better
than all the other regression analysis methods. Again among KNN and RF, RF
provides a better result in comparison.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

With the fast growing economy of Bangladesh, energy shortage can become a severe
impediment in the growth of our country. Though load shortage has been a buzz
topic for a while, very few advanced researches took place referring to our energy
generation conditions. Modern computation methodologies such as artificial intel-
ligence can surely provide effective findings that can minimize the generation and
demand gap.

In our research, we have successfully generated a compact dataset containing his-
torical load data of three years (June, 2015 - June, 2018) from the data available as
daily generation report (pdf format) in Bangladesh Power Development Boards web-
site. Furthermore, we have tried to predict short term electricity demand with three
trending machine learning algorithms. Different parameters that affect our predic-
tion and how the outcome of our research can come handy to the power generation
board and utility companies has also been discussed in this study. These results can
guide electricity generation companies with the opportunity to do advance plan-
ning on maintenance and distribution of electric load. To prove the reliability of
the system we have tested the system with real world data sets with proper error
computation where LSTM model produced a better result than other two models.

5.2 Future Work

Sufficient energy supply is the precondition to ensure the striving economic growth
of any country. The economy of Bangladesh is showing aspiring growth in all of its
aspects and an effective power supply is a must to contribute to this growth. With
this perspective in our minds, we plan to further work on our research in the near
future. We target to develop a hybrid system that can identify important features
recognized by the random forest model and then feed the data (filtered on the basis
of impact factor of the features) to the LSTM model to see if we can forecast load
more efficiently. To generate a database with more historical data that can be used
in later stages of our future research is also included in our future plan.

Due to time restrictions we were not able to work with the zone wise load data
available in BPDBs website. We plan to include the effect of zone wise load data
to the ultimate load consumption along with predicting energy consumption zone
wise so that we can improve the power supply according to demand in different
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areas. To add to this, considering different sources of energy production such as
solar energy, biogas, microgrid which combined provide a huge amount of electricity
to our national grid shall also be worked with to forecast the load effectively.
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