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Abstract

Inappropriate scenes such as bloody scenes, nudity, gore, drugs, weapons etc. are considered
inappropriate especially in a developing Muslim country like Bangladesh. In our country,
such scenes are very discouraged for children, old people or heart patients. Thus, keeping
these in mind we propose a model where these inappropriate scenes will be detected and
blurred from any video stream. Moreover, the model also shows percentage of explicitly
in an input video file. As a result, people playing the video will know beforehand whether
they would want to watch it or not and parents will have a greater control on what their
children are watching. For nudity detection, there will be fragmented human figures that will
be extracted and then the fragments will be compared against a database to decide whether
nudity is involved or not. If it is involved and exceeds a predetermined threshold, then the
video will be considered as pornography that many people may not prefer to watch. Similarly,
the extracted figures of objects or gore scenes will be compared against a database to know
the percentage of inappropriate scene in a video. Bringing both the nudity and goriness under
one roof, we named the term explicit and if a video is explicit, the user will have the option
of knowing it from beforehand and blur out any portion from the video automatically by
using our model. The accuracy of our model is 93% and the algorithm we have used in this
paper is CNN.
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Chapter 1

INTRODUCTION

1.1 Motivation

Development of this scheme is quite necessary for children or even teenagers as they have
started using internet quite a lot. They may come across documentaries or movies on internet
that they should not watch. All parents do not want children to see a fighting scene like a
man killing another man with a knife. Yet, he or she might end up watching it in any movie
as these type of scenes are a common phenomenon in the movies nowadays. Therefore,
having this model will help parents have better control over the videos their children watch.
Moreover, people may not prefer watching a nude scene, adult scene or a crime scene due
to personal preferences or even religious reasons. Thus, it comes in handy to them as well.
For the aforementioned reasons, we came up with a proposed model to tackle and give the
viewers an idea of what to expect in a video, provided them with the power to act accordingly
to their wants, making watching movies and videos better and as personalized as ever.

1.2 Research Contribution

In past, there had been research work on developing algorithms that would detect pornography
in a video or an algorithm that would detect nudity in an image or even a video clip.
Experimental work on detecting crime scenes, gore scenes or any certain inappropriate scene
had been done as well. However, all of these algorithms focused on one particular aspect only.
Inappropriate scene detection model is a system that defines inappropriate scenes on a wide
range of spectrum. From pornography, to small duration adult scenes in any movie or video
or documentary, to just a nude scene, the definition of inappropriate ranges upon criminal
scenes, gore scenes, murder scenes, extreme violence, showing of dangerous weapons [2], etc.
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The Convolutional Neural Network that had been used in detecting particular inappropriate
objects or scenes can range and vary according to the preference of an individual user [11].
Thus, this system will provide better detection over a wide range of scenes, making it more
personalized and useful.
Moreover, previously many work on nude detection had been done mostly on the basis of skin
pixel detection [15] and then relative analysis of skin pixel with non-skin pixel to conclude
whether the scene have nudity or not. However, our system ensures that human bodies are
perfectly identified and separated from the original picture into a different image containing
only the human figures before performing skin detection algorithm on it [16]. This enhances
the performance of nudity detection as even a small nude portion in a large image can be
identified and handled. Hence, the combination makes our nudity detection algorithm much
more efficient and effective.

1.3 Thesis Outline

Chapter 2 contains background studies that provide the literature review, overall work flow,
stating the algorithms and techniques that have been used.
Chapter 3 shows the proposed model and experimental setup and result analysis.
Chapter 4 is conclusion that includes limitations and future works.



Chapter 2

BACKGROUND STUDY

2.1 Literature Review

There are number of works which are dealt with the same problem domain. We have noticed
that there are number of different approaches to get the similar result. Some of the methods
are Gaussian distribution, Gaussian mixture methods, artificial neural network, Bayesian
networks, histograms, geometrical shape and thresholds. Our project is based mostly on
convolutional neural network.In the paper automatic detection of image containing nudity
using image processing tried to detect sexually explicit image by applying artificial neural
network and two color models RGB and IHLS for detecting skin [2]. Their first step was
to define an undesired image or nudity in an image. They did not take other objects into
consideration like symbols, offensive images and so on. Their approach was to extract a
number of features from the pictures and applying those features to the algorithm to get the
desired result [2]. In order to come up with features, they started on a high level with fuzzy
descriptions. The descriptions can then be divided into sub-features which can be found in
images. The three high level features they came up with are:

1. Nudity: They had attempted to detect nudity by detecting skin. They had created a
system that can detect different skin color in different lighting condition.

2. Shape: To determine shape, they had created some kind of template to match with the
content. They created a program to use those templates on the image that need to be
checked. In an image, the program tries to match by stepping through and scanning
every possible location. If the program matches with the template in the image, then
it is marked as detected. They had created various templates to detect several objects
with variable size so that a program can scan any image of different perspective.
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3. Object Classifier: A system that searches for specific object in an image. For example,
an object can be a specific body part like a nose.

Methods: They had trained several different Gaussian Mixture Models (GMMs) by varying
the number of components for both the RGB and IHLS color space. For each of the color
spaces, they had trained 11 GMMs with 2, 3, 4, 5, 6, 7, 8, 10, 12, 14 and 16 components.
Their target was to find the skin-pixels from the image. However, images usually have a high
resolution nowadays. So, it is impossible to use GMMs if the computation takes more than a
couple of seconds. They had overcome this problem by computing the skin probability for
each pixels in the RGB color space and saved them in a look-up table with a size of 256 x
256 x 256 matrix.

They have used Artificial Neural Network (ANN) for skin segmentation. At first, they
trained ANN for a single 3 x 3 pixels region. After getting success on small regions they
considered the whole image. At first they had tested with the size of only 30 pixels and the
output was same as the input size on the form of 0-1 where, bigger number means that it was
more likely to skin. All their early testing with ANN was on segmented images and they
got 90% of correct matching when ANN was trained with large set of data containing both
sexually and non-sexually explicit images. During their process, they had extracted a lot of
feature from each image that helped the system to recognize images containing nudity. ANN
was also trained to recognize a number of faces and largest skin exposed in an image. They
took into account the position of the largest skin-region as well as the skin percentage. If the
largest skin-region is in the center of the image, then it might contain nudity. They also tried
a few other methods to get the optimum result like face detection, feature network, evaluation,
bootstrapping etc. They used ROC curve to plot the outputs obtained from different methods
and to evaluate the output of each methods. In skin detection ANN, they had reached a true
positive rate of 80% with 13% false positive rate. This method is very fast and can process
every frame form web cam in real time. They also run the 9-pixel skin detection using ANN
which used the same process as skin detection ANN where, inputs were 27 for each 9 pixels
and got almost the same result. However, it requires more processing power and longer
computation time than a single pixel network. In terms of multiple-pixel ANN, they did
not get the satisfactory result. Here, the network scored only 65% true positive rate. They
had stated that due to lack of training data, this multiple-pixel network did not work as they
expected. In case of image based neural network, their system performed outstandingly. On
the training set, it scored 90% of true positive rate with only 1.1% of false positive rate and
the computation speed was also very promising. In terms of feature based network, they had
used over 3000 training cases as this was fairly a large network. However, they got a very
disappointing result. It had an error of only 0.1% in training data but performed very poorly
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Fig. 2.1 The diagram shows the skin pixels from the training data used in this project
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Fig. 2.2 The diagram shows the output from a GMM trained with two components on the
same skin pixel data. The RGB color space is used.
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in test data. Face detection was one of the vital features for their project. It also gave a very
good output though the network encountered some problem in recognizing small faces and
side of the faces. They had tried various approaches to detect nudity from image. When
ANN was trained with whole image rather than small pixels, their system was successful
in detecting nudity with a high true positive rate using image segmentation with RGB and
IHLS as it itself trained the network with the feature extracted from the image.
There was another approach to detect skin. Their sole target was to build a Maximum
Entropy Model for the skin distribution [20]. In this model, color gradients of adjacent pixels
combined with Bethe Tree and Belief Propagation was considered as constraints. The output
from the skin detection model map in gray scale and the brightness is equal to the probability
of skin. The next target was to extract features and fit ellipses, global fit ellipse and local fit
ellipse. Then, an artificial neural network consisting of one hidden layer works on pattern
recognition. The author did not publish any performance numbers in his paper. However,
from the ROC curve of the article we had seen 80% of true positive rate with 10% false
positive and 90% true positive rate with 18% false positive rate.
In the paper "An elliptical boundary model for skin color detection", they tried to detect skin
using elliptical boundary model which classify skin chrominance from non-skin chrominance
[10]. The author tested six different chrominance spaces. Their comparison was between
elliptical boundary model and Gaussian mixture models. They did not publish what kind
of training data they considered. However, in their testing they had used 2000 skin images
and 4000 non-skin images without any segmentation. This is why, it is not clear if the output
is classified image or pixel-wise classification. However, from the ROC curve we get true
positive rate of 95% where the false positive rate reached 35%.

2.2 Fragmentation of video

The very first step is to convert the video file into its individual frames [17]. In order to do that,
we used Open CV(Open Source Computer Vision Library) to convert the video into frames.
Open CV is an open source computer vision and machine learning software library. Open
CV was built to provide a common infrastructure for computer vision applications and to
accelerate the use of machine perception in the commercial products. Being a BSD-licensed
product, Open CV makes it easy for businesses to utilize and modify the code.
The library has more than 2500 optimized algorithms, which includes a comprehensive set of
both classic and state-of-the-art computer vision and machine learning algorithms. These
algorithms can be used to detect and recognize faces, identify objects, classify human actions
in videos, track camera movements, track moving objects, extract 3D models of objects,
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produce 3D point clouds from stereo cameras, stitch images together to produce a high
resolution image of an entire scene, find similar images from an image database, remove red
eyes from images taken using flash, follow eye movements, recognize scenery and establish
markers to overlay it with augmented reality, etc. Open CV has more than 47 thousand
people of user community and estimated number of downloads exceeding 14 million. The
library is used extensively in companies, research groups and by governmental bodies.
Along with well-established companies like Google, Yahoo, Microsoft, Intel, IBM, Sony,
Honda, Toyota that employ the library, there are many start ups such as Applied Minds, Video
Surf, and Zeitera, that make extensive use of Open CV. Open CV’s deployed uses span the
range from stitching street view images together, detecting intrusions in surveillance video
in Israel, monitoring mine equipment in China, helping robots navigate and pick up objects
at Willow Garage, detection of swimming pool drowning accidents in Europe, running
interactive art in Spain and New York, checking runways for debris in Turkey, inspecting
labels on products in factories around the world on to rapid face detection in Japan.
It has C++, Python, Java and MAT LAB interfaces and supports Windows, Linux, Android
and Mac OS. Open CV leans mostly towards real-time vision applications and takes advantage
of MMX and SSE instructions when available [1]. A full-featured CUDA and Open CL
interfaces are being actively developed right now. There are over 500 algorithms and about
10 times as many functions that compose or support those algorithms. Open CV is written
natively in C++ and has a templated interface that works seamlessly with STL containers.
At first, we take a video file as an input and then make a directory with the corresponding
name of the video file. Then we extract the number of frames of the video using Open CV
and store it to run a loop to extract each frame from the video. On extraction of each frame,
we store it in the recently created directory. The file names of each of these extracted frames
correspond to their frame number in the video. After reading all the frames of the video, we
move on to our next step of the model. The above process is presented in the flow chart in
Fig. 2.3. A sample simulation has been shown in Fig. 2.4.
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Fig. 2.3 Video to frame fragmentation
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Fig. 2.4 sample simulation of video to frame fragmentation
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2.3 Nudity Detection

The nudity detection part is implemented with the combined use of two libraries of the CNN
algorithm. The first library i.e. Open CV, mainly detects human figures from the fragmented
frames and crop them out in a separate image file. Then CNN is used on the new image
files to determine if the images are nude or not. The threshold that has been currently set
in the prototype made is 78% [9]. Any frame that has a nudity percentage of over 78% is
considered as an inappropriate scene and is therefore eligible for blurring. The model has
been trained with over 50,000 frames of images of nude scenes from videos all over the
internet to make the process as accurate as possible.

2.4 Object and Scene Detection

The main motive behind object detection is to have a control on what the viewers want
to watch according to their preferences. Some people might not want to watch dangerous
weapons, drugs, gore scenes. Our model will detect these unwanted things and if it exceeds
our predetermined threshold of 78%, then the image will be blurred. These scenes can be
really harmful for people with mental disorder, children and older people. Thus, it is very
essential to detect and blur such scenes prior to watching the video. To achieve this, we have
used Convolutional Neural Network.

2.4.1 Convolutional Neural Network to detect objects

A Convolutional Neural Network, also known as CNN or ConvNet, is an artificial neural
network that has so far been most popularly used for analyzing images [18]. CNN has some
type of specialization for being able to pick out or detect patterns and this is what makes
CNN so useful for image analysis[8]. It is known to work on a grid-like topology. CNN has
been successful in identifying faces, objects and traffic signs apart from powering vision in
robots and self-driving cars. CNN can be used to identify multiple objects at a high success
rate. Examples of object detection results obtained by using CNN algorithm in a given image
is shown in Fig. 2.5.
CNN consists of three steps to detect objects. These are convolution, pooling, getting fully
connected network and finally, giving the output with probability matching [7]. It goes
through two phases of convolution and pooling followed by fully connected phase and finally
giving the required output. An example of convolutional network is shown in Fig. 2.6.
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Fig. 2.5 Examples of Object Detection
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Fig. 2.6 Example of Convolutional Network

Fig. 2.7 Example of a CNN method for detecting object from an input image

2.4.2 The LeNet Architecture

LeNet was one of the very first convolutional neural networks. The LeNet architecture was
first introduced by LeCun et al. in their 1998 paper. LeNet was used primarily for OCR
and character recognition. Due to lack of significant computing power at that time, CNN
started picking up after some years. The latter works are basically improvements done on
LeNet in order to enhance its recognizing capabilities and increase its accuracy and efficiency.
Convolution layer, Sub sampling or pooling, classification or fully connected layer are basic
blocks of every CNN as mentioned earlier. The Convolutional Neural Network as shown in
Fig. 2.7 is similar in architecture to the original LeNet and classifies an input image into four
categories such as dog, cat, boat or bird whereas, the original LeNet was mainly used for
character recognition tasks.
Before getting into how the architecture works, it is necessary to know that every image can
be represented as a matrix of pixel values. A channel is a term used to refer to a component
of an image. An image from a standard digital camera will have the channels red, green and
blue (commonly known as RGB). These channels can be imagined as three 2D matrixes (one
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Fig. 2.8 convolution step dividing itself into layers separating each color layer

Fig. 2.9 (a) – Pixelated picture, (b) – Equivalent pixel value

for each channel) stacked over each other and each having pixels in the range 0 to 255 where,
a value of 0 indicates black and 255 indicates white and the between values are arranged
accordingly. A gray scale image has only one channel and the pixel range is also from 0
to 255 where, a value of 0 indicates black and 255 indicates white and the between values
are arranged accordingly. In case of a colored image, the convolution step divides itself
into layers separating each color layer (i.e. red, green blue) as shown in Fig. 2.8 and then
performs its operations.
The pixel value is a single value that represents the brightness of a pixel. Every image can be
represented as a matrix of pixel values as shown in Fig. 2.9.

2.4.3 Convolutional Neural Network Algorithm

Convolutional Operation

Convolution is a process of moving a filter mask over the image and computing the sum of
products at each location except that the filter is first rotated by 180 degrees. Convolution
is a mathematical operation on two functions [3]. The formula for convolution is given in
equation (2.1).
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Fig. 2.10 Convolution Example

w(x,y)∗ f (x,y) =
a

∑
s=−a

b

∑
t=−b

w(s, t) f (x− s,y− t) (2.1)

An example of the computation of convolution is shown in Fig. 2.10. In order to correctly
identify or detect an object with maximum noise reduction, several images are taken and
then the average operation is computed.
The computation is done by sliding the orange matrix over the original image (green) by 1
pixel (also called ‘stride’) and for every position, we compute element wise multiplication
(between the two matrices) and add the multiplication outputs to get the final integer which
forms a single element of the output matrix (pink). Top-left value of 4 is obtained by (1*1)+
(1*1)+ (1*1)+ (0*1)+ (1*1)+ (1*0)+ (0*1)+ (0*0)+ (1*0). The matrix in Fig. w is called
kernel, filter or feature detector or ‘feature detector’ and the matrix formed by sliding the
filter over the image and computing the dot product is called the ‘Convolved Feature’ or
‘Activation Map’ or the ‘Feature Map’.
The primary purpose of convolution is to extract significant features from the input image.
The convolution step preserves the spatial relationship between pixels by learning image
features using small squares of input data.
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Fig. 2.11 Max Pooling Example

Pooling

The pooling layer is usually placed after the Convolutional layer. Much like the convolution
operation performed above, the pooling layer takes a sliding window or a certain region that
is moved in stride across the input transforming the values into representative values. The
transformation is either performed by taking the maximum value from the values observable
in the window (called ‘max pooling’), or by taking the average of the values. However, max
pooling has been favored over others due to its better performance characteristics.
As discussed above, each pixel of an image gives the corresponding pixel value, thus forming
a matrix of pixel values. The convolution step takes the image, selects an area of the
image, and then performs max pooling, to collect the highest valued feature match from that
particular section of the convoluting task. An example of max pooling is shown in Fig. 2.11.
In the network shown in Fig. 2.12, pooling operation is applied separately to each feature
map. As a result, we get three output maps from three input maps.
It is evident from the Fig. 2.10 shown above that different values of the filter matrix will
produce different Feature Maps for the same input image. Thus, we can see the effects of
convolution of the input image with different filters. As shown in Fig. 2.13, we can perform
operations such as Edge Detection, Sharpen and Blur just by changing the numeric values of



2.4 Object and Scene Detection 17

Fig. 2.12 Three output maps from three input maps

our filter matrix before the convolution operation. Hence, different filters can detect different
features from an image, for example edges, curves etc.
It is important to understand that these layers are the basic building blocks of any CNN as

mentioned earlier. As shown in the above Fig. 2.7, the second Convolution layer performs
convolution on the output of the first Pooling Layer using six filters to produce a total of six
feature maps. Then Max Pooling operation is performed separately on each of the six feature
maps. Together these layers extract the useful features from the images. The output of the
second Pooling Layer acts as an input to the Fully Connected Layer, which will be discussed
in the next section.

Fully Connected Layer

The final step of the CNN is to form the fully connected network and give an output of
probability. The Fully Connected layer is a traditional Multi-Layer Perceptron. In a fully-
connected feed-forward multi-layer network, each output of a layer of neurons is fed as input
to each neuron of the next layer. The FCN uses the concept of an artificial neuron. It takes a
series of inputs, which are weighted, from the previous step of the process as shown in Fig.
2.14.
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Fig. 2.13 Effects of convolution of the input image with different filters

A Multi-Layer Perceptron (MLP) contains one more hidden layers in the process. The input
layer is simply the input that it is fed from the previous step, and that is not altered by the
FCN [5]. Next, in the hidden layer, it takes the weights of all input nodes and creates new
hidden nodes. These are called hidden nodes because, it has no direct connection with the
outside world. Furthermore, the required calculations and computations required to give
outputs is all done in this layer. The values are then fed to the output layer where each node
in the output layer is again calculated using the concept of neurons, shown above. After this,
all the outputs are compared to see which has the best probabilistic value out of all in order
to properly identify the given object that was fed to the CNN’s algorithm.
A multi-layer network typically includes three types of layers: an input layer, one or more
hidden layers and an output layer as shown in Fig. 2.15. The input layer usually merely
passes data along without modifying it. Most of the computation happens in the hidden
layers. The output layer converts the hidden layer activation to an output [6].
The output from the convolutional and pooling layers represent high-level features of the
input image. The purpose of the Fully Connected layer is to use these features for classifying
the input image into various classes based on the training data set [9]. The network takes
a training image as input, goes through the forward propagation step and finds the output
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Fig. 2.14 Artificial Neuron

Fig. 2.15 Example of a neural network
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Fig. 2.16 Probabilistic output after fully connected layer

probabilities for each class as shown in Fig. 2.16.
Since weights are randomly assigned for the first training example, output probabilities are
also random. The total error at the output layer is given by the formula shown in equation
(2.2).

TotalError = ∑
1
2
(target probability−out put probability)2 (2.2)

Then, back propagation is used to calculate the gradients of the error with respect to all
weights in the network and use gradient descent to update all filter values/weights and
parameter values to minimize the output error. In order to achieve higher accuracy, the
received data in the output neurons is sent backwards to the nodes to recalculate the function
with newly assigned weighted measurements [3] as shown in Fig. 2.17.

2.5 Blurring of Inappropriate Scenes

If any inappropriate scene is detected after nudity detection and object detection, then the
next step is to crop out the inappropriate part and blur it. Pillow is a python library using
which blurring is carried out. The video is re rendered including all the audio files and
the frames that were detected as inappropriate are now blurred [14]. Pillow offers several
standard procedures for image manipulation. These include:
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Fig. 2.17 Backpropagation

• per-pixel manipulations,

• masking and transparency handling,

• image filtering, such as blurring, contouring, smoothing, or edge finding,

• image enhancing, such as sharpening, adjusting brightness, contrast or color,

• adding text to images and much more.

The system uses the third section stated above which helps in blurring out certain scenes
from a video clip and thus making the video safer for any user that decides to use the model.
An example of blurring an inappropriate scene is shown in Fig. 2.18. The accuracy of the
scenes being blurred again depends on the training method of the code. Any such scene
which have been recognized as a gore or nude is blurred out by Pillow.
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Fig. 2.18 The picture above is the original inappropriate image and the below image is the
blurred output image



Chapter 3

PROPOSED MODEL AND
EXPERIMENTAL SETUP AND
RESULT ANALYSIS

In this chapter, we provided the flowchart of our proposed model, the experimental setup as
well as the results and comparisons in the following sections.

3.1 Flowchart

The flowchart of the proposed model as shown in Fig. 3.1 consists of three major steps. The
very first step is to fragment the video into frames. The next two steps consist of nudity
detection and object detection.

3.1.1 Work-flow Description

The work flow for this model has three major steps. In the very first step, the video input
taken is fragmented into different frames. Then, the two detection processes nude detection
and object detection are run simultaneously [17]. The process of nude detection revolves
around two algorithms. The human detection algorithm crops out human portion and passes
it to the nude detection algorithm and then based on the result from both of the algorithms,
the percentage of nude images is calculated. If the percentage is more than 78%, then we can
conclude that the video has pornography. Otherwise, presence of adult scenes is drawn as
conclusion. Likewise, object detection algorithm is also performed to detect specific type
of scenes. For instance, if we are detecting crime or gore scenes, then the object detection
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Fig. 3.1 Flowchart of the proposed model
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algorithm would check for it in all of the frames and give out the percentage of inappropriate
scenes in the total video.

3.2 Experimental Setup

The proposed model is divided into two parts as already discussed. One part deals with
nudity detection which further determines adult scene like censored sex scene in any movie,
nude scene or pornography. Another part deals with finding scenes like crime scene, gore
scene, violent scene, etc.

3.2.1 Training

As mentioned before, we used CNN to detect any explicit content in any video. To do that, at
first, we trained the model with over 50,000 frames of images (last count - 68,961 frames)
that must be considered explicit [13]. We even trained the model with a considerable amount
of non-explicit images (last count – 1209 frames) to know the difference between any explicit
and non-explicit image. The number is pretty low in the non-explicit training procedure since
the training mainly focuses on the explicit content and anything that is not considered to be
explicit can be snipped into the non-explicit category easily. Most of the data has been taken
from various online sources over the internet and some have been manually added to the
model after extracting frames from an explicit video. Fig. 3.2, Fig. 3.3, Fig. 3.4 and Fig.
3.5 shows an exempt of how the model has been trained by the frames extracted from an
explicit video. The model now recognizes all these frames from that video as inappropriate.
Therefore, if there are any similar scenes in any other video the user wants to give as input
and check, the model will identify the explicit content and pass the frames on to the next step
of the iteration.
The training can also be done using internet images that are considered to be gory or
inappropriate. Fig. 3.6 shows what the frames look like after they have been fed into the
system as an example of inappropriate scenes.
The accuracy in the training is improved by the following methods shown in Fig. 3.7, Fig.3.8
and Fig. 3.9.

3.2.2 Blurring

After the training has been done, the system is ready to be used on user input videos. A path
directory of a file to be analyzed is set in the "extractframes.py" and the code is run to extract
all the frames from the input video [16]. After the frames have been extracted, these are
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Fig. 3.2 Extraction of frames
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Fig. 3.3 Extracting frames
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Fig. 3.4 training the model
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Fig. 3.5 Frames extracted
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Fig. 3.6 Gore dataset
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Fig. 3.7 Training curve of the algorithm
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Fig. 3.8 The first image shows the cross entropy curve and the second image shows the
validation accuracy curve
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Fig. 3.9 The above curve shows the overlapping curve of training and validation accuracy



34 PROPOSED MODEL AND EXPERIMENTAL SETUP AND RESULT ANALYSIS

Fig. 3.10 Classify.py

saved in another file directory and those frames are now eligible to be classified as explicit
and non-explicit. Therefore, the code "classify.py" is then run setting the file directory path
as that of the frames that have already been extracted. The Fig. 3.10 shows how the transition
looks on screen.
Every frame is analyzed whether it is explicit or not. The threshold set for the image to be

considered as explicit is 78% for the model we built. Therefore, any image that crosses that
threshold is considered as explicit and is blurred out using Pillow. Fig. 3.11 shows how the
frames those were detected as inappropriate have been blurred.
All the frames are then rendered into a video and a new video file is then created which is

completely explicit scene free. Thus, improving the video watching experience for any heart
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Fig. 3.11 Blurred frames After Classifying
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Fig. 3.12 Explicit Percentage Curve of Input Videos

patient who cannot watch any violent or gore scenes. It can also help parents to have better
control over what their children are watching.

3.2.3 Results and Comparisons

The number of videos that are tested on the model are over 100. Four videos were taken
as input. Some videos are 30 seconds, some are 45 seconds, some are 50 seconds. It can
be concluded that the videos are approximately 1 minute long. The cumulative results of
explicit percentages of each video have been shown in Fig. 3.12.

In Fig. 3.13, the results have been shown in a graphical representation to make easy
comparison with other algorithms that are available for similar purposes.
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Other methods to detect nudity and gore scenes from a video include HOG (Histogram of
Oriented Gradients) and SIFT (Scalable Invariant Feature Transform) [10]. However, CNN
is better and thus we have used CNN for our model.
The HOG feature is based on first order image gradients. The image gradients are pooled
into overlapping orientation bins in a dense manner. HOG is:

• Based on first order image gradients pooled in orientation bins.

• Dense (evaluated all over the image).

• Hand engineered and no learning algorithm for it.

SIFT is similar to HOG only that SIFT is specifically a 128 dimensional vector that summa-
rizes or describes a “16×16” window patch. The SIFT is obtained by dividing the “16×16”
window into “4×4” bins. Each bin has 8 orientation bins or channels. So that makes the
dimensionality of SIFT descriptor equal to “4×4×8 = 128”. SIFT is:

• Based on first order gradients.

• Course, that is, it is evaluated around scale invariant feature points obtained using
the Difference of Gaussian key point detector. There is a dense variant known as the
dense-SIFT.

• Hand engineered and thus does not learn the representation by itself, it is hard coded.

While CNN is a hierarchical deep learning architecture which is based on repeated convolu-
tional operations and repeatedly filter the signal at each stage [4]. The filters are trainable,
that is, they learn to adapt to the task at hand during learning. CNNs are:

• Trainable feature detectors which makes them highly adaptive. That is why they can
achieve high accuracy levels in most applications such as image recognition. They can
be trained end-to-end [5].

• Mainly supervised deep learning models motivated by the primary visual cortex with
alternating layers of convolutions and pooling layers [19].

• They can learn low-level features similar to SIFT and HOG features from training
examples alone, that is amazing [12]. Thus one can minimize feature engineering
when it comes to using CNNs.

Thus SIFT and HOG features are low-level features which don’t make use of hierarchical
layer-wise representation learning while the CNN is a hierarchical deep learning model
which is able to model data at more and more abstract representations.
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Fig. 3.13 Difference in accuracy of the three models.



Chapter 4

CONCLUSION

4.1 Limitations

Nudity detection and object detection only works for coloured images. These detections do
not work for gray scale images. In this era, this limitation should not be a problem as all the
images are coloured. For the inappropriate scenes to be fully detected, it is required that the
scenes under detection are fully visible in the screen. If this is not the case, the results can be
incorrect as the algorithms will fail to detect the inappropriate scenes. If people are wearing
skin-colored clothes, then the results will lead to false positive conclusions.

4.2 Future Work

It would be very interesting to see if it is possible to detect various human poses and from
those poses detect their action. Then it would be possible to scan human clothes and degree
of nudity. It would be a new challenge for the system to identify explicit content by analyzing
unlimited variations in clothing and human figure for different age group. We will also try
to extract various features from our training data to train our system so that it can detect
sexually explicit or gore content more accurately. If our system gives us satisfactory result
using feature in neural network then we can also update our system for detecting violent
action in a video.
Moreover, we plan to make an application for our model on an android platform using
Android Studio. This will make life easier for people as they will be able to carry our
platform and use it on any mobile phone device. The platform will also be improved by
training the model with more data and in turn make the iterations and detections more
accurate.
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