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Abstract

It is of extensive importance to develop a technique for automatic surveillance video
analysis to recognize the presence of violence. In this work, to identify violent videos,
we put forward a deep neural network. For extracting frame level features from a
video, a convolutional neural network is used with a pre-trained ImageNet model.
The characteristics of the frame level are then aggregated using a long short-term
memory variant that uses fully connected layers and leaky rectified linear units.
Together with the long short-term memory, the convolutional neural network is
capable of capturing localized spatio-temporal features that enable the analysis of
local motion in the video. The performance is further evaluated in terms of accuracy
of recognition on three standard benchmark datasets. In order to determine the
capabilities of our proposed model, we also compared our system results with other
techniques. The approach proposed outperforms state-of - the-art methods while
processing the videos in real time.

Keywords: Machine Learning; Violent Activities Detection; Convolutional Neural
Network; Recurrent Neural Network; Long Short-Term Memory; DarkNet-19
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Chapter 1

Introduction

The technological advancement in video and image processing has been unprece-
dented due to their importance in finding out intricate contents for various appli-
cations and purposes which includes search, summarization and recognizing action.
The emphasis on recognizing actions from video stream has been growing in re-
cent years due to the rise of violent acts involving terror groups to various single
or multiple person attacks. This has resulted into the usage of surveillance cam-
eras throughout the world on an ubiquitous level. The footage that these cameras
streams are manually inspected for such violent acts by humans all the time which
is really tenacious and not feasible in the long run in order to scale this operation.
Also, the process of detecting such scenarios can be error prone due to the fact that
humans can make mistakes or they might not catch a significant event due to inspect-
ing other feeds. There’s been millions of cameras around the world for surveillance
purposes but even if the error percentages are low still the dangers are there for
thousands of people. This is just an estimation which allowed us to think about the
current situation of violence detection systems and methodologies. This calls for
certain measures and fast detection of violence without the help of humans. Hence
we turn towards deep learning methods which are able to learn by itself and it is re-
quired as it can be used effectively to detect potential violent activity before anyone.

The technology to detect objects and movements has a come a long way in terms
of developments and allows us to merge these technologies to create a system which
can detect potential violent activities effectively that happens in our everyday life.

This is where our system comes in which proposes to use deep learning algorithms
in order to detect violent activity automatically. This involves various stages of
process such as object detection, action detection and video classification. In recent
years there has been research conducted by academics and also many companies
are eyeing to build a system which detects violent activities automatically through
the videos[2], [8], [35], [48]. There’s been great deal of advancement too. We are
creating a system with techniques that will help us detect violent activities without
the help of manual detection or a presence of a human. In this system we propose
methodologies that will be able to recognize violent threats and activities using
deep learning methodologies. We have used Convolutional Neural Network(CNN),
Recurrent Neural Network(RNN) along with Long Short-Term Memory(LSTM) and
various methods which made our system validate its action recognition techniques.
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Our system will be able to detect violent activities seamlessly from video streams
or recorded videos. Firstly, We have to take video inputs and put these inputs
through the Neural Network and get an output using deep learning methods which
tells us if the actions are violent or not. We had to go through many trial and
error because detecting actions and differentiating between non-violent activities and
violent activities are still a major setback. But we have tried to make it accurate as
possible. Our paper is divided into following chapters: Chapter 2 directly plunges
into some of the work related to our research such as Action Recognition, violence
Recognition. Chapter 3 highlights and gives an introduction on the algorithms,
datasets and Libraries that we have used for our research and to create our system.
This is followed by chapter 4, which describes the proposed design created for the
system, its proposed interface, working process and an explanation on the algorithm
and functions we have used. Chapter 5 explains the implementation of the system
- starting from the experimental setup, accuracy evaluation and gradient clipping.
The results are finally obtained in chapter 6, and the conclusions are drawn along
with potential future implementations in chapter 7.
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Chapter 2

Literature Review

2.1 Action Recognition

A sequence of images makes up a video and the system should be able to recognize
the location of humans and understand how human motion is changing with time in
each video frame. Action recognition task involves identifying various actions from
video clips (a 2D frame sequence)[76].The action may or may not be performed
throughout the video’s entire duration. This appears to be a natural extension to
multiple frames of image classification tasks and then aggregating the predictions
from each frame. For the image frame feature extraction from a video, multiple
approaches are observed. Ding et. al used 3d convolutional layers to extract the
spatial and temporal features whereas fully-connected layers are applied to classify
them, which will be expounded on later[24]. Over the last decade, several works have
been presented on action recognition by researchers. These works can be classified
into mainly two categories:

1. Hand-crafted

2. Deep-net

Most of the traditional Computer Vision algorithm variants for action recognition
could be broken down into the following 3 broad steps: local high-dimensional visual
characteristics that describe a region of the video are either densely extracted[16] or
at a sparse set of points of interest[9]. The extracted characteristics are combined
into a video level description of a fixed size. One popular variant of the step is to
bag visual words (derived from hierarchical or k-means clustering) for video-level
encoding features. A classifier, such as Support Vector Machine(SVM) or Random
Forest(RF), is trained for final prediction on a bag of visual words These algorithms
that use shallow hand-crafted features in Step 1, improved Dense Trajectories[28]
(iDT) that use densely sampled trajectory features was the state-of - the-art. At the
same time, in 2013, 3D convolutions were used without much help as is for action
recognition[21]. Soon after this, two breakthrough research papers were published
in 2014 . The main differences between them were the choice of design to combine
spatiotemporal information. The earlier work was based on hand-crafted features
for non-realistic actions, where an actor used to perform certain actions in a sim-
ple background scene[76]. These systems extract low-level features from the video
data and then feed them for action recognition to a classifier such as support vector
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machine (SVM), decision tree, and K-Nearest Neighbors(KNN). For example, Yil-
maz and Shah analyzed the geometric properties of spacetime volume (STV) called
action sketch[10]. By capturing STV direction, speed, and shape for action recog-
nition, they stacked body contours in time axis.

In addition to hand-crafted features based action recognition approaches, several
methods based on deep learning have also been proposed in recent years but de-
spite the stratospheric success of ImageNet deep learning architectures, progress in
video classification and representation learning architectures has been slower. In
many areas such as image classification, person re-identification, object detection,
speech recognition, and bioinformatics, profound learning has shown significant im-
provement[64]. Authors Karpathy et al. explore multiple ways to use2D pre-trained
convolutions to fuse temporal information from consecutive frames[27]. Consecutive
video frames are presented in all configurations as input. Single frame uses a single
architecture that at the last stage fuses information from all frames. Late fusion uses
two networks with shared parameters, separating 15 frames, and combining predic-
tions at the end as well[76]. Early fusion combines over 10 frames in the first layer.
Slow fusion involves multi-stage fusion, an early-to-late fusion balance. Multiple
clips were sampled from whole video for final predictions and averaged prediction
scores from them for final prediction. The authors found that the results were
significantly worse than state-of - the-art hand-crafted feature-based algorithms de-
spite extensive experimentation[76]. To capture local spatio-temporal information,
a multi-resolution CNN framework for connectivity of time domain features is pro-
posed. This method is evaluated experimentally on a new 487 class ”YouTube 1
million video dataset.” The authors claimed that CNN’s foveated architecture had
accelerated the training complexity. They improved the recognition rate for large
datasets up to 63.9 percent, but their recognition rate on UCF101 is 63.3 percent,
which is still too low to recognize such important task of action. Multiple reasons
for this failure were there as the learned spatiotemporal features did not capture
motion features The data set was also less diverse and it was difficult to learn such
detailed features. The authors, Simmoyan and Zisserman[28], build on the failures
of Karpathy et al’s previous work. [28] proposed a two-stream CNN architecture
in which the first stream captures spatial and temporal information between frames
and the second shows the dense optical flow of multiple frames. By combining two
datasets, they increased the amount of data for the CNN model training. Given the
toughness of deep architectures to learn movement characteristics, authors explicitly
model movement characteristics in the form of stacked optical flow vectors. There-
fore, instead of a single spatial context network, this architecture has two separate
networks-one for spatial context (pre-trained), one for context of motion[76]. The
spatial net input is a single video frame. Authors experimented with the input to
the temporal net and found that the best performance was bi-directional optical flow
stacked across 10 successive frames. The two streams were trained and combined
separately using SVM. The final prediction was the same as the previous paper,
i.e. the sampled frame average. Although this method improved the performance
of single stream method by explicitly capturing local temporal movement. There
were still some drawbacks, because video level predictions were obtained from av-
erage predictions over sampled clips, the long-range temporal information was still
missing in learned features[76]. Since training clips are sampled from videos uni-
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formly, they have a problem with assigning false labels. It is presumed that the
fundamental truth of each of these clips is the same as the basic truth of the video
which can not take place if the action takes place only for a short period in whole
video[76]. The method involved the pre-computation and separate storage of optical
flow vectors. Special training was also offered for both streams, which means that
end-to-end on-the-go training is a long road still[76]. Ji et al. develops a straightfor-
ward implementation of deep networking action recognition through 3D convolution
networks[21]. In a time axis, 3D convolution kernels were applied to video frames to
capture spatial and temporal information. They also claimed that their approach
could capture information on movement and optical flow as frames are connected at
the end by fully connected layers. Ng et al. proposed two CNN models to process
each frame of the input video for action recognition[48]. Special 1x1 kernels process
the output of intermediate layers of both architectures in fully connected layers. Fi-
nally, the method used 30 frames of unrolled LSTM cell connected to CNN’s output
in training. Bilen et al. analyzes the feature maps of the pre-trained model for
video representation called dynamic image[49]. In the fine tuning phase, they added
rank pooling operator and approximate rank pooling layer that combines maps of
all frames into a dynamic image as one video representation. Deep learning based
approaches have the ability to accurately identify hidden patterns in visual data due
to their enormous pipeline of representation of features. On the other hand, for its
processing, it requires enormous amount of data for training and high computational
power.

Several models using LSTM, RNNs[2] have recently been developed to address se-
quence problems such as machine translation[29], speech recognition[20], caption
generation[44], [47] and video action recognition[35], [43]. In 1997, the LSTM was
introduced to combat the effect of the vanishing gradient problem that plagued the
community of deep learning. The LSTM incorporates a memory unit that contains
information on the LSTM unit’s viewing inputs and is regulated using a number
of fully connected gates. In Ng et al’s work. authors investigated the idea of us-
ing LSTMs on individually trained feature maps to determine the possibility of
temporary data captured in clips[48]. ]. Regrettably, they concluded that tem-
porary pooling of compressed features is more efficient than stacking LSTM after
trained feature maps[76]. In Donahue et al. paper, authors build on the same
idea of using LSTM blocks (decoder) after convolution blocks but using end-to-end
architecture-wide training[35]. They compared the RGB and the optical flow as
the input choice and found that the weighted predictive score on both inputs was
the preferred choice[76]. 16 frame clips will be sampled from video during training.
The architecture is trained end-to-end with RGB input or 16 frame clips optical
flow. For each clip, the final prediction is the average of predictions over each time
step. The final video-level prediction is an average of each clip’s predictions. The
UCF 101 dataset benchmark test was found to be 82.92 percent. Even though the
authors proposed end-to-end training frameworks, there remained some disadvan-
tages, such as the false label assignment as video clips were breached and long-term
temporal information was not captured[76]. Using optical flow meant separately
pre-computing flow functions. During their work, Varol et al. tried to compensate
for the stunted problem in the temporal range by using less spatial video resolution
and longer clips (60 frames). This produced overwhelmingly improved results[8],
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[76]. Recently, Xingjian et al. replaced the LSTM’s fully connected gate layers with
convolutional layers and used this improved model to predict nowcasting precipita-
tion with improved performance from radar images[45]. This latest LSTM model
is called the convolutional LSTM (convLSTM). It was subsequently used to predict
optical flow images from videos[40] and to detect anomalies in videos[53]. The con-
vLSTM model is capable of encoding spatiotemporal information in its memory cell
by replacing the fully connected layers in the LSTM with convolution layers.

2.2 Violence Detection

In the specific area of the identification of violence, the bulk of the work is focused
on the low-level characteristics. Usually, features such as optical flow, gradients,
intensities and other local characteristics are extracted[69]. As a result of human
body variations, it is difficult to capture effective and discriminatory features in the
field of video-based violence detection. The main causes of the variations are scale,
point of view, mutual occlusion and dynamic scenes. By recognizing violent com-
ponents such as flame, blood[10], weapons and audio[64], most methods focused on
detecting violent scenes. Such methods, however, may not be appropriate for mon-
itoring videos with poor image quality. The disadvantages, such as low detection
rate and high false alarm, limit this type of method. Furthermore, these features
are not suitable for general surveillance systems that are always lacking in audio
information. Nam et al. is one of the earlier works. They proposed threshold values
for auditory and visual properties[3]. For auditory functionalities, amplitude and
energy were taken into account as well as sudden changes in 2 of the total entropy
[69]. They calculate the dynamic activity as visual features in order to identify
rapid movements as well as pixel color thresholds for blood detection. Cheng et al.
proposed an auditory approach to detect basic audio events such as gunshots, ex-
plosions, engines, car breaks, etc[5].Hidden Markov models (HMM) were trained in
the recognition and targeting of sound activities and modeling correlations between
multiple events with Gaussian mixtures to extract complex sémantic contexts[69].
However, these earlier methods relied on specific events and individually looked for
each. Bermejo et al. are proposing a method that generalizes and attempts to
identify violence through motion[15]. Using low-level features such as Space-Time
Interest Points (STIP) and Motion SIFT (MoSIFT)[11], an extension of the SIFT[7]
image descriptor for video, they exploited a Bag of Visual Word (BoVW) approach,
adding an optical flow histogram representing local motion. For each video classi-
fied via Support Vector Machine (SVM), these features were then used to stabilize
a bag of words. Souza et al.[30] also used a BoVW-based approach to classify video
shots as violent or not with local spatio-temporal features. Multiple descriptions
identified by STIP were hard coded to use spatio-temporal information and encode
a bag of features for each shot and then a linear SVM was trained to classify videos
so that relatively better results were obtained[69]. These approaches emphasize the
importance of using movement and space-time features in the detection of violence.
While the descriptors extracted around interest points may capture some meaning-
ful information to detect violent actions, they may not be robust in the surveillance
video scenario against scene variations. In addition, the enormous amounts of in-
terest points extracted can hurt system efficiency directly.
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Xu et al. used the MoSIFT algorithm to extract low-level video description. The
non-parametric Kernel Density Estimation (KDE) and sparse coding were used to
select the MoSIFT descriptors and process the selected features to eliminate redun-
dant features and obtain more discriminative features[30]. Then, prior to classifica-
tion, the typical BoW model was used. Senst et al.proposed the LaSIFT descrip-
tor as a model for the classification of violent video appearance information and
Lagrangian-based motion features[41]. The LaSIFT feature was evaluated with the
BoW framework and showed better performance on the Hockey Fight dataset[15]
and the Crowd Violence dataset[17] than the SIFT[7] and MoSIFT[11] descriptors.
A novel approach was reported for violence detection in Reference[60], which could
effectively describe dynamic characteristics in violent videos. The incorporation of
the direction-based Lagrange field measurement into the SIFT descriptor developed
a new characteristic for analyzing violence[74]. Then, an extended BoW procedure
processed the features further. Similar to MoSIFT[11], a new descriptor named
MoWLD for violence detection was developed by Zhang et al.[62]. MOWLD com-
bines a WLD histogram describing space and an HOF that shows the movement
of the points of interest [74]. Then, in a similar way to Reference[30] Zhang et al.
processed the descriptors[62]. Although some appearance and motion information
could be captured by the descriptors extracted around the interest points, they are
limited to the locations of the interest points and omit the valid information beyond
the neighborhood of interest points. There are other models for detecting violence.
Zhang et al. proposed a quick and robust video surveillance video framework to
detect and locate violent behaviour[56], [74]. First, it proposed a Gaussian Opti-
cal Flow Model (GMOF) to extract regions of candidate violence. Secondly, in the
candidate regions, a novel descriptor called the Optical Flow Orientation Histogram
(OHOF) was proposed. The descriptors were finally fed into a linear SVM to dif-
ferentiate between violent and non-violent events. However, if the background is
messy and dynamic, the GMOF algorithm will show low discriminative efficiency.
Datta et al. detected violence by using information from a person’s limbs about
the trajectory of motion and orientation[4]. To obtain the position of the limbs, the
precise silhouettes are required, but the segmentation of the object is difficult due to
the serious occlusion. Some other works represent violent videos by combining sta-
tistical characteristics extracted from spatiotemporal motion blobs, including mean,
variance, standard deviation, centroid, area, etc.[36], [37], [57]. The models with
such features benefit from low computer complexity but have limited accuracy of
classification. Deniz proposed a new method, which used the most important feature
of violent conduct to use extreme acceleration patterns [23], [74]. By applying the
Radon transform to the power spectrum of consecutive frames, these extreme accel-
eration features are effectively estimated. However, the dynamic background affects
the extreme acceleration patterns, resulting in a high false alarm. Due to the serious
occlusion and moving crowd, detection of violence in crowded scenes presents more
challenges. Reference[17] has taken into consideration of the statistics of adjust-
ments in the magnitude of speed vector in violent crowd behaviour. These statistics
are represented using the Violent Flows (ViF) descriptor, which is collected for short
frame sequences. The linear SVM classifies ViF descriptors. his method provided a
computationally effective means of detecting crowd violence. However, the perfor-
mance of the ViF-based method significantly decreased in the data set of non-crowd
behavior. In order to identify non-crowded violence in videos[52] based on a ViF
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descriptor a new feature known as Oriented Violent Flows (OViF) has been pro-
posed[74]. The OViF features describe the movement magnitude changes based on
the movement orientation statistics. However, in crowded scenarios, this approach
could not work well. Huang et al. introduced a statistical method for detecting
violent crowd behaviors based on optical flow fields. This method considered the
optical flow field statistical characteristics and extracted the optical flow descriptor
(SCOF) statistical characteristics to represent the video frames[26]. The descriptors
of SCOF were then classified using linear SVM into either normal or violent events.
However, this approach is limited to the descriptor of SCOF which only models the
motion information and could not capture the features of the appearance. In this
work, we aim to develop a method that in general scenes and crowded scenes can
effectively detect violent behaviors.

Because of the great success of deep convolutional video action networks such as
the Temporary Segment Networks[55] researchers created strong neural networks
[46], [50], [51], [61], [63], [74]. Ding et. al extracted the spatial and temporal char-
acteristics from the 3D convolution layers and classify the characteristics from the
fully connected layers (as shown in Fig. 1)[24]. However, the variable length of
videos is not supported by both of the proposed methods. And the 3D convolution
computational time is growing rapidly due to the depth of the temporal axis. Dong
et al. proposed the idea of using LSTM for the aggregation of features for violence
detection[50]. This technique comprised of extracting features from raw pixels, opti-
cal flow images and acceleration flow maps through a convolutional neural network
and late fusion[67]. Zhou et al. have established a FightNet to portray the complex
relationship between visual violence and three kinds of input methods, i.e. RGB
image coverage for space networks, optical flow and short term acceleration pictures
for the network[63].Experimental results in the identification of violence have shown
positive results [74]. In general, UCF101[19] is usedto pre-train deep neural networks
for video-based violence detection to prevent over fitting. However, the networks on
the targeting datasets do not always perform excellently, especially for datasets that
differ significantly from the pre-trained dataset, like the Crowd Violence dataset[17],
[74]. In this sense, a major obstacle impedes deep learning-based methods: lacking
a sufficiently large training dataset for violence. Moreover, deep neural networks
are inevitably suffering from higher computational complexity, which requires more
advanced hardware devices. Regardless, motivated by the great success of deep neu-
ral networks in computer vision[12], [14], [31], [32], we are proposing an alternative
deep learning approach to the detection of video-based violence.
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Chapter 3

Algorithms, Datasets and Tools

3.1 Algorithms

3.1.1 CNN

Convolutional Neural Network (CNN) has been regarded as one of the most common
categories in neural networks for image recognition, classification, object detection,
face recognition etc. CNN is one of the most important features of neural networks
that’s rigorously used in the field of Computer Vision. CNN image classification
usually takes an image as an input then process it and then classifies the image
under different sort of categories such as Cat, Dog, Bear, Tiger etc. The input that
the computer gets, it sees the image as an array of pixels and it entirely depends
on the image resolution. It sees the height, width and the dimension of the input
image. Basically, CNN is made up of different layers and the input images goes
through these layers to be processed and categorized. These CNN layers usually
consist of convolutional layers (Kernals), pooling layers, fully connected layers and
normalization layers.

Figure 3.1: Convolutional Neural Network.
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The convolution layer is the first layers the input image needs to go through and it
is the first layer that extract different features from an input image. It learns about
the image features by using small squares of data. The convolution layer usually
take the input image and uses a filter on the input image which results in an output
image so it takes two images as an input then produces a third as an input[75]. If we
need to define this mathematically then the layer multiplies the signal from input
with the kernel to get a modified signal.

For image processing its usually the few image matrices that becomes one matrix
which is known as Kernel matrix. Below in the image it’s a Feature Map which has
taken a 5 x 5 image matrix multiplies with a 3 x 3 matrix.

Figure 3.2: Feature Map.

In CNN the pixels also deal with strides. Stride is basically the number of pixels
that shift over the input matrix. If the stride is 2 then the filters move to 2 pixels
at a time. Also to take the input images perfectly and process them perfectly we
need padding too. The filter needs to fit perfectly over the input image. We either
cut out the image where the filter did not fit or pad the picture with zero where the
filter did not fit perfectly.

Furthermore, we need pooling which is a sample based discretization process[68].
Pooling reduces the input images dimension and allows assumptions to be made
about the features of the input image. There are different sort of pooling techniques
that can be used to make assumptions such as Max pooling, Average pooling and
Sum pooling. Max pooling is the most effective technique as it takes the largest
element.
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Figure 3.3: Simplified Representation of A CNN Architecture.

After the input image goes through the pooling layer the matrix turns into vector
and then it goes into a fully connected layer like neural network. Lastly to summarize
how we will be using CNN to make assumption from an image is we would feed an
input image into the convolution layer. Then we would have to choose different
parameters, apply filters with strides, use padding if the image required it then let
the computer perform convolution on the image. The system then needs to perform
pooling to cut down on the dimensionality size. After reducing the dimensionality
we need to add as many as convolutional layer until its satisfied. Then feed this into
the fully connected layer[70].

3.1.2 RNN

People do not start their thinking from scratch. We understand each word based
on our understanding of previous words. We don’t throw away everything and start
thinking again from scratch. Our thoughts persist. This is not possible for tradi-
tional neural network and this is a major deficiency. This is where Recurrent Neural
Networks comes in. They are networks with loops within them, which allow infor-
mation to persist. They do not work like the traditional neural network which cant
remember their previous input due to their nature but Recurrent Neural Networks
is the first algorithm that recalls its input due to an internal memory which makes
it perfectly suited to problems involving sequential data in video classification or
predicting violent activities. Recurrent Neural Networks (RNN) are a powerful and
robust type of neural networks and are currently among the most promising algo-
rithms out there as they are the only ones with an internal memory[65]. Recurrent
Neural Networks are able to remember important things about the input they re-
ceived because of their internal memory, which allows them to be very accurate in
predicting what will come next. This very function of RNN helps us in our research
because we are predicting violent activities from videos so our system needs to re-
member which input it was given due to the fact that those videos are cut down into
frames which goes as input one after another. If our system cant seem to remember
the previous inputs then it wont be able to connect the dots and predict which is
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a violent action and which is a non-violent action. To work with RNN’s we need
to understand what sequential data is. It is basically just ordered data, where the
things or the inputs are related to each other and follows such as the sequence of
the DNA or time series data.

Figure 3.4: Recurrent Neural Network.

In RNN, the cycles of information through a loop. When making a decision, it takes
the current input into account as well as what it has learned from the previously
received inputs. RNN’s usually has a short term memory. A good way to describe
how RNN works in a simple manner is to imagine that we are feeding a word which
is say “ Working”. Now if we input the word sequentially so that it can predict
the word after some inputs it needs to remember the inputs from the start or else
it won’t be able to predict. Traditional neural network does not have any internal
memory that’s why for these sorts of problems they aren’t much helpful, this is why
we have chosen Recurrent Neural Network which will be able to remember the input
beforehand and able to produce the output.

Figure 3.5: RNN’s Map.

Each rectangle is a vector and functions are represented by arrows . Input vectors
are red, output vectors are blue and green vectors hold the state of the RNN (more
about that soon). (1) Vanilla processing mode without RNN, from fixed input to
fixed output (e.g. image classification). (2) Sequence output (e.g. image capture
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takes a picture and outputs a word sentence). (3) Sequence input (e.g. sentiment
analysis if the sentence is classified as positive or negative). (4) Sequence input and
sequence output (e.g. Machine Translation: the RNN reads the English sentence
and then the French sentence).

3.1.3 LSTM

Long Short Term Memory networks (LSTM) are usually an extension of Recurrent
Neural Network(RNN) and its capable of learning long-term dependencies. LSTM
network extends RNN’s memory to remember things even more that what the usual
RNN can remember. For the layers of an RNN, which is then often called an LSTM
network, an LSTM units are used as building units. LSTM allows RNN to keep track
of their inputs for a long time. This is because LSTM’s contain their information
in a memory, which is similar to a computer’s memory because the LSTM is able
to read, write and delete information from its memory. This memory can be viewed
as a gated cell, where gated means the cell decides whether or not to store or delete
information (e.g. whether or not it opens the gates), based on the information’s
importance. Importance assignment occurs through weights that the algorithm also
learns. This simply means that the information is important and not learned over
time.

Figure 3.6: Three Gates in A LSTM.

We have three gates in an LSTM: the gate of input, forgetting and output. These
gates determine whether to allow new input (input gate) or not, delete the infor-
mation as it is not important (forget gate) or let it affect the output at the current
time step (output gate). A picture of an RNN with its three gates can be seen above.

Equations for LSTM,

it = σ(wi[ht−1, xt] + bi) (3.1)

ft = σ(wf [ht−1, xt] + bf ) (3.2)

ot = σ(wo[ht−1, xt] + bo) (3.3)
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it → represents input gate.

ft → represents forget gate.

ot → represents output gate.

σ → represent sigmoid functions

wx → weight for the respective gate(x) neurons.

ht−1 → output of the previous LSTM block (at timestamp t− 1).

xt → input at current timestamp.

bt → biases for the respective gates(x).

The first equation 3.1 is for the Input gate. This equation tells us the whether to
allow a new input or not. The second equation 3.2 is for forget gate which tells us
of the information is not important or not. And the third equation 3.3 is for output
gate which tells us whether we let the unimportant information affect our output at
the current time step.

3.2 Dataset

For our research we came across lots of datasets that are commonly available from
different sources. We had to accurately choose between lots of options in order to
use the datasets for our research. In most of the cases we see that the availability
of datasets for particular research work are scarce but for our thesis work we had
lots of available datasets that’s been used before in similar research work. But in
order to use them according to our research need we had to go through the descrip-
tions and the compatibility with the system that we have created. Firstly, we came
across violent-Flows database[17] which has both crowd violence and Non-violence
database and benchmarks. The database includes all real world video footage of
crowd violence along with standard benchmark protocols that are specifically de-
signed to test both violent and non-violent classification and outbreak of violence.
This dataset contains two hundred and forty seven videos. These videos have been
downloaded from Youtube. The average length of all the videos footage is 3.60 sec-
onds.

Another alternate dataset that we have used for our research project has been used
before[17] in a similar research work as ours. According to the paper[15] action
recognition research has been mostly given preference on working towards detecting
simple actions such as walking, jogging but action detection for violent behavior has
been comparatively less studied. This dataset was analyzed with the well-known
Bag-of-Words framework to detect actions, along with two action descriptors STIP
and MoSIFT. The database contains 1000 sequences that’s divided into two groups
fights and non-fights. The fight dataset is names Hockey Fight Dataset and the
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non-fight dataset is called Movies Dataset.

The third and the most up to date dataset that we have used to train our system
is called The VSD benchmark and it’s a collection of violent events extracted from
movies and videos, with high level audio and video concepts[34]. The creation of
this dataset is intended towards using it for assessing the quality of methods for
the detection of violent scenes or the recognition of violence related concepts in
movies and web videos. The data consist of 3 different sub packages. First one is
the data that’s been used for the 2013 and before versions of the benchmark. This
package uses old naming annotations. Second one is the data that’s been used in
2014 benchmark. It follows new naming annotations, web videos and features and
old naming of the annotations[78]. This dataset includes video footage from over
32 movies that describes the violence level from extremely violent movies to non-
violent movies. Later in 2014 86 short videos were downloaded from YouTube and
the frame rate was 25. The definition of the violent scenes according to the source
are “scenes one would not let an 8 year old child see because they contain physical
violence” [78]. In this dataset they have used different concept in the videos such as
presence of blood, Fights, presence of fire, presence of firearms. We will primarily
work with the Video concept – Fights. In this segment different types of fights were
annotated which results in different tags in the file such as:

1. 1vs1: only two people fighting

2. Small: For a small group of people (number of people was not counted, it will
roughly correspond to less than 10).

3. Large: for a large group of people (greater than 10).

3.3 Libraries

3.3.1 OPENCV

OpenCV(Open Source Computer Vision Library) is an open-source library which
includes hundreds of computer vision algorithms[77]. OpenCV has a module struc-
ture that includes several shared or static libraries. As our thesis works primarily
with video footage we had to utilize OpenCV and it has been an integral part of it.
OpenCV has some modules that we can use such as Core functionality, it is a mod-
ule that defines basic data structure, including dense multi-dimensional array Mat
and basic function used by all the other modules available[77]. Its module includes
linear and non-linear image filtering, geometric image transformations (resize, affine
and perspective warping, generic table-based restoration), color space conversion,
histograms, etc.[77]. We needed the image processing module because we primarily
work with images from video footages and process them using OpenCV. Also one
of the most important modules that we needed from OpenCV is the Video Anal-
ysis module which includes motion estimation, background subtraction and object
tracking algorithm. OpenCV also includes modules such as Object detection of the
predefined classes and an Video I/O module which is an easy to use interface to
simple UI capabilities.
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3.3.2 Tensorflow

Tensorflow is a distributed environment created by Google that has variety of use.
TensorFlow is an open source library for large-scale machine learning and numerical
computing. TensorFlow bundles a slew of machine learning models and algorithms
together with deep learning (aka neural networking) and makes them useful through
a common metaphor. It uses Python to provide the framework with a convenient
front-end API to build applications while running high-performance applications
[73]. Tensorflow is being used implement the complete CNN and RNN using deep
learning methodologies. We have used Tensorflow to train the model. Then Validate
and evaluate the models with sequence of images.
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Chapter 4

Proposed Methodology

4.1 Overview

As mentioned previously, the aim of creating this system is to propose such a study
through our prototype that is able to identify potential threats and provide alerts
in likely cases like when fights break out. An applicable scenario for example, would
be school fights or bullying. Figure 4.1 provides a comprehensive look at the over-
all working process of the proposed system. A CNN takes the input video frames
and outputs the features to the Long Short-Term Memory (LSTM) to learn global
temporal features and finally classify the features by fully-connected layers. This
network can not only be implemented by the pre-trained models in ImageNet, but
also have the flexibility to accept variable length videos.

The proposed architecture of the network is displayed in Figure 4.1 It has been
shown that the local temporal characteristics that can be obtained from the op-
tical flow are also important in addition to adding the LSTM (which is supposed
to extract global temporal characteristics) after the CNN[72]. It has also been re-
ported that the virtue of optical flow is due to its appearance invariance as well as
its accuracy at boundaries and at small displacements[71]. Therefore, in this work,
by taking two video frames as input, the effect of optical flow should be mimicked.
The pre-trained CNN processes the two input frames. The first neural network is
a convolutional neural network aimed at extracting high-level image features and
reducing input complexity. We are using a pre-trained DarkNet model trained on
the large visual recognition challenge ImageNet dataset. This is a conventional com-
puter vision task, in which the models attempt to categorize whole images in 1,000
classes like ”zebra”, ” cow” and ”mop”. Contemporary object recognition models
have millions of parameters and therefore can take weeks to finish their training.
Transfer learning is a technology that significantly improves many of this work with
a fully trained model for a number of categories such as ImageNet and retraining
for new classes from existing weights[58]. The two frame outputs of the pre-trained
model’s bottom layer are concatenated in the last channel and then fed into the
additional CNN (labeled in Figure 4.1 by orange color). Since the outputs from
the bottom layer are considered to be the low-level features, by comparing the two
frames feature map, the additional CNN should learn both the local motion features
and the appearance invariant features. The two frame outputs from the pre-trained
network’s top layer are also concatenated and fed into the other additional CNN to
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compare the two frames ’ high-level features. In order to learn the global tempo-
ral features, the outputs from the two additional CNN are then concatenated and
passed to a fully connected layer and the LSTM cell. Lastly, the LSTM cell outputs
are classified by a fully connected layer containing two neurons representing the two
categories (violence and non-violence), respectively.

Figure 4.1: The Proposed Network Architecture.

The blue-colored layers are pre-trained on the ImageNet dataset and frozen during
training. On the video dataset, the layers marked by the orange color are trained.
Due to its accuracy on ImageNet and the above-mentioned real-time performance,
Darknet19[59] implements the pre-trained model. Since the Darknet19 already con-
tains 19 convolution layers, the additional CNN is implemented by the residual
layers[27] to avoid the degradation problem.

Figure 4.2 shows a prototype for system application. The end-user process is
straightforward: the goal is to have a front-end where you can upload and start
classifying a video in real-time. You can see how the classes and the respective ac-
curacy for that class are constantly changing. These values constantly update every
three seconds until the video is over One of the things we can do with this video
classifier is to connect it to a security camera and keep analyzing the video in real
time, and when the system detects criminal or suspicious activity, it could activate
an alarm or alert the police. In addition, we can use a similar system trained with
the appropriate data to detect different types of activity, such as a camera located
in a school where our goal would be to detect and stop bullying. This is further
mentioned in our future plans.
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Figure 4.2: Possible Front-end of Our System.

4.2 Violence Representation

The best deep-learning solutions work with very clear and concrete concepts, such
as well-defined objects, facial expressions and specific actions. On the other hand,
the concept of violence is subjective and complex, posing the challenge of how to
reliably represent it in a neural network. Consequently, our suggestion is to separate
the concept of violence into sharper and more practical definitions[69]. With these,
a broader concept such as violence can be detected by aggregating specific features.

4.2.1 Defining concepts of violence

It is not entirely new to divide violence into more specific concepts. Back in 2003,
Cheng et al identified audio signatures that could signal various types of violence,
such as explosions, gunshots and car crashes[5]. In line with this, to find more spe-
cific types of violence, we can train different detectors as suggested by [69]. Instead
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of fusing several general features that attempt to encapsulate the entire concept of
violence, we can break down into smaller features and find features for each, later
combining them for a more robust system. This is not without its challenges, since
data is scarce for specific events. Here we are examining the Hockey Dataset to see
whether a fight scene is occurring or not. A considerable amount of the labelled
data on which the study is based on treats violence as a general idea and it is very
subjective, as in one can be identified as a violent person in a specific scene, but
not another [69]. We can find a better definition of violence itself by using specific
concepts of violence as a starting point, recognizing common characteristics between
them. The first step towards a more robust representation of this problem is to grasp
the nuances of the concept of violence and understand its definitions. We used fights
as the defined concepts of violence from the available dataset as it was more evident
in it. We then trained individual CNNs to learn their specific characteristics for
each concept.

We then trained individual CNNs to learn their specific characteristics for each con-
cept. Our architecture maps outcomes of the last layer into two filters (violence
versus non-violence). For each concept, the network is also finetuned. The fea-
tures were extracted from the network’s last fully connected (FC) layer, which is
the last pre-classification layer. This output’s dimensionality is 1024-d. Each of
these particular concepts has its own characteristics, so the neural network must
learn independently. For example, still images can detect and confidently classify
the presence of firearms, cold arms and blood. Firearms have a well-defined range
of shape and color, whereas the color and texture of blood can be confidently char-
acterized. We plan to include these classifications later. Each one of these concepts
has its own properties and needs to be learned separately. However, fights and deto-
nations are timely events and can use a network to extract features related to those
concepts using this information[69]. On the other hand, gunshots can be identified
through audio and a network that can analyze this video signal can give us a better
set of classification features. We train a specialized detector for each concept and
send its characteristics to independent classifiers and only then do we fuse the scene
to be classified as violent or not.

4.3 Network Architecture

4.3.1 Input Frames and CNN

Videos are picture sequences. In order for a system to identify if a fight is taking place
between the people present in the video, it should be able to identify the locations
of the people and understand how the movement of the said people is changing over
time. Convolutional Neural Networks (CNN) are capable of giving each video frame
a good representation. A Recurrent Neural Network (RNN) is needed to encode
the temporal changes. Since we are interested in spatial and temporal dimensional
changes, LSTM will be an appropriate option. The LSTM will be able to encode the
spatial and temporal changes compared to LSTM using the convolutionary gates in
them. This will lead to a better representation of the video being analyzed.
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4.3.2 Transfer Learning using DarkNet-19

This is a conventional computer vision task, in which the models attempt to catego-
rize whole images in 1,000 classes like ”zebra”, ” cow” and ”mop”. Contemporary
object recognition modelshave millions of parameters and therefore can take weeks
to finish their training.Transfer learning is a technology that significantly improves
many of this work witha fully trained model for a number of categories such as Im-
ageNet and retrainingfor new classes from existing weights[58]. There are two pre -
trained models, one for images of 224x224 and one for images of 448x448. We chose
the 224x224 model.Taking the 224x224 sizes would mean less overall parameters
and thus less computational power. Furthermore, taking larger sample size would
require more data to train on resulting in insufficient samples that could lead to
underfitting. This issue is also alleviated by taking the smaller patches. The input
image channels are in RGB order (not BGR), with values within [ 0, 1 ] normalized.

Figure 4.3: Transfer Learning.

Darknet-19 consists of mostly 3x3 filters and it uses global average pooling to make
predictions as well as 1x1 filters to compress the feature representation between 3x3
convolutions. It has 19 convolutional layers and 5 max-pooling layers[59]. It has
been primarily used due to its faster performance and less computational power
compared to its successor Darknet 53.

Figure 4.4: DarkNet 19.
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4.3.3 Incorporating Temporal Information

We will take advantage of the temporal information available in videos for the sec-
ond front. The setting in which they happen is likewise significant for violent scenes,
and this temporal data is crucial to recognize it from non-violence. Various motion
descriptors and other forms will be explored to represent time. Most recent ap-
proaches use a combination of features such as MFCC[33], [39] or time-related visual
features such as STIP[33], Dense Trajectories[33], [39], MoSIFT[38], and Temporal
Robust Features a.k.a. TRoF[54] to describe motion. However, those extracted by
a CNN[33], [38], [39], [42] are the most prominent features. It is an incredible fa-
vorable position to have the capacity to process tremendous measures of data and
consequently find a set of features that can be utilized to arrange this data. Al-
though early outcomes are a long way from perfect, the improvement and potential
is critical, particularly when temporal data is sustained to the neural network.

4.3.4 CNN + LSTM

To recognize a video as violent or non-violent, the network ought to have the ca-
pacity to encode localized spatial attributes and how they change over time. With
the downside of having increased computational complexity, handcrafted features
are able to achieve this. CNNs are capable of generating discriminating spatial
features, but for temporal encoding using Long Short Term Memory (LSTM), ex-
isting methods use the features extracted from the fully connected layers. The
fully-connected layers output represents the entire image’s global descriptor. There-
fore, the existing methods do not encode the spatial changes located. As a result,
they use methods that involve adding more data streams such as optical flow images
resulting in increased computational complexity. In this context, the use of LSTM
becomes relevant as it encodes the convolutionary features of the CNN. In addition,
the convolutional gates in the LSTM are trained to encode local regions ’ tempo-
ral changes. This enables the entire network to encode localized spatiotemporal
characteristics. Convolutional neural networks process information as separate data
points, but other types of networks are also promising, such as Recurrent Neural
Networks (RNN) or the (LSTM) networks, which both store and use information
from previous frames to calculate features for the next frames, incorporating some
temporal information within their own architecture. RNNs ’ main attraction is that
they not only take the current input they see as input, but also what they perceived
a step back in time and combine it to determine how they respond to new data.
This means the network can take advantage of the sequential information, and this
has a clear purpose to use the sequence information itself to perform tasks that are
impossible for feed forward networks. Sequential information is preserved in the
hidden state of the recurring network, which spans many steps as it falls forward,
affecting each new input processing. This architecture can be very useful as it is a
sequence of events that happen over time.

An LSTM network works similarly, but instead of just using the information passed
by one step in the past, they learn through many steps of time, allowing them to
link causes and effects that occur over an extended period of time. They contain
information in a gated cell outside the recurrent network’s normal flow. This cell
makes decisions on what to store, and when to allow reading, writing, and erasure,
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through opening and closing gates. These types of networks open up opportunities
for the detection of violence, as we can effectively use the video’s temporal informa-
tion as input. These types of neural networks point to a hidden transitional state
between a non-violent and a violent state, and identifying this hidden state can be
valuable information, not only to help identify when the violent scene begins and
ends, but also to be able to predict if there will be a violent scene.

Figure 4.5: Overview of The Markov Violence Decision-making Process And It’s
Transitional States.

Designing a Markovian decision process from a neural network has been used for
problem optimization[50], but it can be adapted to identify the boundaries of a vi-
olent scene and transfer context information to the classification process. A violent
scene is full of subjective contexts, and depending on the nature of the video, a
fighting scene, for example, can be intertwined with spectators ’ close-ups, which
alone do not indicate violence, but are placed in a violent context. Identifying these
transitional states can help to determine whether or not a non-violent scene belongs
to a violent scene, as illustrated by Figure 4.5.
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4.3.5 Leaky Rectified Linear Unit

Figure 4.6: Leaky ReLU.

The Rectified Linear Unit is the most commonly used activation function in deep
learning models with a Leaky ReLU (LReLU), we are overcoming the ”dead ReLU”
problem that happens when your ReLU always has values below 0-because of 0
gradients in the negative part, this completely blocks learning in the ReLU. The
LReLU derivative is 1 in the positive part, and the negative part thus is a small
fraction as mentioned in Figure 4.6.
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Chapter 5

Implementation

5.1 Experiments and Optimization

In order to extract hierarchical characteristics from the video frames, the convolution
layers are trained and then aggregated using the LSTM layer. The network functions
as follows: sequentially applying the frames of the video under consideration to
the model. Three benchmark datasets are used and the classification accuracy is
reported to evaluate the effectiveness of the proposed approach in classifying violent
videos which is further mentioned later in the paper.

5.1.1 Experimental Setup

Using the TensorFlow library, the network is implemented. For training, N number
of frames that are equally spaced in time are extracted from each video and re-sized
to a size of 224 to 224. Every 0.2 seconds, we extracted a frame and used this frame
to make a prediction using the Darket19 model. This is to stay away from the excess
calculations involved in the processing of all frames, as adjacent frames contain data
that overlaps. The number of frames selected is based on each dataset’s average
video duration. The network is trained with 10 learning rates and 40 batch sizes
using the RMSprop algorithm which is the number of frames in one iteration. Using
the Xavier algorithm and variance scaling, the model weights are initialized. During
the training stage, the network is running for 40 iterations. The video frames are
re-sized to 224 / 224 at the evaluation stage and are applied to the network to be
classified as violent or non-violent. To make their mean zero and variance unity, all
the training video frames in a dataset are normalized.

Once all the frames are applied, in this final time step, the hidden state of the
LSTM layer contains the representation of the applied input video frames. This
video representation is then applied to a series of fully-connected classification layers
in the hidden state of the LSTM. We used 128 filters in 2 gates in the LSTM and
64 filters in the second gate, conv2. This is with a filter size of 3/3 and step 1.
Thus the LSTM’s hidden state is made up of 128 feature maps. Before the first
fully connected layer, a batch normalization layer is added. Before each of the
convolutionary and fully connected layers, a leaky rectified linear unit (ReLU) non-
linear activation is applied. In the network, the difference between adjacent frames
is given as input instead of applying the input frames as such. Thusly, rather than
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the frames themselves, the system is compelled to demonstrate the progressions
occurring in adjacent frames. This is inspired by the technique suggested in[28] by
Simonyan and Zisserman to use optical flow images as input for action recognition
to a neural network. The distinction image can be considered as an unrefined and
approximate adaptation of optical flow images. As a input, a distinction between
adjacent video frames is applied frames in the proposed method. This avoids the
computational complexity involved in the generation of optical flow images. The
network is trained to minimize the loss of entropy in the binary cross.

5.1.2 Accuracy Evaluation

In this work, the proposed model can deliver the classified result per frame. The
previous research, however, evaluates the video-level accuracy. The results of the
frame-level are collected and processed by the following strategy in order to be able
to compare with the previous work: the video is classified into a certain category if
and only if the number of such category’s continuous signals is greater than a certain
threshold. This threshold can be derived by scanning the threshold from 0 to the
video length and seeing which threshold provides the best accuracy in the valida-
tion set, as shown in Figure 4.3. If multiple thresholds can yield the same accuracy,
choose the small one. Photograph. Figure 5.1. The validation set’s threshold-
accuracy curve. The horizontal axis is the threshold of the number of continuous
frames with the positive signal. The vertical axis in the validation set represents
the accuracy at such a threshold. Thresholds starting from 3 to 9 are all the most
accurate in the Figure . The smallest threshold (i.e. threshold= 3) is selected so
that this metric could reflect the continuous false positive in the test set.

Figure 5.1: The threshold-accuracy curve in the validation set.
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5.1.3 Gradient Clipping

Gradient Clipping Because of the long-term components[22], it is well known that
the recurrent network gradient may increase rapidly. The normal way to handle the
explosive gradient would be: truncate the gradient to keep it within a reasonable
range. While several studies solve this problem through a different approach: start
training with a few unrolls, then double the size of unrolls when the loss reaches
plateaus[66]. They found it wasn’t even necessary to clip the gradients in the second
approach. They also state that the network may not even converge without starting
from the small unrolls[66]. In this work, I found that even the initial unrolls are
set to the length of the videos, the network can easily converge. The absence of
gradient clipping, however, causes the loss curve to oscillate during training, even
if the training starts with a small unroll. Therefore, the network’s gradients are
truncated between -5.0 and 5.0. The gradients were also tested in the smaller range
(e.g. from -1.0 to 1.0). My experiment, however, shows that this will hardly cause
the network to converge to the lower minimum.
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Chapter 6

Results

To reiterate, the study proposes a methodology to detect violent and non-violent
scene. In this paper, we used three types of algorithms: CNN+LSTM and RNN+LSTM.
At the end of the research, the most accurate, convenient and efficient options were
used from the variety of options available in each part. Bermejo et. al proposed
the dataset for hockey. It has 500 fighting clips and 500 hockey game non-fighting
clips[13]. Following Ding et Al. proposed experiment, our data set is further divided
into 200 clips (including 100 fighting clips and 100 non-fighting clips) for testing,
800 training clips[25]. Table 6.1 shows the result. So the respective percentage is 80
% for training and 20 % for testing.

Table 6.1: Comparison Between Two Proposed Models.

Model Accuracy
CNN 92%
CNN + LSTM 98%

Figure 6.1: Comparison Between Two Proposed Models.

In table 6.1 and graph 6.1, we can see that CNN model gives less accuracy than
CNN + LSTM. The main reason for giving better accuracy is RNN works on the
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principle of saving the output of a layer and feeding this back to the input in order
to predict the output of the layer. While CNN can do only image recognition and
object classification. Furthermore, CNN only considers the current input while RNN
considers the current input as well as the previously received inputs. Because of its
internal memory, it can memorize previous inputs. RNN also handles sequential
data and has a short term memory. However, as we are using LSTM, it has a long
short term memory. Because of LSTM the training takes less time and also has high
accuracy. Furthermore it solves the problem of gradients disappearing. As a result,
RNN LSTM gives more accuracy than the other algorithms we used.

We followed the 5-folds cross validation technique for performance evaluation of our
model. The model architecture selection was made by evaluating the performance
of the various model dataset.

Table 6.2: Comparison Between Previous Methods and Proposed Method.

Methods Violent-Flows Dataset Hockey Dataset VSD Bechmark
1. MoSIFT+HIK[15] 90.9% 89.5%
2. ViF[17] 81.3±0.21% 82.9±0.14%

3. MoSIFT+KDE+

Sparse Coding[30] 89.05±3.26% 94.3±1.68%
4. Three streams + LSTM[50] 93.9%

5. Proposed 92.19±0.12% 98±0.55% 94.57±2.34%

Table 6.2 and graph 6.2 shows that the comparison between different method that
has been applied before and the proposed method. One can see that the proposed
method exceeds other state-of - the-art methods in this work. Moreover, it shows
that the proposed method gives a better result in the case of Hockey Fight Dataset.
The biggest problem to consider aggressive behavior as violent is in the case of
sports. For example, the fight video includes players fighting each other in the
hockey dataset. So checking if one player moves closer to another player is an easy
way to detect violent scenes. However, non-violent video is also made up of hugging
players. So, it becomes very tough to detect violent scene and non-violent scene.
But this can be avoided by the proposed method which encodes motion of localized
regions. In the case of Violent Flows Dataset, the proposed methodology does not
give a good accuracy like Hockey Fight Dataset. The main reason is only a small
part of the aggressive behavior is found in the violent videos while a large portion
of the videos remain as spectators. As the model founds most of the people behaves
normally, it marks it as a non-violent scene. Models that do not consider temporal
information i.e. single frame models have been reported to have a strong perfor-
mance. This could be due to the fact that the network does not necessarily have to
learn the motion features of the moving objects and that several categories in the
video classification task in multiple datasets like Sports-1M and UCF-101 can be
easily recognized. The scene or the backgrounds in the videos help in that regard.
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Figure 6.2: Comparison Between Previous Methods and Proposed Method.

However, when considering the Sports -1M dataset all the videos are shot in the
hockey field in this work, and when examined by the human eyes, several frames
are needed for better recognition. A simple single frame network was also proposed
to compare the proposed method with the single frame model. As illustrated in
Figure: 6.4, The output of the Darknet-19 goes to the single frame. After that, for
input classification the output of the feature map goes to the three fully connected
layers.
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Table 6.3: Classification Accuracy Obtained with The Dataset for Different Models.

Input Classification Accuracy
Video Frames
(randominitialization)

94.1±2.9%

Video Frames
(Darknet19 pre-trained)

96±0.35%

Difference of Video Frames
(randominitialization)

95.5±0.5%

Difference of Video Frames
(Darknet19 pre-trained)

98.5±0.55%

Figure 6.3: Classification Accuracy Obtained with The Dataset for Different Models.

Moreover, table 6.3 and graph 6.3 shows the accuracy of using two different inputs
which are video frames and difference of video frames. The table also shows that
Darknet19 pre-trained network model results which is almost 98.5% compared to
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Figure 6.4: Single Frame Model.

using a randomly initialized network. We choose difference of video frames as input
and use a pre-trained model which is Darket19. Darknet19 database are able to gen-
eralize better and lead to better performance for tasks such as action recognition.
As we are using difference of video frames as input, the network is forced to model
the adjacent frame changes rather than the frames themselves. As a result, differece
of video framse which is tained on Darknet19 gives better performance than others.
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Chapter 7

Future Work and Conclusion

7.1 Future Work

In future, we plan to design an online front-end application where we can upload
videos to detect violent activities. Furthermore, we are planning to take our research
into next step by detecting suspicious activity in real time. We will try to connect
this prototype with surveillance camera and a device so that it can detect suspicious
activity or criminal activity. The moment the system detects suspicious or criminal
activity it could active an alarm or alert the police or guards. In our research we
are only using three kinds of datasets: Violent-Flows Datasets, Hockey Datasets
and VSD Bechmark. However, we can also train our network with other different
datasets to detect different kinds of activity. For instance, we can train our network
to detect bullying in real time with a camera located in school and college.

One of the challenges raised by violence’s subjectivity is that one person can classify
the same scene as violent and not violent by another. If violence is treated as a
relative attribute[6], this ambiguity is lessened. We plan to show a couple of scenes
instead of asking if a scene is violent and ask which one is more violent. Kovashka
et. al have shown that when making relative statements vs. absolute statements,
humans agree more[18]. With this in mind, we can label our data as a relative at-
tribute with violence and use statistical models like the Bradley-Terry[1] to estimate
and assign real-number scores for each perceived violence scene. We now have a per-
ceived violence global ranking and can use it to define better thresholds for what
is considered a violent scene. This method can also be used in conjunction with
concepts of violence to help determine which are perceived to be more violent and
therefore more important for the final classification. For instance, if scenes ranked
higher in violence contain fights more frequently than fire, in a later classification
fusion we can adjust the weight of these concepts. It is also a step towards a more
robust study of the definition of violence.

In terms of more kinds of violent activity being detected. These particular concepts
have their own characteristics, so the neural network must learn independently pro-
vided there is a good dataset available. In the future we plan to categorize violence
further by adding more sections like suspicious, fire, explosions, gunshots, etc.
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7.2 Conclusion

In this paper, we proposed a network system which can detect violent and non-
violent scene. This network uses pre-trained model on ImageNet (Darknet19) dataset
and also extracts global and local temporal features. CNN is used for frame level
feature extraction. Convolutional long short term memory is being used for feature
aggregation in the temporal domain. The proposed model is performed on three
different datasets which are violent flows dataset, hockey fight dataset and VSD
benchmark dataset. We created a system with a high accuracy in detecting violent
activities from pre -recorded videos. To detect violence in real time processing speed
or any sort of violent activities frame by frame we need higher processing speed. We
also showed that if the network is trained on video frame difference as input, it gives
better accuracy.
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