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Abstract

This research proposes a model that will enable us to predict the agricultural outcome of a
country. The prediction will include the agricultural yield for the upcoming years as well as
predict the profit margin for particular crops. Although some researches have been done in
this field but most of those are in Bangladesh perspective. In our country, being the oldest
form of raising economy, agriculture is a field that has not yet been blessed by modern
technology or data analysis. This prediction is made by analyzing the dataset of certain vital
parameters for rice production, such as Temperature, Humidity, Sunshine and Area using
different Regression Analysis and Support Vector Machine (SVM) techniques. The dataset
containing the history of Rice Production, Price Diversity and Fertilizer Usage, taken from
the yearbook of Bangladesh Agricultural Development Corporation (BADC), Bangladesh
Rice Research Institute (BRRI), Ministry of Agriculture (Bangladesh) and by some primary
data collection from Gazipur and Pabna, is also analyzed to calculate the profit per year along
with comparing the accuracy of the prediction. This proposed model aims to pave the way
for data science to touch the sector that keeps our economy running aiming to maximize the
production of crops which will result in more profit for the farmers as well as contribute to
the economy with the ancient form of revenue collection.
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Chapter 1

Overview

1.1 Introduction

Bangladesh, our motherland is a country that has been gifted by nature through its fertile
land. But through the passage of time, the fertility has reduced to a certain extent. Although
our agricultural production is satisfying, it still fluctuates. Therefore, predicting how much
crop our country can produce in any given economic year is an urgent requirement. The
model we are proposing will focus on predicting the agricultural production of our country
more specifically the production of rice. Given the specific data that is required by the model,
the model can then analyze and form a prediction for the production. Being able to predict
the agricultural outcome not only helps us to be prepared for any kind of shortage, but also
it helps to maximize the profit for the farmers. Farmers, who are the solely responsible to
produce the food we eat are not well compensated. Very often it happens that they do not
get the price they deserve just because we are not able to know what the total production
might be and what the estimated price would be. Therefore, the model we are proposing
will predict the rice production of our country for the upcoming economical year based
on multiple factors including humidity, minimum and maximum temperature, sunshine,
year-base production of rice, price of rice in the local market and so on. If we are able to
generate a well enough prediction, we can then know how the price of each unit of crop is
going to be throughout the entire year. This will help the farmers to get the price they deserve
and maximize their profit. Therefore, the government can take necessary steps to prevent a
chaos and import rice that are necessary.

We plan to achieve our goal by applying data analysis mainly. Our system will require
historical data to work with. The data about the related fields are collected from various
sources in order to analyze and generate prediction.
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1.2 Motivation

These days, data are being collected and are being used in almost every fields. These data
that are collected from individuals or organizations are being used for many things. Some
of the data are being used in order to generate personalized advertisement over the internet,
some are being used to generate probability or predictions about important events, some are
being used in order to gain profit in business. However, in our country there is one sector that
is not utilizing the advancement of data science and this sector is agriculture. To be more
exact, even if a researcher wants to do some research work in this field it is very hard to find
any useful data to work with. The least amount of data that can be found are not in any usable
format and requires a lot of processing before it can be used in any kind of data science
application. Although, the possibility of applications of data science in this sector is very
promising as till date very few good researches have been done in this sector in perspective
of our country. Taking this into consideration, it worked as our main motivation behind
our research. We wanted to work and contribute in this field which has not been utilizing
the resources that modern computer and data science has to offer. We wanted to develop a
system at a initial state that can predict the agricultural outcome of a country given that it has
proper input data. Correct and useful data are hard to find in this regard. Most of the data are
not even digitized. Therefore, we wanted to work in this sector. So that we can contribute in
making a good and useful data set so that any researcher who would want to work int this in
the future would have a decent data to work with. This will make the process on contribution
in this sector much more effective and would encourage and motivate the authority to collect
more relative and useful data regarding this sector. This was our motivation behind putting
our effort in this sector that has been deprived from the blessing of modern data science and
analysis. A successful implementation of the proposed model will enable us to predict the
future outcome of agricultural production which will tell the if authority if there is going to
be any kind of scarcity of any crops. If so, then the authority, in this case the government
cane take advanced steps in order to overcome this issue by suitable means.

1.3 Contribution Summary

As agriculture sector is the main contributor behind our economy, knowing the future outcome
will not only help us to know about the food production of the country but will also enable
us to have an idea about the major portion of our economy. Our proposed model will predict
the future outcome of any agricultural product if data of certain parameters are given as
input. The output data will give us a prediction about the production. This will give ideas
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about where we should put more emphasis in our production. The proposed model is initially
tested on rice production but it is suitable to work with any other crops to. Also, during our
research, we have created a data set from scratch and unusable data that can be used for
future researches. The data we initially got was not usable and most of them were in hard
copy. We had to manually digitize the data. After that we have performed multiple filters and
cleaning to the data set and came up with a usable data set for our research. This data set that
we developed can be used to run multiple algorithms. So we would like to mention the data
set as our contribution along with our main proposed model.

1.4 Thesis Outline

In the later part of the paper, the chapters of the thesis are organized as follows:

• Chapter 2 of this paper presents the background information regarding this approach.
Also, the algorithms that were planned to be used and were finally used in order to
generate the required prediction.

• Chapter 3 presents the proposed model of our research that includes detailed informa-
tion about the parameters or attributes that were used to generate prediction. Also, this
holds discussion about the final data set along with the data collection process and
accuracy of the implemented algorithm.

• Chapter 3 proposed model

• Chapter 4 presents our experimental setup,analysis and findings in details.

• Chapter 5 concludes and talks about the future work plan for the research.





Chapter 2

Background Study

2.1 Literature Review

Prediction, or predicting the future data to be more precise is now one of the most explored
topic in computer science. In data science, a major part is mining of data and predicting
the future outcome of any certain field. Many algorithms have already been developed in
order to achieve this. These predictions are being made by using algorithms in almost all the
major fields. Companies and organizations are using these predictions to estimate their future
sales or production so that they can take proper steps to maximize their profit and grow their
business. Already researchers are using data analysis techniques in order to make predictions
[1]. Predicting the future outcome, these researches have also been extended to the field of
agriculture. Researchers have already tried to predict the future yield of crops applying the
techniques of data science and machine learning.

Previously, researches have used BP Neural Network approach to achieve this same
endeavor [2]. According to the researchers, BP Neural network approach has three layers
that need to be implemented. They are known as input layer, hidden layer and output layer.
The hidden layer itself has many multiple layers that do not have any individual connections
but has only connection to adjacent layers. This approach of predicting the outcome is
quite difficult to implement and increases complexity. Also, researchers had found some
limitations for this approach.

Furthermore, researchers have also applied supervised machine learning techniques in
order to achieve accurate prediction[3]. Multiple learning algorithm have been used in their
approach. Researchers applied K-Nearest Neighbour or KNN, Decision tree algorithm ID3
which is also known as Iterative Dichotomiser 3 in order to analyze the production of the
previous year. However, this method of implementations also had their limitations. The main
drawback is that the data set has to be very well defined in order to apply these algorithms.
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In perspective our country, finding a very well-defined data set is not possible. In fact, the
available data are very much scattered and not of any particular format. So applying these
techniques require a heavy data preprocessing which is not efficient. Our model looks for
algorithms that do not require very well-structured data.

Researchers have applied decision tree model in order to make prediction about objects
that are not discrete and real but structured[4] . They calculated the expected loss or profit
from their training data classification. Previous work mainly focused on a framework based
on information dimension system[5] .

Researchers who applied BP neural network has found that it has shortcomings of its
own[2]. These are mainly seen when dealing with large number of multidimensional data.
When the types of data sets are found, the networks structure becomes hard to design and it
requires more training time as the convergence time become longer. Also, it is prone to fall
in local minimum state[2].

Researchers also tried to apply time series analysis in order to predict the price[5].
Researches were conducted to predict and analyze the fluctuation price of vegetables and
crops. Their study aimed to identify the time series function that would identify trends and
seasonality of individual vegetables and investigate factors of supply and demand[6].

Furthermore, many researchers have also proposed model that utilized APC and CV in
order to determine indicators that showed the fluctuating prices[6]. ARIMA and GARCH
has also been applied by researchers as time series models[6].

Researches also used satellite data in order to predict the temperature in the areas where
crops are produced[7]. But the major limitation for this approach is that this model will not
be accessible to many because it requires access to real time satellite data. Additionally, the
accuracy of this approach turned out to not satisfactory.

In this paper, we propose a model or a system that will make prediction about the future
production of crops and their price and profit margin. In order to do so, we implement the
regression algorithm and Support Vector Machine (SVM) algorithm. This model implements
multiple methods of regression analysis to determine the accurate outcome. Also, this
approach will give us overall idea about the most suitable algorithm for this use case as we
will be implementing multiple algorithm on the same data set. Therefore, we can compare
and determine which algorithm delivers the most accurate result and in a more efficient
manner. These methods can work with data set that are structured and well defined. It is not
possible to find such data set in our country so we have manually collected all data ourselves
and processed them in order to make them suitable for our algorithms.
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2.2 Algorithms

To implement our research on predicting agricultural yield for any particular crop using
multiple factors of production, different algorithms were required. Therefore, we have
implemented multiple algorithms in order to predict the outcome. Multiple algorithms have
been used because not all algorithms were suitable for all the use cases and also, we wanted
show a comparison between different algorithms. In our research work, we have used linear
regression, support vector machine (also widely known as SVM), and random forest.

2.2.1 Regression Analysis

Regression analysis a method in which observations of events are used to determine and
quantify relationship between one variable and some other independent variable, if any.
The dependent variable or the target variable is a field in the data set and also it is widely
referred to as dependent variable in regression analysis. Though regression analysis is a part
of statistical science but it is implemented in numerous fields of data science and machine
learning. The base of regression analysis is based on these two variable types. Researchers
often have used regression analysis in order to generate a model for analyzed data. For the
goal of making predictions based on multiple factors, there are many types of regression
types that are available and widely used. However, all the regression techniques are based on
mainly three main features or parameters[8]. These are the main features of any model that
drive the regression algorithm towards prediction. The three parameters are:

1. Total number of independent variables

2. Type of all the different variables

3. Shape of the regression line.

In short it can be said that, regression analysis is used with a view to estimating or predicting
the average value of the dependent variable in terms of the known or fixed values of the
independent variable(s). Dependent variables are usually denoted by “Y” and independent
variables are denoted by “X”.

Linear Regression

In order to make any kind of model for data prediction, one of the most widely used method
is linear regression. The dependent variable, which is one of the key factors of regression
method, is usually continuous in nature. However, the independent variable can either be both
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of continuous or discrete. The regression line that is produced is linear by nature, hence the
name linear regression. Also, the variables have linear relations between them. Using linear
regression method, relation between dependent variable (X) and independent variable (Y) is
established. The relation is established using a best fitted straight line. This is represented by
the equation below:

Y = a+bx+ e (2.1)

In the equation given above,

1. represents intercept

2. represents the regression coefficient

3. e represents the error term

We will now discuss all these terms, in order to have better idea about them.

1. Intercept (a): if we consider a function y = f (x) then, the value of y will be the intercept
value given that the value of x is zero.

2. Regression coefficient (b): For every one unit of change in “x”, the change of value
seen in y is known as the regression coefficient.

3. Error term (e): This is the error that might have been generated by using the sample
data or set of data. This error might generate wrong idea about the population.

After predicting the model there can be minimum error. Therefore, we can calculate the error
from the following equation:

Y (pred) = bo+b1x (2.2)

The values b0 and b1 must be chosen so that they minimize the error. If sum of squared error
is taken as a metric to evaluate the model, then goal to obtain a line that best reduces the
error[8].

Error =
n

∑
i=1

(Actual out put −Predicted out put) (2.3)

Then, the intercept calculation with the equation below[8]:
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bo = y′−b1x′ (2.4)

Lastly, the regression coefficient equation is[8]:

b1 =
∑

n
i=1(Xi−X ′)(Yi−Y ′)

∑
n
i=1(Xi−X ′)2 (2.5)

From these equations a perfect model can be plotted to get the best outcome possible. Linear
regression is mostly used technique both in machine learning and data science so this should
be calculated without any error.

2.2.2 Support Vector Machine

One of the prominent machine learning algorithms is support vector machine, which also
widely known as SVM in short[8]. This is a supervised machine learning technique. This is
used both for classification or regression. The portion of this which is used for regression is
known as “Support Vector Regression or SVR”. There are some minor differences between
SVM and SVR. First of all, the output is a real number so it is hard to predict it in hand.
When it is the case of regression, there is a margin of tolerance (epsilon) which is set
for the approximation. However, the main idea is always the same: to minimize error,
individualizing the hyperplane which maximizes the margin, keeping in mind that part of the
error is tolerated[9] . There are two types of SVR. They are

1. Linear Support Vector Regression

2. Non-Linear Support Vector Regression.

Linear SVR

The following graph represents the model of Linear SVR in Fig. 2.1. https://www.overleaf.com/project/5bfc1e11ef9cfa737f332cf2
This is the equation for the Linear SVR[8]:

y = ∑
i=1N

(ai −a∗i ).(xi,x)+b (2.6)

Non Linear SVR

The following graph in Fig. 2.2 represents the non linear SVR model.
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Fig. 2.1 Linear SVR[8]

Fig. 2.2 Non Linear SVR[9]
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The following equations are the formula of the non linear SVR[9]

y =
N

∑
i=1

(a1 −a∗1).(φ(xi),φ(x))+b (2.7)

y =
N

∑
i=1

(a1 −a∗1).K(xi,) (2.8)

2.2.3 Random Forest

Random Decision Forest or Random Forest[10] is one of the popular methods that are used
by researchers in order to generate predictive models. This method can be used for both
regression problem and classification. This is a very good machine learning algorithm which
predicts outcomes with higher accuracy most of the times even when data sets that does not
have proper parameter tuning. Therefore, it has a simplicity compared to other algorithms
and this algorithm is very much popular and used very often. As the name suggests, it creates
a forest in random manner. The forest created by this algorithm consists of Decision trees
trained with some method. In this approach, forest of all multiple decision trees are generated.
After that, there are merged together in order to produce even more accurate predictions.
The higher the number of decision trees that are generated, the higher the stability of the
predictions. The same can be said about accuracy. When constructing a random tree in the
Support Vector Regression approach, there are mainly three choices that are to be made.
They are:

1. The method that is used in order to split the trees

2. Type of predictor that are to be used in each of the leaves

3. Method that is going to be used in order to push randomness into the trees

The algorithm can be represented using the following diagram in Fig. 2.3

Tuning Parameters

For tuning the parameters there are some steps that is followed widely. The steps are given
below[11]:

Num Trees: The final number of trees in a model mainly depends on the total number of
num trees. The accuracy of the model depends on the number of num trees also. Higher
number of num trees result in higher accuracy. But on the other hand, both the training
time and prediction time grows linearly with the number of num trees increasing.
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Fig. 2.3 Random Forest Model[10]

Max depth: This parameter is used in order to restrict the depth of each individual tree so
that data over-fitting can be avoided.

Step size: Step size is also sometimes termed as shrinkage. This appears as in the equation.
It works in the same learning rate of the gradient descent procedure where the smaller
value takes more iterations to reach the equal level of training error of a large step size.
In this case, there is a trade off between number of iterations ad step size.

Min Loss Reduction: This is another criteria of pruning for construction of decision tree.
For a node split, this restricts the reduction of loss function. Here, simpler trees are
produced by larger values.

Min Child Weight: This is another criteria of pruning for decision tree construction. This
corresponds to the minimum number of observations required for a leaf node, in
classification problem. This also generates simpler trees for larger values.

Row subsample: At every individual iteration, it only accesses and uses fraction of data. It
has similar characteristics to mini batch stochastic gradient descent which reduces the
computation cost for each iteration along with producing a more robust model.

Column subsample: Picks any subset of the column in order to use at any iteration..

Though decision tree and random forest are almost the same, there is a main difference in the
concept. In decision tree entire data set and all the features are used whereas in random forest
specific features and rows are used. After that average of the features and rows are used to
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build multiple decision trees and then average the results.After a large number of trees are
built using this method, each tree "votes" or chooses the class, and the class receiving the
most votes by a simple majority is the "winner" or predicted class.





Chapter 3

Proposed Model

3.1 Overview

In order to predict the outcome, we initially wanted to use a couple of algorithms. However,
some of them had to be vetted out because of their lower efficiency and accuracy. During our
implementation, we made a guess that Linear regression would perform well. However, our
practical finding was completely opposite. The efficiency and accuracy of linear regression
was well below the acceptable threshold of error. However, Random Forest and SVM has
performed well and had very good accuracy. We will compare all the algorithms and their
outcomes in later part of the paper. Before even selecting the algorithm to we work with, we
had to collect the data. In our case, getting data for the research work was very hard because
in our country records are not maintained regarding this. Majority of the data are not in any
kind of machine readable format or even on the internet. Therefore, we had to collect the
data manually and reconstruct them to a machine readable format.

3.2 Workflow

Our research work has been divided into a few major parts. All these parts together represent
our research model. The procedure we have taken are as follows:

1. Data collection

2. Data processing

3. Feature extraction

4. Feature scaling
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Fig. 3.1 Work Flow of the Research

5. Data splitting

6. Training and testing algorithms

7. Perform cross Validation

8. Perform evaluation of algorithms

9. Predict parameters

10. Generate final prediction

Fig. 3.1 illustrates our work flow for the research. Now in the later subsections, we will talk
about each of the parts of our work flow.

3.2.1 Data collection

This was the very first step taken in our model. However, before going for the data collection
process we had to understand what are the data that we need in order to make a successful
implementation of our proposed model. In order to do so we had to perform background
study on factors of agricultural production. After reading multiple research papers and
methods of cultivation, we finalized the required attributes for our research. Unfortunately,
necessary data were not available in any of the existing open databases. Datasets were also
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not found. Data which were made available online were not suitable to be used in our model
as most of them were hand written and then scanned. This not readable by machine. Also,
accurate and consistent data were not found. Therefore, we had to do primary research in
order to have the required data. Data were collected from the field. This included multiple
government facilities including Bangladesh Agricultural Development Corporation (BADC),
Bangladesh Rice Research Institute (BRRI) and Bangladesh Meteorological Department
(BMD, Widely known as “Abohawa Office”).

3.2.2 Data preprocessing

The second important step in our work flow was to preprocess the data. This is done so that
the machine can understand the content of the data. Usually the step includes finding, remov-
ing or replacing data that are not accurate, incomplete or not related to the model. However,
in our circumstance, this step included digitizing the data from hard copies, merging multiple
files into one, converting all data into one type of unit system, finding missing values or
entries, formatting entries, eliminating unnecessary values along with screening and cleaning.
Our process took longer as we have collected data from the year 1972, some of the entries
were missing and majority of the data were in hard copies. Also, as we have gathered data
from multiple sources, some of the entries had conflicting values. In case of these types
of values, we had to figure out which values are more reliable. Also, there were a lot of
redundant entries and they needed to be filtered out. Unnecessary entries in the collected data
were also filtered out during this process. Data needed to be converted into the same units of
measurement from multiple formats. After getting through all the screening and cleaning
process, the data needed to be formatted in excel and then it was converted to CSV. CSV file
was used in the model.

3.2.3 Feature Extraction

Feature extraction is a process in which the number of features in a large data set which
describes the data set are reduced in order to reduce computing complexity. Because having
a large number of variables in a data set might cause overfit to training samples and result in
poor generalization for new samples. However, the final data set did not require this because
it was manually constructed which avoided having unnecessary variable the first place.
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Fig. 3.2 Data preprocessing steps

3.2.4 Feature Scaling

This is a method in which ranges of independent variables or features are standardized. This
is also widely known as data normalization and this was taken care of data processing step.
We have utilized Standard Scalar library which is a part of Scikit Learn package to scale our
data.

3.2.5 Data splitting

Collected data were split into two parts initially. The split was made for training and testing
of the system. The process is considered essential for any supervised machine learning or
data science application. Because the main outcome mostly depends on the accuracy of the
result given by the machine or model. Firstly, we formatted our data in such a way so that it
has equal or close number of rows for all the attributes that are being used. This was done in
order to avoid any kind of anomaly. Also, this reduced the processing time to a great extent
as many unused sets of rows were removed and the machine did not need to process the
unneeded rows. This also helped the algorithm to run on our less powerful machine with
considerable efficiency. Usually, the norm which is followed is that the data are split in to a
ratio of 80:20. We followed the same norm which means that 80 percent of the total data
were used as training set to train the system and rest 20 percent of the were used as testing
set. After that we have done a split of 75:25 and followed the same process. This showed
higher accuracy, therefore this ratio was used in the final model. We have made utilization
of libraries, like Scikit learn, that are widely used and available in python programming
language in order to achieve our goal.
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3.2.6 Training and testing of algorithm

As mentioned before, data has been divided into two parts. One of the parts is for training
the algorithm and the other is for testing it. Upon successful training and testing of the
algorithm using the divided data set. This process is followed for all the algorithms that are
to be implemented. This was implemented using TrainTestSplit library of the Scikit Learn
package.

3.2.7 Performing Cross Validation

Cross validation is a process in which the data are compared with the test data for validation.
Data cross validation is part of TrainTestSplit library which is a part of Scikit Learn Package.
This step is done to find out whether the model is over-fitted. Besides there is another library,
named CrossValScore, inside Scikit Learn Model selection package which is used to evaluate
cross validation score. This method has been used to find out the mean of cross validation
scores of multiple train test split.

3.2.8 Perform Evaluation of Algorithms

In order to evaluate performance of any regression algorithms some matrix are considered
such as Variance and Mean Square Error. Here, Variance states the distance between observed
values and the average of predicted values. Better model is subjected to have lower variance
in terms of performance evaluation.
Another matrix is Mean Square Error (MSE). MSE mentions the average of the square errors
where error is the difference between actual values and predicted values. Better model is
subjected to have lower mean square error.
The performance evaluation of the algorithms is shown in bar charts centering different inde-
pendent features mentioning algorithms used. Fig. 3.3 represents performance of Random
Forest, Linear Regression and SVR algorithms applied on Minimum Temperature which
is an independent variable for predicting rice production. In the figure, separatelye and
grey represents Linear R barsegression,Random Forest and SVR respectively. Accuracy is
represented by y-axis in percentage.
Fig. 3.4 shows performance of Random Forest, Linear Regression and SVR algorithms
applied on Maximum Temperature which is also an independent variable for predicting
rice production. In the figure, colored blue, orange and grey represents Linear R barsegres-
sion,Random Forest and SVR respectively. Accuracy is represented by y-axis in percentage.
Fig. 3.5 illustrates performance of Random Forest, Linear Regression and SVR algorithms
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Fig. 3.3 Algorithm Evaluation of Minimum Temperature

applied on Yearly Rainfall which is also an independent variable for predicting rice produc-
tion. In the figure, colored blue, orange and grey represents Linear R barsegression,Random
Forest and SVR respectively. Accuracy is represented by y-axis in percentage.
Fig. 3.6 illustrates performance of Random Forest, Linear Regression and SVR algorithms
applied on Yearly Humidity which is also an independent variable for predicting rice produc-
tion. In the figure, colored blue, orange and grey represents Linear R barsegression,Random
Forest and SVR respectively. Here accuracy is represented by y-axis in percentage.

3.2.9 Predicting Parameters

After evaluation of the tested and applied algorithm, we took the best performing algorithm
in to consideration for rest of the research. This algorithm was used to make prediction about
the selected parameters for the research. All the parameters that have been selected for the
research has been run through the algorithm in order to generate prediction. Predictions of
each of the feature or attribute were saved in CSV for future implementation.
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Fig. 3.4 Algorithm Evaluation of Maximum Temperature

Fig. 3.5 Algorithm Evaluation of Yearly Rainfall
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Fig. 3.6 Algorithm Evaluation of Yearly Humidity

3.2.10 Generate Final Prediction

Final prediction of our model was generated by running the best performing algorithm on the
predicted parameters.

3.3 Parameters or Attributes

Parameters or attributes that has been used in this research are basically the factors of pro-
duction of agricultural products. Agricultural production depends on these factors. Changes
in these factors will have meaningful impact on the yearly agricultural outcome of any place
or country. The attributes or parameters that we chose to work with mainly depended on the
availability of the data. We avoided any attributes for which any data were not present or was
not possible to collect. the attributes that have been used in our research are as follows:

1. Temperature

(a) Minimum temperature

(b) Maximum temperature

2. Humidity

3. Total mount of rainfall
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4. Total amount of production from previous years

5. Total amount of land area

In this section of this paper, we will have a short description about the attributes and
reasons behind choosing them for our research study.

3.3.1 Temperature

When it comes to growing any kind of plants, one of the most important key factor is the
temperature. Temperature is one of the major part of the environment that has impact on
the growth of any kind of plant or crop even for that matter[12]. If the temperature is too
extreme, that can either be very cold or very warm, researchers have found that in [13] the
crop that are to be produced will not grow at the expected rate or even grow at all. If there
are massive temperature change during harvesting period, the crops that already have grown
might end up dying[14]. Therefore, one of the most important attribute for our research was
temperature. We have collected mainly two types of temperature data. Our data was mostly
collected from BRRI and Bangladesh Meteorological Department. Our data started from the
year 1972 and went up to 2014. Data collected about the temperature are as follows:

Minimum Temperature Data

This represents the minimum data of certain selected areas. The record of data of every single
day of any given year. We have firstly calculated a monthly average of minimum temperature
for the areas that have been selected then the average was made for entire year from 1972 to
2014. The following figure (Fig. 3.3) shows minimum temperature data on a daily basis that
is being calculated for average values in Microsoft Excel. We will later see the processed
data in other sections of this paper.

Maximum Temperature Data

This attribute is same as the minimum temperature data but in this case it had the maximum
temperature of any given day. Fig. 3.4 Shows portion of the processed data in Microsoft
Excel and Fig 3.9 represents the plot of the temperature data. The data was processed,
formatted and merged in Microsoft Excel and then it was converted to CSV.
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Fig. 3.7 Screen Capture of Temperature Data in Excel

Fig. 3.8 Plot of All Maximum Temperature Values(Before Running algorithm)
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Fig. 3.9 Processed Temperature data in Excel before being converted in to CSV format
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Fig. 3.10 Humidity data before using in algorithm

3.3.2 Humidity

Humidity is a term used to describe the amount of water vapour present in air. However, This
is another important element of weather and environment and also it is one of the important
factors or agricultural production. In many researches it has been found that humidity has
impact on growth and survival of crops and other plants[15] [15]. Some crops cannot survive
if the humidity of the air is too low, meaning the air is dry or if its too high. Therefore,
we have also included this attribute as a parameter for our research. Humidity is usually
measured in percentage because it represents the amount of water that is present in unit of
air. Our humidity data started from the year 1972 and ranged up until the year 2014. Data
was collected for specific selected areas that have higher production of our selected crop. As
same as the temperature data, humidity data was also averaged on a monthly basis and then
it was converted in to a yearly average. The final yearly average was used in our algorithm.
As done before, data was processed, formatted and merged in Microsoft Excel and then it
was converted to CSV. Fig. 3.5 shows the overall plot for all the used humidity data.
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Fig. 3.11 Plot of all rainfall data

3.3.3 Total Amount of Rainfall

Total amount of rainfall represents the rainfall occurring inside the country for any given
year. Rainfall is also a factor of crop production. Appropriate amount of rainfall can be very
much beneficial for harvest or cultivation [16][16] . However, if the rainfall is too much it ca
do the complete opposite resulting in flood which instantly kills the production as water gets
stuck to the roots of the cross and stays there.

On the other hands, some crop needs to have extreme irrigation and these mainly depends
on heavy rain for their successful cultivation. [17][17]. Fig. 3.6 represents the plot of rainfall
data before running in any algorithm.

3.3.4 Area and Amount of Production

The most important factor of production is area. Without land, we cannot have any kind
of agricultural production. Therefore, the amount of land is a major and maybe the most
important factor of production. Not only that, the quality of the soil also falls in to this
category. The total amount of production was also found from this same source and this
made our work more easier and reliable as the total amount of production and total land area
are collected from the same source. It has been found that the data was originally collected
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Fig. 3.12 Scanned document on area and amount of Production

to generate a report about area wise rice production. Therefore, this document or data was a
very suitable resource for our research work. Areas that we have selected are those where
the most amount of rice is produced. We have selected to work with only a few major rice
producing areas of Bangladesh because the data available for the area is very much noisy
and they are not in any kind of machine readable format. Processing this data was most time
consuming and including more areas would have consumed more resource while running
the algorithm which our machine would not be able to handle because of not having enough
primary memory and CPU processing power. The data was manually converted to a machine
readable format. Fig. 3.4 represents the scanned document that was collected as the resource
for our information about total area and total production. The highlighted rows represents
the areas that have been selected, filtered and processed for our research and algorithm. Also,
Fig. 3.5 represents the processed and merged data set with area and production information.
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The next part of the research paper describes our experimental setup, implementation of
algorithm and research results.



Chapter 4

Experimental Setup and Analysis

Our research of agricultural yield and profit prediction which applies multiple data analysis
algorithm requires heavy computational capability. Our data set had used multiple libraries
from the Scikit Learn package. As we have already talked before, our research works tends
to implement multiple algorithms and the initial data set was large and contained over a large
number of rows. First of all, to begin our research we need to initialize our data.

4.1 Data Preparation

As we said before, our data set was very large. Therefore, we needed to reduce the size of our
data set. In order to do this, we averaged out the data for every day of a month initially to a
month and then averaged that out to a yearly basis. This reduced the amount of data required
to being processed down to a great extent. To put that into perspective, if we consider all
days of a month then total number of days we get in a year is 365. We had considered data
from 1972-2000 which is a span of 28 years. So the total number of data for only one area
would be (365x28).
We have considered to work with 13 areas. So that resulted in a total number of
(365x28x13)=132860 However, the technique that we used generated only one average value
for one year. Which means for 28 years and 13 areas the data resulted in
(28x13)=364, this is for each of the attributes that we considered.
Therefore, for each attribute, the reduction had a ratio of approximately 365:1. This reduced
the size of our data set to a great extent which made it easier to process in our machines. Fig.
4.1 represents the final prepared data set in Microsoft Excel. It was then converted to CSV
for to be used in Python. Fig. 4.2 shows portion of the CSV file.

Table 4.1 (in page 33) shows a sample dataset used to test models accuracy.
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Fig. 4.1 Final Data Set in Excel

Fig. 4.2 Final data Set in CSV
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Year District Rice Type Area
(sq.km)

Avg.
Min
Temp
(°C)

Avg.
Max
Temp
(°C)

Rice
Pro-
duc-
tion
(tons)

Avg.
Hu-
mid-
ity
(%)

Rainfall
(mm)

1998 Rajshahi Aush 229670 21.41 30.66 131960 78.35 232.12
1997 Ishurdi Aush 70120 20.72 30.87 21480 76.48 192.99
1986 Faridpur Aman 669500 20.33 31.10 255720 75.52 205.63
1972 Jessore Aman 574785 20.46 31.00 222240 72.13 140.55
1976 Faridpur Aush 585000 21.64 30.83 171920 72.49 196.862
1981 Bhola Aman 747285 20.98 30.07 419850 79.11 216.56
1978 Ishurdi Aush 367750 20.80 30.63 113160 70.19 193
1990 Rangpur Aush 356415 19.73 30.44 156665 79.91 234.85

Table 4.1 Portion of test dataset

Table 4.2 (in page 34) illustrates a portion of training dataset which was used to train
model about the co-relations of features so that it can make predictions about the future
outcome.

4.2 Result

We have applied multiple algorithm in our data set in order to determine and compare the
performance level of the algorithm. Among the three algorithms that were applied, Linear
Regression had shown the lowest accuracy and the worst performance. Linear regression did
not have acceptable due to the fact that the data we worked with were completely random
and had no pattern in general. Therefore, the algorithm could not generate any acceptable
results. The algorithm would have worked well if the data had any pattern to them.
Both Random Forest and Support Vector Regression had performed well in our situation and
among them Random Forest had the most overall accuracy throughout the process. Random
Forest had performed well for all the attributes followed by Support Vector Regression. The
accuracy level of the algorithms are shown in table 4.3 below (in page 34)

In this part, we will see the figures that have been plotted after generating prediction. In
these figures blue dots represent the actual input value and red dots represent the predicted
values.

Fig 4.3 represents the actual value and the predicted value by using blue and red dots
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Year District Rice Type Area
(sq.km)

Avg.
Min
Temp
(°C)

Avg.
Max
Temp
(°C)

Rice
Pro-
duc-
tion
(tons)

Avg.
Hu-
mid-
ity
(%)

Rainfall
(mm)

1973 Barisal Aush 570405 21.16 30.31 218675 81.29 218.22
1973 Chittagong Aush 219465 21.69 30.01 159125 78.00 218.22
1978 Dinajpur Aush 458780 21.55 30.72 167045 73.66 193.00
1980 Comilla Aman 914885 20.94 28.95 482810 76.64 180.71
1977 Jessore Aman 621995 20.18 31.50 280945 74.10 201.34
1979 Mymensingh Aman 628310 22.56 30.05 361440 73.64 197.64
1981 Khulna Aman 989470 20.62 29.58 508675 78.88 216.56
1974 Barisal Aman 588305 16.26 29.79 136430 81.66 228.01
1976 Ishurdi Aush 342900 20.54 31.28 105410 68.98 196.86
1977 Rangpur Aush 994935 21.00 29.91 334430 83.05 201.34
1977 Jessore Aman 621995 20.18 31.50 280945 74.10 201.34
1976 Barisal Aman 607385 16.55 30.41 299115 81.07 196.86
1984 Comilla Aush 246355 21.33 30.53 110890 76.85 242.64
1988 Bogra Aush 77900 21.86 31.20 26423 78.08 244.65
1985 Ishurdi Aush 369935 21.09 31.62 104791 69.91 187.52
1994 Rangpur Aush 263500 20.45 30.10 144330 77.74 155.73
1994 Rangpur Aush 263500 20.45 30.10 144330 77.74 155.73
2000 Rajshahi Aman 970660 22.26 30.41 800330 78.06 202.79
1999 Barisal Aush 354310 14.35 31.15 125450 81.64 214.98

Table 4.2 Portion of training dataset

Item Linear Re-
gression

Random Forest Support Vector Re-
gression (SVR)

Minimum Temperature 7.59 40.79 10.24
Maximum Temperature 16.55 24.21 19.07
Yearly Rainfall 11.96 91.82 16.07
Yearly Humidity 43.85 62.91 52.53
Rice Production N/A 68.49 59.78

Table 4.3 Algorithm Accuracy Comparison

respectively for humidity prediction using Random Forest algorithm. In this figure x-axis
represents year and y-axis represents corresponding humidity in percentage (%).
Fig. 4.4 represents the actual value and the predicted value by using blue and red dots
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Fig. 4.3 Humidity prediction using Random Forest

Fig. 4.4 Humidity prediction using SVR
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Fig. 4.5 Rainfall prediction using Random Forest

respectively for humidity prediction using Support Vector Regression (SVR). In this figure,
x-axis represents year and y-axis represents corresponding humidity in percentage (%).
Fig. 4.5 represents Rainfall prediction using Random Forest algorithm. Where blue dots

represent actual values and red dots represent predicted values sequentially. In this figure,
x-axis represents the year and y-axis represents corresponding rainfall amount in millimeter
(mm).
Fig 4.6 represents Rainfall prediction using Support Vector Regression (SVR). Where blue

dots represent actual values and red dots represent predicted values. In this figure x-axis
illustrates year and y-axis illustrates corresponding rainfall amount in millimeter (mm).
Maximum Temperature prediction using Random Forest algorithm is represented in Fig. 4.7

. Here blue dots show actual values and red dots show predicted values. x-axis represents
year and y-axis represents corresponding temperature in degree Celsius (°C) in this figure.
Fig. 4.8 represents Maximum Temperature prediction using Support Vector Regression

(SVR). Where blue dots represent actual values and red dots represent predicted values where
x-axis represents year and y-axis represents corresponding temperature in degree Celsius
(°C).
Fig. 4.9 states Minimum Temperature prediction using Random Forest algorithm. Here

blue dots represent actual values and red dots represent predicted values. In the figure x-axis
represents year and y-axis represents corresponding temperature in degree Celsius (°C).
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Fig. 4.6 Rainfall prediction using SVR

Fig. 4.7 Maximum Temperature prediction using Random Forest
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Fig. 4.8 Maximum Temperature prediction using SVR

Fig. 4.9 Minimum Temperature prediction using Random Forest
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Fig. 4.10 Minimum Temperature prediction using SVR

Fig. 4.10 represents Minimum Temperature prediction using Support Vector Regression
(SVR). Where blue dots represent actual values and red dots represent predicted values. In
the figure x-axis represents year and y-axis represents corresponding temperature in degree
Celsius (°C).

Rice production prediction using Support Vector Regression (SVR) is represented in
Fig. 4.11 where blue dots represent actual values and red dots represent predicted values.
In this figure x-axis represents the year and y-axis represents corresponding amount of rice
production in Tons.

Table 4.4 shows the predicted production of Aus rice for the year 2019 to 2024 in Dinajpur
district where Table 4.5 represents the predicted production of Aus rice for the year 2019 in
the research areas.



40 Experimental Setup and Analysis

Fig. 4.11 Final Rice prediction using SVR

Area Year Rice variant Predicted
Production
(Tons)

Dinajpur

2019

Aus

103585
2020 98562
2021 114520
2022 108568
2023 100685
2024 99587

Table 4.4 Prediction of Aus Rice for the year 2019 to 2024 in Dinajpur

4.3 Findings

After finishing the research, key findings are that the algorithm performed poorly in many
cases because the collected primary data that have been used are noisy to a great extent. Even
after cleanup the data has some problems because the data that have been collected by the
officials were not consistent and correct. However, the model that we have implemented
would work well if correct data are given as input. After generating the final prediction, we
found that the production slows down in a very lower ratio with time. Results could have



4.3 Findings 41

District Rice variant Predicted Production
in 2019 (Tons)

Barisal

Aus

45902
Bhola 110751
Bogra 53845
Chittagong 115896
Comilla 153820
Dinajpur 103585
Faridpur 11238
Ishurdi 34825
Jessore 98005
Khulna 4360
Mymensingh 63764
Rajshahi 110630
Rangpur 3568

Table 4.5 Prediction of Aus Rice for the year 2019

been better if we could manage specified and some more attributes of particular crops.
Since this research work is done with real time data, collected from different areas and
related online platforms, some odd experiences have to be faced. For example, the supply of
Fertilizer and seed, yearly subsidy for crops could have been considered. But proper data
set for all areas could not have been managed due to official mismanagement. Furthermore,
the collected subsidy and supply of fertilizer and seed sometimes changes mysteriously
bypassing the yearly target according to political situation.





Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this modern world, almost every sector is being enlightened by different technological
innovations and findings. Bangladesh is also moving forward with these blessings although
the most significant economic resource of our country, agriculture, is lying behind. In this
research, the model proposed, analyses some real time data of Aus and Aman rice, two
major types of rice and predict the yield, by which the profit intended for future production
can be calculated. Linear Regression, Random Forest and Supervised Machine Regression
algorithms has been used to demonstrate the prediction. Using multiple algorithms helped
to understand which algorithm is more suitable for this system. Throughout this research
and field work, it is found that the unavailability of expected data for different agricultural
crops is the major problem for such analytically implementation. In future, this model can
be implemented as web and mobile applications so that the agriculture department of the
country and field workers can use the predicted result before planing of a production and
have a convenient profit margin.

5.2 Future Work

The model currently works with temperature, humidity, rainfall, area and total amount of
production as the working parameter. However, there are other factors of productions also.
In the future, the plan is to integrate the other factors that have impact on the total outcome.
Also, in the current model we have predicted only the production and the prediction of profit
could not have been done due to data not being available. Therefore, we will try to collect
the data and include that part in the model as well. This model was implemented only on the
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production of rice to begin with. However, it is also suitable for other crops or products as
well. The only drawback here is that we do not have any data set ready for other crops. In
fact, the research took so long to come to a conclusion because of the lack of proper data set.
Therefore, our focus will also be on creating a proper database for the research and make it
open source and available to the public. Doing so would enable any researcher who wants to
contribute in this field, have easier access to data. Future researchers would not need to go
through the lengthy and hectic process of primary data collection and data processing. Our
current data set can be considered as the base of the future work and any future contribution
can be made based on this structure. We plan to develop an API that would give easier
access to the collected data for anyone to use. We hope to contribute in the betterment of the
country by doing and carrying our research forward in the future.Our current data set can
be considered as the base of the future work and any future contribution can be made based
on this structure. We are planning to develop an API that would give easier access to the
collected data for anyone to use. We hope to contribute in the betterment of the country by
doing and carrying our research forward in the future.
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