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Abstract

Violation of people’s basic rights is a crime in almost every country in the world. However,
many incidents in the real world gets passed unnoticed of legal attention. In this paper, we
attempted to propose a model to detect violation of human rights, present in the incidents
reported and stored in the form of news articles. Upon detecting the events of infringement,
our model would classify a particular event to its specific type of breach, identify the location
where the event has taken place and finally point out the geographical locations in a map for
visualization. The system has been built on by using the news article archives of online news
websites of The Daily Star, Prothom Alo and Dhaka Tribune.
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Chapter 1
Introduction

Human Rights have been taken notice of ever since the first conceptualization of it by the
natural law. However, it has not been a “really” pressing issue until the Universal Declaration
of Human Rights took place back in 1948 [18]. Fortunately, Leaders of most of the nations
endorse and elevate the laws passed by the declaration. Despite getting their support, nations
still fail to provide proper and fair judgment.

In this age of technology, huge amount of information is available online. With the advent
of online newspaper websites, keeping abreast with current situation in the world is made
easy. For instance, Bangladesh has around 15 reliable online newspaper websites, enough
to provide news coverage to almost every internet user. These news sources carry a lot of
information about various topics, that are not being used.

In this paper, we endeavor to exploit the vast amount of information veiled in the form
of news articles to quantitative data that is mobile and can be used for statistical analysis.
By using the news archives of the top three online news websites in Bangladesh, namely,
The Daily Star, Dhaka Tribune and Prothom Alo, we are going to detect the occurrences
of human rights violation by extracting data from the news articles by using three different

algorithms.

1.1 Motivation

Human Rights is defined as the fundamental rights a person is entitled to in every part of the
world. In Bangladesh, the violation of human rights is higher than most countries and many
Bengalis are deprived of human rights; mostly due to illiteracy, poverty and corruption. We
seldom hear or read about the infringement of laws in newspapers or on TV. It has come to
such a point in our lives that the violation of our rights as human has become something of a

norm, and we as our country-men has excepted this as natural rather than questioning why
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we are not given such rights [7]. Hence, we are motivated in identifying the violation of our
basic human rights via the tracing of different newspaper articles that are archived away, to
acquire trends and patterns.

We have built a website that will give us an overview of the articles are in violation of
human rights and indicating which human rights are being broken. The website will contain
factual data and give the patterns in form of Heat map of the country.

By implementing data mining algorithms for information extraction from newspaper
articles, we want our project to make use of this data to increase public awareness, help

NGOs and Governments to take suitable actions against these infringements.

1.2 Objectives

Human rights in Bangladesh are cherished as central rights in Part III of the Constitution of
Bangladesh. Be that as it may, protected and legitimate specialists trust a large number of the
nation’s laws expect change to uphold crucial rights and reflect majority rule estimations of
the 21st century. This being said, people here are the most deprived of these rights.

To begin with, there are no records of human rights violation that keep occurring non-stop
in every aspect of one’s life. General people of the country are limited to very little knowledge
of the basic rights one person is born with. To shed some light on such a significant issue,
we will be using text mining algorithms to be able to categorize various different articles
according to their respective type of violations in rights.

We will create a data bank where all the past data will be stored in order to have a proper
track of the infringements that keep happening in almost all parts of Bangladesh. Typically,
no trail is kept which gives people the chance to get away with all sorts of contravention. Our
goal is to change this and create awareness in the society so that conventional people know
more about the basic human rights.
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1.3 Thesis Orientation

* Chapter 2 contains Literature Review that provides the overall work flow, stating the

algorithms and techniques used.

* Chapter 3 discusses Proposed Model that gives a detailed description of every step of

this model along with implementation details.

* Chapter 4 shows the Experimental Setup and Results of all the algorithms used at
each step of the model.

* Chapter 5 concludes the paper while stating all the limitations faced and also discusses

about future opportunities from this model.



Chapter 2
Literature Review

This section provides an overview of the related works done on the domain of Human
Rights violation and text mining [23]. In addition to that, this section will also elaborate the
background of text mining algorithms used in the proposed model.

As previously mentioned, ever since the United Nations have passed the Universal
Declaration of Human Rights, the Governments and NGOs have started paying more attention
towards the issue [4], to detect, analyze and predict the occurrences and causes of such events.
Due to the advancement of technology, daily news is more dispersed and are readily available
than ever before. In our research, we are going to make use of such news sources to contribute
in the field of Human Rights, to detect, analyze, locate, educate and most importantly prevent
such violations of basic human rights.

Researches have already done work in the area with various approaches. In recent
times, organizations such as Amnesty International and Human Rights Watch are extensively
monitoring the human rights event present in the data of social media [5]. Feng Chen and
Daniel B. Neill of State University of New York at Albany have developed an algorithm
called Non-parametric Heterogenous Graph Scan (NPHGS), which is used to detect human
rights violation from event specific data from Twitter. The basic idea of the approach is to
detect cluster of tweets of or pertaining to Human Rights by analyzing the key words. Then
using a dictionary for Human Rights, tweets that were related were kept and the remaining
were discarded.

In contrast to that, a team of researchers from the University of Minnesota have explored
the use of event-based media monitoring in depth [1]. It describes two approaches of
collecting data from the media, manually and automatically. It illustrates and differentiates
manual and automatic EMM use which solely depends on the type of project or solution you
are looking for.

In our project, we are going to use both manual data extraction for the training set and



later on with the help of supervised learning, turn the whole system into automated process

in other words, automatic extraction of data.



Chapter 3

Proposed Model

The proposed model is divided into five steps carrying out five different processes. Each
process communicates through a common RDBMS provided by MariaDB. The five steps
are:

* Article Scrapping

e Text Summarization

Text Classification
e Location Extraction
¢ Visualization of Incidents

In this section, we are going to look into the steps of the proposed model in depth.
Initially we are going to start by scrapping the articles off the internet from the publisher’s
websites. Then the system would summarize the articles to remove irrelevant sentences. The
summarized articles are then passed on to text classifiers for categorizing the articles into
their respective human rights point. After classification, the system extracts the location of
the incidents from the articles. Once the above steps are done, data is represented in a heat
map for visualization.

The data flowchart of the proposed model is presented below:



Article Scraping Process )

pu

Web Crawler crawls
blishers' websites to fetch
new links

Web Scrapper scraps the
Title, Body and Publish Date

from the link queue.

)

Articles saved to database.

END

Avrticle Classification Process)

Process looks for new articles
that need classification

A classifier predicts which
rights are being violated in the
articles.

Violations are added to the
article. And committed to the
database.

Data Visualization

Text Summarizer Process )

Relational

Process looks for new articles
added by the scrapper.

J Summarizes the article body
using TextRank algorithm.

Summary is added to the
article. And committed to the
database.

Database

\ Location Extraction Process )
Process looks for new articles
that need location extraction
CoreNLP runs Named Entity
Recognition to fetch location
> from article body.

User visits the website.

Vector map loads up, fetches
the geolocation points of the
places where violation(s)
occurred and plot them as
heat maps.

The visitor can view a list of
articles along with the
summary.

Location is added to the
article. And committed to the
database.

Fig. 3.1 The workflow of the proposed model.
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3.1 Web Crawling and Article Scrapping

To scrap the articles off of different news sources we are utilizing basic Web Crawling and
Scraping techniques [3]. A Web Crawler [14] is a simple robot that fetches the Hyper Text
Markup Language (HTML) code of a given base Uniform Resource Locator (URL) and
collects the anchor links of the website’s internal pages which are then added to a queue, and
from here these links are processed by the crawler to fetch new sets of unique links from the
HTML pages. We are using a Hypertext Preprocessor (PHP) library called DomCrawler by
Symfony SAS for the project. This crawler utilizes Document Object Model Technology

(DOM) to swiftly navigate through the web pages and collect the internal hyperlinks, and
dump them in the database.
Article Scraping
Process J

START

Web Crawler crawls publishers” websites to
fetch new links

Web Scrapper scraps the Title, Body and
Publish Date from the link queue.

h 4

Aricles saved to database.

EMD

Fig. 3.2 The web crawling and article scrapping process.

In combination with the Web Crawler, the Web Scrapper runs simultaneously, which
re-fetches the HTML. Using XML Path Language (XPath), for each news portal that we
scrap the pages from, we run specifically engineered queries to fetch the title, published date,

and body. This information is then stored in the database for further processing.
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3.2 Text Summarization

The articles that have been fetched by the scrapper are then passed into a separate process to
summarize the articles into key sentences [11]. We are using the TextRank Algorithm [17] for
this process, which is a graph-based ranking system that is used to calculate the importance
of the words of each sentence. According to that information, the algorithm decides which
sentences should be used for the summarization of the article.

Text Summarizer
Process

START

Y

Process looks for new aricles added by the
scrapper.

h 4

Summarizes the article body using TextRank
algorithm.

Summary is added to the article. And
committed to the database.

EMD

Fig. 3.3 The text summarization process.

Each sentences are tokenized and parsed into a graph where the leaf nodes are the
words. These leaf nodes are set with a default weight which change based on the number
of occurrences of that particular word in the whole article. TFIDF [20] (short for term
frequency-inverse document frequency) is a statistical function that measures the impor-
tance of a word in the document.

Term Frequency (or TF) measures the number of instances of the word present in a
document.
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Jra
max{ft_d e d}

Inverse Document Frequency (or IDF) measures the importance of the word based on

tf(t,d)=05+0.5e 3.1)

the repetition across multiple documents.

N
{deD:ted}

The weight is then calculated based on the TF-IDF value that will increase depending on

idf (t,D) = log (3.2)

the number of times the word is present in the article. The more redundant the word is, the

less weight it comprises of.

tfidf (t,d,D) =1f (t,d)eidf(1,D) (3.3)

Once the weight of each word is calculated, the sentences are then sorted based on the
total weight the sentence accumulates. The top five sentences are selected from the sorted
list as the summary of the article for our purpose.

A PHP library called TextRank, developed by PHPScience is used in the project for the
purpose of summarizing the articles.

3.3 Text Classification

In the previous two stages, we have done the pre-processing of the articles: starting from
scrapping the articles from the web pages using DOMCrawler to process the articles into a
database. Furthermore, we summarized the data using TextRank algorithm, to get the main
idea of an article — eliminating the irrelevant information. This is used to minimize redundant
data to get a better understanding of the text for analysis.

In this stage we are going to use multiple algorithms to classify the news articles. A
corpus [6] is built for each Human Right, which are used to determine whether an article
falls in any of the categories, that can be attained by algorithms such as Naive Bayes and

Decision Tree, etc.
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Article Classification
Process

START

Frocess looks for new articles that need
classification

h 4

A classifier predicts which rights are being
violated in the aricles.

Violations are added to the article. And
committed to the database.

EMD

Fig. 3.4 The text classification process.

According to the Universal Declaration of Human Rights, there are thirty basic rights a
human being is entitled to. We will check whether the thirty rights have been violated in the
dataset. Upon detection, we will classify the articles to their respective rights.

This categorization is done by using seven different algorithms. The comparison of the

algorithms will be determined, and the best result of a particular instance will be selected.

3.3.1 Naive Bayes

Naive Bayes methods are a set of supervised learning algorithms based on applying Bayes’
theorem with the “naive” assumption of conditional independence between every pair of
features given the value of the class variable. Bayes’ theorem states the following relationship,
given class variable y and dependent feature vector x(1) through x(n):

P(x|c) e P(c)
P(x)

We are going to test out two different types of Naive Bayes classifiers:

P(c|x)= (3.4)
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* Gaussian: which works with normal distribution taking continuous features [9].

* Bernoulli: which assumes all features are in binary form [2].

3.3.2 Support Vector Machine

Support Vector Machine [12] is another robust classifier which relies on by a separating
hyperplane. To put it simply, when training datasets are given, it produces an optimal
hyperplane by using the labeled data to recognize new categories. SVM is also another
example of supervised learning.

The figures below show an example of a hyperplane drawn for a simple dataset using
SVM [19].

v

Fig. 3.5 Draw a line that separates blue circles and orange squares.

v

Fig. 3.6 Sample cut to divide into two classes.



3.3 Text Classification

3.3.3 Random Forest

It is another example of supervised learning. In Random Forest [22], as the name suggests, it
creates a forest of decision trees, most of the time trained with ‘bagging” method. In other

words, Random Forest merges multiple decision trees to get a more accurate and stable value.

It selects the data randomly and select the best solution by means of voting.

Training Set

Test Set

I\/In
Training Decision
Sample L p Tree
1 1
Training Decision
Sample C Tree
2 2
O @]
O O
O O
Training Decision
Sample C | Tree
n

n

Fig. 3.7 The Random Forest process.

Prediction
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3.3.4 K-Nearest Neighbors

It is a simple algorithm which classifies new cases based on similarity measure [10]. A case
is classified using majority vote of its neighbors measured by a distance function (where k is
a positive integer, relatively small). If k = 1, then the object is simply assigned to the class of
that single nearest neighbor.

A
/’ ‘‘‘‘‘ h\
e \\
7,
Q s Q® 0} \\
’ -——
7’ /” \\ \
1 / N \
1 7 AY \
I 1 o O\ \
] 1
X1 I‘O ‘ * 1 1 L]
' 1 1
\ \ ® ’ ’
A A = /
\ S k 3), ]
\ -~ - ’
A ’
. . )
.. k=6 _-
-.____’
>
X2

Fig. 3.8 Class of star would be B if k =3 and A if k = 6.

3.3.5 AdaBoost

AdaBoost [13] is short for Adaptive Boost, which retrains the algorithm recursively relying
on the accuracy of previous training set. It is also a supervised classification algorithm. This

equation briefly explains how AdaBoost work:

T
H (x) = sign(}) ouhy(x)) (3.5)

=1
where, A, (x) is the output of weak classifier ¢ for input x, and ¢ is weight assigned to

classifier.
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3.3.6 Decision Tree

Decision Tree is a type of supervised learning algorithm which divides the data into a tree

containing nodes and leaves depending on predefined parameters [24].

X<10

True / \False
Y<0 Y=<0
True/ we V wlse
A B

Z>5 Z>5

True/ \False True/ \False
C D

Fig. 3.9 How a tree is built according to the parameters.
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3.4 Location Extraction

One of the vital aspects to create a record for analysis of any incident is to take account
of the location where the event has taken place. In the project, we are going to extract the
geographical location of the events that are breaching basic human rights. This is done by
using the most enriched library of Stanford’s CoreNLP [15], which has a robust Named
Entity Recognition algorithm used for extracting locations. This is a good choice since it is
very powerful compared to NLTK, OpenNLP and Pytorch.

The figure below shows the flowchart of the location extraction used in our model:

Location Extraction
Frocess

START

h 4

Frocess looks for new articles that need
location extraction

h 4

CoreMLP runs Named Entity Recognition to
fetch location from aricle body.

Location is added to the article. And
committed to the database.

EMD

Fig. 3.10 The location extraction process.

The extracted location of a specific article would then be stored into the database which

is then going to be used for displaying in the heat map using mapbox.
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3.5 Visualization of Incidents

After successfully classifying and extracting the location of our dataset, we are going to

move on to displaying the results on the website.

Diata Visualization

START

User visits the website.

!

Vector map loads up, fetches the geolocation
points of the places where violation(s)
occurred and plot them as heat maps.

The visitor can view a list of articles along with
the summary.

EMD

Fig. 3.11 The data visualization process.

The information that has been extracted so far from the articles are then rendered into a
graphical form to give the users a visual stimulation for a better interpretation of the data.
Since this project is a web based platform, we are using the WebGL technology to render
Vector Maps onto a HTMLS canvas.
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—»“ Vertex Shader mw

varyings

— Il Fragment Shader m—)

Frame Buffer

Your WebGL program
Uniforms

Fig. 3.12 The WebGL rendering pipeline. [21]

WebGL [16] is a variant of OpenGL supported by web browsers, which makes ren-
dering computer graphics using JavaScript possible. OpenGL is an API which adds the
ability for different programming languages to directly execute GPU commands as per the
specifications.

A JavaScript module developed by mapbox [8], provides us with necessary APIs to build
an interactive vector map using WebGL. The corresponding coordinates of the geo-location
are fetched from the processed articles. A heatmap layer is added on top of the map to
visualize the violation frequency by location.

Visitors would also be able to view the articles, including the rights violated and the
summary, regarding the incidents occurred in the particular area. To view the list, the visitor
simply has to click on the map and the system would generate a list of incidents within 15

kilometers radius of the point clicked.



Chapter 4

Experimental Setup and Result Analysis

4.1 Experimental Setup
As mentioned above, our proposed model is divided into five steps, namely:

* Article Scraping

e Text Summarization

Text Classification
¢ Location Extraction

¢ Visualization of Incidents

Each and every step follows the sequence of order to move on to the next step as shown
in the flowchart and they are independent of each other. The dataset for each step is specific.
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4.1.1 Web Crawling and Article Scrapping

The articles have been taken from The Daily Star, Prothom Alo and Dhaka Tribune for
scrapping and have been stored in the database according to the respective publisher, using a

web crawler and scrapper.

Fig. 4.1 Web crawler and scrapper in action.

As an example: for The Daily Star, we are fetching these by the scrapper and storing in

the database for processing:

Article Title

| 2 raplsts of Ad1va31 girl sent to jail |
P —— 20000

Article Body
AChitagong £ ol ped an TOP NEWS
Wednes under. the
port cify. * Khaleda out of polls
passed the order when hoel owmer Md A
Shiblee Ahmed, 30, before the court yesterday. * DrKamal won't take part in polls
Offcerin-Charge (0) of Chandgaon Polie Sation, Abdur Rab,said h sent he invesigario officer 10)ofthe ase, |+ Filing Nomination Baprs: Polls code fouted o
Subinsp action taken
“The victim was advise to do medical check-up in Bandarban sadar hospital, he said. “Afer collering all the + 11led, 40 hurtn vilence over nomination

evidence, we will g for further action.” Abdur Ral 7 P

needed.

Chandgaon the accused he all them and claimed that a quarrel
them over horel rent that night and they snatch thegiriand | viewwore

+ 25 jamaat men awarded BNP nominations

o 4 kiled as train ams bus in Feni

herundle.
Mentionable, the 14-year-old vietim came from Bandarban on Wednesday with her uncle and checked in the hotel,
According o the girl, Alamgir and Shiblee ted her uncle up and raped her tha night.

e i ‘e and threatened the girl and her uncle that the tape willbe
released I the vietims disclosed the matter (o police or anyone. LATEST FROM STAR LIVE
stay ‘The Daily Star Android & [0S News App. Click
device.
‘The Dally Star Breaking news alert on your phone
SR T S BT S STl
Type START <space> ER e
ind mor formotionon S suscripton
‘The Debi Director Speaks
LEAVE YOUR COMMENTS coumEnT PoLICY ¥

|

Fig. 4.2 Sections that contain the article title and body on The Daily Star.

<meta propert.y— clcle nonbent.— Iaplsl:s of Adivasi girl sent to jall"/)

<meta property=cg:updated time content="2011-02-20T00:00:00+06:00"/>

<meta =twiccer:card conten ry_large image />

<meta name=twitter:site content="@dailystarnews"/> The [JUbUSth date ofthe article
<meta name=twitter:creator content="@dailystarnews"/>

<meta name=twitter:url content="https://www.thedailystar.net/news-detail-174742"/>

meta namesrgirrer-ric) nEent=nZ rapisre of Bdiuesi oivl senr to dailn
| <meta property=arcicle:published time content="2011-02-20T00:00:00+06:00"/> |
MeTEDTODET Ty ETTICT - -

<title>Z rapists of Adivasi girl sent to jail | The Dally Sta1</t1tla>

<link type="text/css" rel=stylesheet href="//fonts.googleapis.com/css?fanily=Droid+Serif:400,400italic
<link type="text/css" rel=styleshset href="//maxcdn.bootstrapcdn.com/ font-awesome/4.2.0/cs5/font_aweso
<link type="text/css" rel=stylesheet href="https://assetsds.cdnedge.bluemix.net/sites/default/files/ad
<link type="text/css" rel=stylesheet href="https://assecsds.cdnedge.bluemix.nec/sites/defaulc/files/ad

<seript>window.google analytics uacct = "UR-58518741-1";</script>
<saript sro="//ajax.googleapis.com/ajax/libs/Jjquery/1.10.2/jquery.min. js"></soript>
<seript>window.jQuery || document.write ("<script src='/sites/all/modules/contrib/jquery update/replace

<script sre="https://assecsds.cdnedge.bluemix.net/sites/defaule/files/advagg 15/18 HSAFmOlRrXKsrazzPq

Fig. 4.3 The meta tag containing the publish date of the article.
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4.1.2 Text Summarization

The summarized version of the articles are used to work for the classification in order to
reduce the space and time complexity of the system and increase the overall efficiency. This
would eliminate the redundant words, keeping only the keywords and the useful information,
allowing the classification algorithms to work faster and better.

4.1.3 Text Classification

One of the main goals of this research is to identify whether there is any incident violating
the human rights in the articles and subsequently find out which category or point (of thirty
human rights) it is breaching. This is done by using classification algorithms which are
trained using classified articles according to the thirty human rights. The dataset is then used
to produce bag of words or corpus for an individual point. Then we are going to fit into seven
different classification algorithms to get the best result.

Initially, we are simply going to categorize the articles into two sets of data:

1. Articles that violate human rights: The algorithm would simply look for incidents
found in the articles that are violating basic rights and the types they fall under.

2. Articles that do not violate human rights: Since we are taking articles of all cate-
gories from the website of the news agencies, we are making sure that we do not miss
out on any of the incidents that were unnoticed and imperceptive to catch. However,
there would be articles that do not have any information of incidents where a right has

been violated. They are simply identified and then kept for future use.

After we have done that, using only the articles that has human rights violation incident
inside it, we are going to look for the location tag, that is the location where the incident has

taken place.

1. Articles that have location: Location is going to be extracted by using a dataset of
location of Bangladesh which expands up to level three. For instance, Bangladesh —
Dhaka Division — Dhaka District — Motijheel, where Bangladesh is a Level Zero
data and Motijheel is a Level Three. These articles would be added into the list for

visualization.

2. Articles that do not have location: Articles that do not have any information about
the location in the body, are not going to be added into the list for visualization in
WebGL. However, they are not going to be discarded completely since they are can be

used for improvements for the classifier.
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All the classification is done by using seven different algorithms:
* Naive Bayes

— Gaussian

— Bernoulli

¢ Random Forest

Support Vector Machine

K-Nearest Neighbor

AdaBoost

Decision Tree
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4.1.4 Location Extraction

As one of our objectives is to locate and display all the infringements in terms of geo-
location, we have extracted the location from the articles using Stanford’s CoreNLP. We have
penetrated up to level three, as mentioned previously.

In order to plot geometric points on the vector map, we have seeded our database with
GADM’s level three geolocation information. As the data provided by GADM is flattened,

the program had to run its own DFS algorithm to create a hierarchy tree of the locations.

“id 4 name latitude longitude parent_id depth Ift rgt
PET sangladesh 23.68759251 90.34211349 (NULL) 0 1 9,826
2 Barisal 22,42724705 50.42843528 1 1 2 667
3 Chittagong 22,50454140 91.60617447 1 1 668 2,623
4 Dhaka 24,14283371 90.27697373 1 1 2,624 5,241
5 Khulna 2292322254 8926269531 1 1 5,242 6,487
6 Raishahi 24,54232750 88.91777420 1 1 6,438 7,795
7 Rangpur 25.83599758 88.98649978 1 1 7,796 8,989
8 Syhet 24,59045745 91.71228408 1 1 8,990 9,825
9 Barguna 22,17278911 50.1212348% 2 2 3 80
10 Barisal 22.76912404 50.33939743 2 2 81 242
11 Bhola 22,35239028 90.76191330 2 2 243 360
12 Jhalokati 22,5747511% 50.18352051 2 2 361 422
13 Patuskhal 22,19131565 50.36835430 2 2 423 556
14 Pirojpur 22,51478386 50.02035141 2 2 557 666
15 Bandarban 21.80845559 92.36299271 3 2 663 746
16 Erahamanbaria 23.95707512 5102515793 3 2 747 540
17 Chandpur 23.24473858 50.78435135 3 2 941 1,098
18 Chittagong 22,42351914 91.76688004 3 2 1,099 1,508
19 Comila 23,43687525 51.03391204 3 2 1,509 1,380
20 Cox’s Bazar 21,33258439 52.08870316 3 2 1,881 2,042
21 Feni 23.01141166 91.41193008 3 2 2,043 2,138
22 Khagrachhari 23.21043777 91.94646072 3 2 2,139 2,234
23 Lakshmipur 22,33551311 50.83441925 3 2 2,235 2,350

Fig. 4.4 Sample output data of the locations table.

The table have the following columns:

* id - An auto-generated unique identifier that will be used as the foreign key to link an

article to the location.
* name - The name of the location.
* latitude and longitude - The geo-location coordinates of the location.

 parent_id - The identifier of the parent location, for example Bangladesh is the parent
of Dhaka Division so Dhaka Division will have the identifier of Bangladesh in its
parent_id column.
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* depth - The level of the location (0 for country, 1 for region, 2 for administrative area,

etc).

* Ift and rgt - Auto-generated integers that is used to create a location hierarchy tree.

4.1.5 Visualization of Incidents

The dataset with the information of the incidents along with the specified locations are used
to display in the heatmap for visuals.
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4.2 Tools Used

The tools that were used in our project are listed below:

* JetBrains PhpStorm 2018 IDE
* JetBrains PyCharm 2018 IDE
e JetBrains IntelliJ IDEA 2018 IDE
* Git

« PHP 7.2

e Java 1.8

e Python 3.7

* Node.js 10

* MariaDB 10

« NPM

* Maven

* Composer

« XAMPP

* SASS

4.2.1 Libraries for PHP

e Laravel Framework

¢ GeoPHP

TextRank by PHPScience

GeoJSON

DOMCrawler by Symfony SAS
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4.2.2 Libraries for Java

e CoreNLP

* MySQL Connector

4.2.3 Libraries for Python

e NLTK
* NumPy
e Pandas

e sci-kit learn

4.2.4 Libraries for JavaScript

* VuelS

* axios

* Semantic Ul
* moment.js

* mapbox
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4.3

Results

Once we have implemented our proposed model successfully, the whole process is simulated

using the datasets that have been produced. As previously mentioned, we have five sequential

stages, each stage has been tested separately to analyze and compare the results.

4.3.1 Dataset Used
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City of our dreams

When digital rights .
Human trafficking in
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Muhit: An inquisitive...
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The labyrinth of Dh...

Mostafa Kamal Pash...

Fakhrul, 2 others as...
‘Dhaka’s microdimat. ..
To cricket or not to ...
BNP says fear abou...
Mintoo, Alal, Sohel ...
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13 BNP men hurtin ...
4 killed after train hi...
Khaleda’s nominatio...
3,056 candidates fi...
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Why is marital rape ...
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‘I want to go back t...
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Stalker's brutality la...
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Muhit is different from the other ...
The European Union on Wednes...
Bangladesh governmentis to lau...
Renowned Bengali novelist Taras. ..
Brigadier general Mostafa Kamal ...
Do we have the mettle to overlo...
BNP secretary general Mirza Fak...
Dhaka city's microcimate situatio. ..
Amit Hasan, a 15-year-old boy w...
The BNP on Wednesday alleged t...
BNP vice chairman Abdul Awal Mi...
Jatiya Oikya Front leader Kamal ...

At least 13 BNP activists were inj.

At least four people, induding a ...
A nomination paper has been su...
A total of 3056 candidates, indu...
Three people, induding two local ...
Rape is undoubtedly among the ...
The High Court today upheld the...
Rapid Action Battalion detained t...
On the run for six years with a lif...
Five men and 15 other unknown ...
Four transport workers are awar. ..
Snatched by people raffickers in...
An assistant superintendent of ...
A college girl is groaning in pain a...
The Rapid Action Battalion has ar...
Stalkers stormed into the house ...
A group of men allegedly swoope. ..
Paper cut outs of butterflies ado...
A tribunal in Dhaka yesterday fra...
Investigators primarily suspect a ...
On May 1, 2015, a shallow mass ...
Private university student Sumon. ..
Human trafficking status in Bangl...
A woman was stabbed by her st...

Sattinn 2 e svamnle o reen

summary

While the youth of today generally dabble in poetry and fi...
The European Union on Wednesday reiterated its position. ..
Bangladesh government s to launch the Matir Maya’prog...
Likewise, walking on pavements can be considered a supe...
Brigadier general Mostafa Kamal Pasha has been appointe...
What is the use of such wide roads then?” said Hossain Zil...
BNP secretary general Mirza Fakhrul Islam Alamgir and tw...

Dhaka city's microdimate situation is degrading rapidly due...
Only around 150 players are now playing first dass cricket...
The BNP on Wednesday alleged the election commission's ...
BNP vice chairman Abdul Awal Mintoo, joint secretary gen...
Jatiya Oikya Front leader Kamal Hossain will not contest t...

At least 13 BNP activists were injured in separate attacks ...

Atleast four people, induding a child, were kiled and four

A nomination paper has been submitted in favour of the B...
A total of 3056 candidates, induding 265 in 20 seats of ca...
Three people, induding two local leaders from the Awami ...
The list is followed by a categorical exemption for marital ...
The High Court today upheld the death sentence of four c...
Rapid Action Battalion detained three suspected human tr...
On the run for six years with a life term sentence on his h...
The accused are Sumon Mizh, 30; Schel Rana, 24; Sadda...
Four transport workers are awarded death penalty in a ca...
Snatched by people traffickers in his native Bangladesh a...
An assistant superintendent of police (A5F) of Savar high...
A college girl is groaning in pain at Dimla Upazila Health Co...
ARab-1 team conducted two drives in Uttara on Tuesday ...
The inddent happened at Chunarughat upazila in Habigan...
A group of men allegedly swooped on university students ...
The Children's Act says the juvenile court has the sole aut...
They are Jahangir Alam alias Rajib Gandhi, recruiter of th...
Meanwhile, victim's wife Josna Begum filed a murder case ...
Informed by the vilagers, Thai police exhumed 32 bodies ...

The right to access comes with the right to know how to

Banaladesh was downgraded to the Tier 2 Watch List as it...
Beni Rani Sarker from Keshobpur vilage was set to getma...

Satting 2 mimis avamnle Af racnect far b = waman ha

Fig. 4.5 Sample output of the scrapped articles.

The articles table contains the following columns:

id - An auto-generated unique identifier of an article to build relations against.

& state
pending
pending
pending
pending
pending
pending
pending
pending
pending
pending
pending
pending
pending
pending
pending
pending
address
address
address
address
address
address
address
address
address
address
address
address
address
address
address
address
address
address
address
address

2ddrace

publisher_id - Contains the foreign key of the publisher’s uniquely generated identifier.

title - The title of the article.

hash - A unique string created from the SHA-256 cryptographic hash algorithm against

the original link of the article to make sure the article is unique.

link - The link to the original source of the article.

body - Contains the original article body to be processed by the Text Summarizer

and Location Extractor.



4.3 Results 28

* summary - Contains the summarized version of the article to be viewed by the users
and the Text Classifiers.

* state - The current state of the article that determines which stage the article will go

through next.
* location_id - Contains the foreign key of the location the incident took place.

* published_at - The date and time the article was originally published on the publisher’s

website.
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4.3.2 Classification Results and Analysis

By testing the classifiers using the dataset, we have found the following results:

Table 4.1 Performance metrics of different classifiers.

Classifier Accuracy Log Loss (10719)
Gaussian Naive Bayes 80.952 6.579
Bernoulli Naive Bayes 74.830 8.693
Random Forest 79.252 7.166
Support Vector Machine  86.054 4.817
K-Nearest Neighbor 74.830 8.694
AdaBoost 77.891 7.636
Decision Tree 81.020 6.555

As shown in the table above, we have calculated the accuracy and the log-loss of each
classifier. Logarithmic Loss (or log-loss) is the measure of the performance of a classification
model. It increases as the predicted probability differs from the actual value.

For each human right, we have fitted all the seven classifiers and found that each classifier
gives the best result for a different violation type: which depends on the data size of the given

class. Here are the best results:

Table 4.2 Classification report of Gaussian Naive Bayes for "No Torture".

Precision Recall Fl-score Support

0 0.81 0.97 0.89 76

1 0.71 0.23 0.34 22

Micro Average 0.81 0.81 0.81 98
Macro Average 0.76 0.60 0.62 98
Weighted Average 0.79 0.81 0.76 98

Table 4.3 Classification report of Bernoulli Naive Bayes for "No Torture".

Precision Recall Fl-score Support

0 0.78 1.00 0.87 76
1 0.00 0.00 0.00 22
Micro Average 0.78 0.78 0.78 98
Macro Average 0.39 0.50 0.44 98

Weighted Average 0.60 0.78 0.68 98
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Table 4.4 Classification report of Random Forest for "The Right To Life".

Precision Recall Fl-score Support

0 0.81 0.97 0.88 70

1 0.86 0.43 0.57 28

Micro Average 0.82 0.82 0.82 98
Macro Average 0.83 0.70 0.73 98
Weighted Average 0.82 0.82 0.79 98

Table 4.5 Classification report of SVM for "The Right To Life".

Precision Recall Fl-score Support

0 0.90 0.94 0.92 70

1 0.84 0.75 0.79 28

Micro Average 0.89 0.89 0.89 98
Macro Average 0.87 0.85 0.86 98
Weighted Average 0.89 0.89 0.89 98

Table 4.6 Classification report of K-Nearest Neighbor for "No Torture".

Precision Recall Fl-score Support

0 0.81 0.97 0.89 76

1 0.71 0.23 0.34 22

Micro Average 0.81 0.81 0.81 98
Macro Average 0.76 0.60 0.62 98
Weighted Average 0.79 0.81 0.76 98

Table 4.7 Classification report of AdaBoost for "No Torture".

Precision Recall Fl-score Support

0 0.93 0.83 0.88 76
1 0.57 0.77 0.65 22
Micro Average 0.82 0.82 0.82 98
Macro Average 0.75 0.80 0.76 98

Weighted Average 0.85 0.82 0.83 98
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Table 4.8 Classification report of Decision Tree for "No Unfair Detainment".

Precision Recall Fl-score Support

0 0.91 0.97 0.93 89

1 0.00 0.00 0.00 9

Micro Average 0.88 0.88 0.88 98
Macro Average 0.45 0.48 0.47 98
Weighted Average 0.82 0.88 0.85 98

To determine the best classifier, we are using three different measurement techniques:

1. Precision - It is the number of positive predictions and divided by the total positive
class values predicted. It is the measure of a classifier’s exactness.
Relevant articles N Retrieved articles

Precision = 4.1
Retrieved articles .1

2. Recall - It is the number of positive predictions divided by the number of positive class
values in the test data. It is also called Sensitivity or the True Positive Rate. It is the

measure of classifier’s completeness.

Recall — Relevant articles ﬂRet‘rieved articles 4.2)
Relevant articles

3. F1 Score - It is the balance between the precision and recall and is calculated by:

Precision x Recall
F18 =2 43
core * Precision + Recall (4.3)

As we have experimented with all these classification algorithms, it has been found
that each algorithm performs differently for each category. We have concluded that SVM
achieves the best accuracy for the purpose of our research.
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4.3.3 Location Extraction

Stanford’s CoreNLP has been used to extract the location specified in the articles by running
Named Entity Recognition model. The system first tokenizes the whole article into sub-
components and is represented as a CoreDocument object. This object is then passed to a
co-reference extractor and annotator to determine different entity names.

The figure below provides a visual overview of how the model extracts different entity
names:

Named Entity Recognition:

[Persan| um
The attacker has been identified as Sohel, 25 , who has been detained.

[Location| [Loc] [Date| [Tima]
A schoolgirl was hacked to death near Gopibagh rail gate in Dhaka on Tuesday afternoon.

[Person|  [Mum MNum
Police have identified the victim as Sharmin, 16 , student of Class 10 at

[Drganization [Location] [Loc]
Shahid Kazi Arif High School and College in Sayedabad, Dhaka.

|Pers| [Persen| [Person|
Speaking to reporters, Wari police station Sub-Inspector (SI) Md Harun-ur-Rashid said: ~ Sharminwas

[Location|
walking from her house in KM Lane towards Gopibagh rail gate when a young man attacked her from
behind with a boti [a cutting instrument used in the kitchen].

[Person| \Person|

Police suspect that Sohel had been stalking Sharmin for a while.

Fig. 4.6 Extracting location using NER.

An article may contain multiple location name. In this situation, it can be done two
things:

1. Take the location with the highest number of occurrences within the article.

2. Take the location which resides in the same sentence as the main verb of the article.
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4.3.4 Visualization of Incidents

Ultimately, after successfully extracting the geographical location of the incidents using
Stanford’s CoreNLP, we have represented the data in a heat map, to visualize the state of

occurrences though out the country.

Violation of Rights

duzaffarpur

Patna

Kolkata

Fig. 4.7 What the visitors see when they visit the website.

Recorded Violations Around The Area

Bogra Rape: Victim makes a judicial statement

published 3 years ago, by The Daily Star, violations: The Right to Life, No Torture
o was raped by Sramik League leader Tufan Sarkar;

peddler and extortionist Tuf: J

i student from her h ish

in Sarkar, of Tufanand joi of Bogra town
tizens' body,

actsand I
ital's Jatiya Press C [

Sarkar for rapinga Different soci
of culprits.

Girl abducted, raped in Bogra

published 4 months ago, by The Daily Star, violations: No Torture

ty cadres and
of Bogra police told the daily that the brutal torture of the girl and her mother

medieval age, and a total violation of human rights". mother tor

people,including Tufan, his wife Asha Sarkar, : sisterand fllor

Marzia Ak i Tufan, hi fates Ali Azam of Ct Khaipatti of the town, Atiqur Rahman

of Khander, and R Kalitala. Bogra district police

Additional SP Sanatan Chakrabarty said, “Tufan Sarker, in primary interrogation, admitted that he raped the student

alluring her with a promise to get her into a college!"

Mother hands over accused son to cop

published 2 years ago, by The Daily Star, violations: The Right to Life
Setting a unique example of respect for law, a woman handed over her son, accused of stabbing college girl Zannatul
Yasmin Zitu in the town, to police on Sunday night.“Nasrin Alam, mother of the accused, Md Kawsar Alam Avi, 25,
went to Sadar Police Stat ith her son around 1 ged police to conduct a proper
tigation” hakraborty, addi i of police (Bogra Sadar Circle). Hewill betaken

Fig. 4.8 What the visitors see when they click on a point of the map.
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4.4 Data Analysis

Using the dataset, a simple analysis of frequency of incidents, location of the incidents and
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date and time of the occurrences are shown below.
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Fig. 4.9 Number of incidents recorded from 2016 to 2018.

We can see that the number of occurrences are increasing. From this, we can infer two
things:

1. The number of violations are increasing.

2. The incidents of violation are being recorded by the news sources more frequently.
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B Bandarban M Bangladesh [ Barisal [ Barlekha W Bogra H Bogra Sadar B Brahamanbaria B Chittagong
m Comilla I Cox'S Bazar B Dhaka m Dimla ® Habiganj M lessore o Khulna o Kurigram
E Mirpur H Mongla B Mymensingh @ Netrakona W Noakhali [ Pallabi M Paltan W Patuakhali
[ Pirojpur [ Rajshahi [ Rangamati Rangpur O Sundarganj [ Sylhet B Sylhet Sadar B Tangail

Fig. 4.10 Number of incidents recorded in each area.

In this analysis, it has been found that remote areas such as Bandarban has higher rates
of violation compared to urban areas. This information is a valuable resource for the law
enforcement agencies to focus on specific areas. We can also infer that, since these remote
areas have people who are deprived of basic education, thus people are more prone to cause
these kinds of violations.
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I We Are All Born Free & Equal

[ No Slavery

B We're All Equal Before the Law
Wl The Right to Trial

B Freedom to Move

7 Marriage and Family

B The Right to Democracy

@ The Right to Education

@ No One Can Take Away Your Human Rights

E Don't Discriminate

E No Torture

B Your Human Rights Are Protected by Law
B We're Always Innocent Till Proven Guilty
EThe Right to Seek a Safe Place to Live

@ The Right to Your Own Things

M Social Security

W A Fair and Free World

@ The Right to Life

E You Have Rights No Matter Where You Go
B No Unfair Detainment

W The Right to Privacy

[ Right to a Nationality

@ Freedom of Expression

I Workers® Rights

M Responsibility

Fig. 4.11 Number of violations per human right.

Among all the human rights, the most violated ones are "The right to life" and "We are

all born free and equal”. Since enough precautions are not taken, people are getting away

with the crimes they are committing. Thus, these rights are among the top.
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Conclusion

This research finds out about all the events that involve violation of Human Rights in
Bangladesh using news articles from The Daily Star, Prothom Alo and Dhaka Tribune.
We have successfully been able to classify the articles according to Human Rights along
with extracting the location where the event has taken place. Ultimately, presenting the
occurrences in a map for visualization.

Using multiple classifying algorithms, it has been analyzed that the best way to classify
incidents is to use SVM, according to the performance metrics.

Throughout the research, we have been able to find the different types of human right
violations in different areas of Bangladesh, recording events that were unnoticed for public
consumption. One of our goals is to make the data accessible to the Governments and the
NGOs to take proper measure against the violations. This research contributes in the field
of work that strives to identify and prevent actions against basic Human Rights to make the

world a better place.

5.1 Limitations

We have faced some bottlenecks and intricacies despite our model being successful, during
the research. The problem lies in the datasets being imbalanced and small in size which
means that there are very few incidents for some of the human right points than the other,
and classifiers do not have enough data to accurately classify the articles according to their
category.

Due to lack of enough data, we are unable to carry out Regression Analysis which would
enable us to project Frequency against Time of occurrences and Frequency versus Location
of occurrences to subsequently predict the likelihood of frequency of Human Rights violation

in a specific year and its probable location(s).
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Lastly, articles containing ambiguous information is another limitation of our model. The
model is unable to identify fake news, so if an article contains misinformation, it would

accept it as if the article falls within the category of the rights violation.

5.2 Future Works

Our model could be improved and utilized in various causes. To begin with, with enough
dataset, the usability of predicting machine learning models could be made available. Predic-
tion of frequency of violations against time could be a great resource to the Government and
organizations fighting against the acts.

In addition to that, our data bank can be used to portray what Bangladeshi laws have
to say about a particular violation, raise public awareness and educate people about the
magnitude of the crime.

Furthermore, our research has solely relied on news articles from three different news
agencies. More news websites can be added to enrich the database, providing more informa-
tion for the algorithms to work on. Also, this research was done taking only the news articles
from Bangladesh. It could be extended to cover other regions of the World as well.

Lastly, the detection of violation of Human Rights can also be done over the domain of
social media content which contains a lot of information being unnoticed of. Our model

could be modified and trained for the social media contents to analyze the infringements.
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