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Abstract

In our proposed model we have implemented copy-move image forgery detection technique. Copy-move image forgery is one of the types of image forgery where a part of image is copied and then it is pasted in the same image having an intention to make a false image or to hide some important object within the image. Our purpose is to make an efficient and robust solution to this kind of image forgery. Our proposed system consists of few steps: (1) Stationary Wavelet Transform (SWT) is used to decompose the input image into four parts from which approximate image is taken as input for the next step. (2) Scale Invariant Feature Transform (SIFT) algorithm is then run on the approximate image extracted by SWT to extract the key point descriptor features. (3) The descriptor features are clustered using linkage method ward. (4) Clustered key points are compared to take decision whether image is tampered or not. (5) In post processing step false positive removal is done using Random Sample Consensus (RANSAC). Our proposed model after implementations performs 93% accurately over a certain dataset.
Chapter 01

Introduction

Digital image forgery detection is a technology that is used to detect whether an image is manipulated or not. There are various ways to manipulate an image e.g. copy-move forgery, image splicing, image retouching etc. Therefore, the task of detecting a forged image is very complex. Hence, the approach to handle and detect different types of forgery is different [21]. Among the various types of image tampering approach, copy-move is widely and commonly used. In copy-move image forgery a part of image is copied and then it is pasted in the same image having an intention to make a false image or hide some important object within the image. There are a number of copy-move image forgery detection algorithms but most of them are not robust and efficient in terms of computational expanse and affine or geometric transformation. The goal of this proposed method is to detect forgery irrespective of all the ways of copy-move tampering including the tampering with geometric transformation with giving importance on the reduction issue of time complexity. Figure 1 shows an example of copy-move forgery performed on a JPEG image from the data set MICC-F220 [12].

Figure 1: (a) Original Image, (b) Forged Image
1.1 Motivation

Digital image contains huge amount of information. Human visual sensory system can receive pictorial information in less than a millisecond compared to textual information. Hence digital images are widely used as a means to transferring and conveying information. For instance, Instagram has become tremendously popular because it’s primarily a social media platform based on image sharing. Other than that image is used in newspaper, magazines, and research based journals. Imagery information is used as a vital proof against various types of crime and acts as evidence for multifarious purpose. However, at the same time heavy image editing tools and software are widely and cheaply available using which content of an image can be easily tampered [22]. This process of manipulation of original image by applying various type of geometric transformation (rotation, scaling, resizing), adding or removing an object in the real image with the use of this editing tools is called digital image forgery [1,3]. These modifications are almost impossible to trace and detect by naked eyes. The purpose for such modification widely varies depending of circumstances and often can be as serious as hiding evidences or manipulating the awareness of the recipient. Therefore, to ensure the authenticity of image, there are many algorithms and models that are being developed to solve this issue. However most of these models have limitation either in time complexity or in detection accuracy. So, the detection system should overcome these limitations and difficulties.

1.2 Contribution Summary

The summarized overview of the main contributions is given as follows

➢ Decomposing the input image using 2D SWT
➢ Extracting the descriptor feature from the decomposed approximate image
➢ Clustering of features using linkage method –ward
➢ Comparison among the clustered features for forgery detection
1.3 Thesis Outline

The rest of the thesis is organized as follows:

- Chapter 02 includes background analysis and related works.
- Chapter 03 presents our proposed model and its implementation.
- Chapter 04 demonstrates the experimental results and comparison.
- Chapter 05 concludes the thesis and states the future research directions.
Chapter 02

Background Analysis and Related Works

2.1 RGB to Greyscale Conversion

It is the process of converting an RGB image i.e. colorful image to grey image by the formula shown in Figure 2.

\[ IMG = 0.2989R + 0.5870G + 0.1140B \]

(1)

2.1.1 Algorithm

```
For Each Pixel in Image

    Set Red = Pixel.Red
    Set Green = Pixel.Green
    Set Blue = Pixel.Blue
    Set Grey = (Red * 0.299 + Green * 0.587 + Blue * 0.114)
    Set Pixel.Red = Grey
    Set Pixel.Green = Grey
    Set Pixel.Blue = Grey

End For
```

Figure 2: RGB to Grey Conversion Algorithm
2.2 Stationary Wavelet Transform (SWT)

SWT is one of the several types of wavelet transformation e.g. discrete wavelet transform (DWT), Multiresolution analysis (MRA), Fast wavelet transform (FWT) etc. Wavelet transform has a wide field of application such as de-noising, image categorization, and recognition of patterns and also in medical field e.g. Magnetic resonance imaging. SWT is actually a modified version of DWT which is shift variant. SWT is not only shift invariant but also noise and blur invariant i.e. unlike DWT even if there is a shift in the signal, the transformed coefficients do not reorient and it shows better performance in terms of de-noising and edge identification [15]. SWT implement high and low pass filters to the input image at each level and at next stage produces two sequences each have the same length as the original sequence. But unlike DWT, the filters are changed at every level and it is done my padding them with zeros. However, the computational expense of SWT is more. The process of two dimensional decomposition of input image by SWT is shown in Figure 3.

![Figure 3: 2-D SWT Decomposition](image_url)
The shift invariance feature is achieved by removal of up and down sampling in DWT and by up sampling of the coefficient by the factor of \(2^{j-1}\) in that particular level. SWT actually enhances the resolution of edges with odd groups of coefficients. The final computation process is shown in Figure 4.

\[
\begin{align*}
G_j & \rightarrow \uparrow 2 \rightarrow G_j \\
G_j & \rightarrow \uparrow 2 \rightarrow G_j
\end{align*}
\]

where \(\uparrow 2\) = Up Sample

**Figure 4: Final Computation**

### 2.3 Scale Invariant Feature Transform (SIFT)

SIFT [11] is an algorithm developed by David Lowe which is used to extract features from digital images and these features are scale invariant and rotation invariant. More over SIFT is also to some extent invariant to different point of view of 3D camera and illumination [25]. With the implementation of SIFT algorithm a humongous number of features can be withdrawn and these features are invariant to different factors and thus these are considered to be eminently distinctive. So, the chance of finding a match between one feature to a huge database of features is highly probable and this would raise the issue of computational complexity. In order to reduce the computational expense, cascade filtering approach is adopted. Thus, whole process of initial detection of key-points to generating key-point descriptors is divided into four main stages.
2.3.1 Scale Space Extrema Detection

In this first step, the location and scale space of extrema are found out. The focus of this step is to actually detect those locations of key-points which are invariant to scale and rotation in image and it is done by seeking for distinctive features over various possible scales. The function that defines the scale space of an image is denoted by \( L(x, y, \sigma) \) which is produced by convolving Gaussian Function \( G(x, y, \sigma) \) with the input image \( I(x, y) \) [11].

\[
L(x, y, \sigma) = G(x, y, \sigma) * I(x, y) \tag{2}
\]

\[
G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \tag{3}
\]

Where * denotes convolution operation, sigma is the scale space factor of Gaussian normal distribution, \((x, y)\) denotes the pixel coordinates of image. To make the detection of key-points more reliable, efficient and stable DoG Function \( D(x, y, \sigma) \) is required. It is computed by convolving the difference of two nearby scales separated by a constant scaling factor \( k \) with the input image.

\[
D(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) * I(x, y) = L(x, y, k\sigma) - L(x, y, \sigma) \tag{4}
\]

The purpose behind using \( D(x, y, \sigma) \) are it is comparatively cost-effective function since the smoothed image requires to be calculated for all types of view point for the description of scale space features. Moreover, by applying plain sailing image subtraction \( D(x, y, \sigma) \) can be very easily computed. For each octave the reiterated convolving of input image with \( G \) is shown in the Figure 5[11].
After computation of $D(x, y, \sigma)$, maxima and minima of DoG images are identified by making a pixel($X$) comparison with the 26 neighboring pixels in current and two other adjacent scales. It is illustrated in Figure 6[11].
2.3.2 Key-point Localization

In this step more accurate key-points are selected. For achieving this purpose Taylor series expansion of scale space is applied and those extrema with intensity value less than a preset threshold value are rejected. This series shifts the function $D(x, y, \sigma)$ in a way so that sample point is positioned at the origin [11].

$$D(x) = D + \frac{\partial D}{\partial x} x + \frac{1}{2} x^T \frac{\partial^2 D}{\partial x^2} x + \cdots$$  \hspace{1cm} (5)

Now in order to determine the location of extrema we differentiate $D(x)$ with respect to $x$,

$$\hat{x} = -\frac{\partial^2 D^{-1} \partial D}{\partial x^2}$$  \hspace{1cm} (6)

Then we substitute the value of $\hat{x}$ from (4) in (3) to discard the unstable extrema.

$$D(\hat{x}) = D + \frac{\partial D}{\partial x} \hat{x}$$  \hspace{1cm} (7)

Figure 6: Computation of Maxima and Minima of DoG
2.3.3 Orientation Assignment

According to the local image properties, each key-point is given an orientation. Firstly, the Gaussian smoothed image \( L \) is calculated by the function \( L(x, y, \sigma) \). Secondly calculation of the magnitude of gradient denoted by \( m \) and orientation denoted by \( \theta \) is done by using the following two equations.

\[
m(x, y) = \sqrt{(L(x + 1, y) - L(x - 1, y))^2 + (L(x, y + 1) - L(x, y - 1))^2} \tag{8}
\]

\[
\theta(x, y) = \tan^{-1}\left(\frac{L(x+1,y) - L(x-1,y)}{L(x+1,y) - L(x-1,y)}\right) \tag{9}
\]

Histogram of oriented gradient is used to calculate gradient direction of feature points. Dominant direction of the local gradients is represented by orientation histogram peaks.

2.3.4 Generation of Key-point Descriptor

The measurement of the local image gradient is taken at the selected scale in the area around every key-point. These image gradients are transformed to represent significant levels of local shape distortion. Key-point descriptors use a set of 16 histograms each having 8 elements which results in the feature vectors having 128 elements.

2.3.5 SIFT Algorithm

The SIFT algorithm from key-point localization to generation of key-point descriptor is show in Figure 7 in a simple pseudo code.
2.4 Key-point matching using g2NN (generalized 2 nearest neighbor)

Each key-point extracted from SIFT belongs to a specific key-point descriptor vector. To get the set of matching key-points, each key-point is compared with the other key-points which belongs a descriptor vector. A generalized 2 nearest neighbor matching method is applied to get the matching key-points. In this method, Euclidean distance is computed for the finding the ratio of the two closest neighboring key-point. Then a threshold value (T) is approximately 0.6 is used to
compare the computed ratio of neighboring key-points [17]. In mathematically, if the similarity vector is denoted by D for a random key-point extracted from the SIFT algorithm;

We get,

\[ D = \{d_1, d_2, d_3, \ldots, d_{n-1}\} \]

Which is used as the sorted Euclidean distance for the descriptor vectors. To satisfy the matching criteria the following condition must be met,

\[ \frac{d_1}{d_2} < T \]

Where, \( d_1 \) and \( d_2 \) denotes respectively the closest neighbor and second closest neighbor for a certain key-point. \( T \) denotes the threshold value that is in between 0 to 1. If the ratio of \( d_1/d_2 \) is less than the predefined threshold value, then we can say that the key-points (\( d_1 \) and \( d_2 \)) can be candidate for matching similar key-points. In case of random selection, the ratio may be greater than the threshold value. Since generalized version of 2NN is an iterative approach, it continuously performs the 2NN test until the ratio of \( d_1/d_2 \) is 0.5. This g2NN helps to find multiple copy-move forgery in the image because of its iterative nature. To minimize the time complexity, a value of \( k \) is defined for stopping condition of 2NN test, where \( k \) is in between 1 to \( n \) when

The similarity vector i.e. sorted Euclidean distance vector \( D = \{d_1, d_2, \ldots, d_{n-1}\} \) is then becomes as

\( D = \{d_1, d_2, \ldots, d_k\} \) that is used as minimized sorted Euclidean distance vector for finding the matching key-points. Then for later processing, the matched-key-points are considered and the other key-points is discarded [13]. But, there may have some identical points that contains intrinsically in the image. As a result, we can get some false positive matches that effects the performance and

result of the detection algorithm. Hence, a method is applied to remove the false positive rate for better detection accuracy of proposed model that is described in later part.
2.5 Agglomerative Hierarchical Clustering

Clustering is a process of grouping similar data in a group or cluster in such a way that the elements of the same cluster are more similar than compare to others clusters’ elements. Hierarchical Clustering is one of most used clustering technique that is used in different fields of data analysis, computation and simulation. It forms a hierarchy to the clusters. Agglomerative hierarchical clustering follows a bottom-up clustering technique where each cluster belongs to another cluster and it has a sub cluster. In case of bottom level clusters, it has no sub clusters. In agglomerative hierarchical clustering every single data is considered as a single cluster. In next successive iterative processes, it merges (agglomerates) the pair of clusters based on the distance value between them.

For copy-move forgery detection each matched key-point is considered as a single cluster [13]. The spatial locations, in other words, the coordinate of matched key-points is used to find spatial distance among the clusters. Based on this distance the two closest clusters are then identified to merge them as a new single cluster. This iterative approach of computation continues until all the clusters are merged to form a final single cluster. This process is performed based on a specific linkage method and a threshold value which determiners when to stop for forming the final merged cluster. This type of agglomerative hierarchical clustering uses a dendrogram or cluster tree to finish the clustering process of the matched key-points. The linkage method ward is used to agglomerates the matched key-points by finding the coordinate distance among the points [24]. It uses the following formula to generate the distance vector;

\[ d(r, s) = \sqrt{\frac{2n_r n_s}{(n_r + n_s)}} \| \bar{x}_r - \bar{x}_s \|_2 \]

Where, \( \| \|_2 \) denotes Euclidean distance

\( \bar{x}_r \) and \( \bar{x}_s \) are the centroids of clusters \( r \) and \( s \)

\( n_r \) and \( n_s \) are the number of elements in clusters \( r \) and \( s \)
The following steps forms Agglomerative Hierarchical Clustering i.e. algorithm.

1. Each key-points is considered as a single cluster
2. Compute the distance among clusters pair wisely.
3. Make the distance matrix based on the distance value from the previous step.
4. Identify the pair having shortest distance.
5. Discard the pair having shortest distance from the distance matrix to form a new cluster by merging them.
6. Compute the all pair wise distances from the newly created cluster to the all other clusters for updating the distance matrix.
7. Continues until having the distance matrix with a single cluster or key-point.

Figure 8 shows the cluster tree of agglomerative hierarchical clustering generated by MATLAB.

![Figure 8: Dendrogram of Agglomerative Hierarchical Clustering](image)

Figure 9 shows the hierarchical clustering using linkage method ward generated by MATLAB.
Figure 9: Hierarchical Clustering Using Linkage Method Ward (Represents a Clustering Overview of Four Colors).

2.6 False Positive Removal (RANSAC)

In this step, we use Random Sample Consensus algorithm (RANSAC) [16] to remove false positive matches. RANSAC is used as the mismatched points or outliers can (outliers) hamper the estimated homography. In RANSAC algorithm, a set of matched points are randomly selected and then the homography is estimated. After that other remaining matched points are transformed and then compared in terms of distance with respect to their respective matches. A threshold value is set. If this distance is under the threshold value it is marked as inliers and if it is above the threshold is catalogued as outliers. After a predefined number of iterations, the
estimated transformation which is associated with the higher number of inliers is chosen [13]. In our experimental tests, has been set to 1000 and the threshold to 0.05; this is due to the fact that we used a standard method of normalization of the data for homography estimation. The points are translated so that their centroid is at the origin and then they are scaled so that the average distance from the origin is equal to. This transformation is applied to both of the two areas and independently.

2.6.1 RANSAC Algorithm

The RANSAC algorithm can be described as follows:

1. Randomly selecting a subset of the data set
2. Fitting a model to the selected subset
3. Determining the number of outliers
4. Repeating steps 1-3 for a prescribed number of iterations

2.7 Related Works

Since copy-move forgery detection is comparatively more difficult, most of researchers in this field have tried to find out a stable and robust solution for detecting manipulation in image mostly either in key point or block based approach. In block based approach image is divided into blocks and feature matching among blocks provides tampering confirmation of image where as in key point based approach key-points are extracted from the image using different key-points extracting algorithms, then matching among the key-points feature vector provides tampering information about the image.

In [6,13,1] authors propose a key-point based copy-move forgery detection method. In [6] propose an efficient and robust method for detection copy-move image forgery detection. Three ways of detection approach for copy-move forgery is described here. In first approach, SIFT based detection approach is mentioned that is comprised of extraction of sift features, computing Euclidean distance between the pair of sift key points, determining the best matches key points on the basis of threshold prioritizing minimum distance pair of key points, forming cluster among the best matches key points on the basis of threshold value of Euclidian distance, cluster size .Finally the matching between the cluster is performed and forged region is shown in the image if at least two key points are matched among the clusters.
In the second approach of detecting copy-move forgery, SURF based detection algorithm is proposed that is faster than the SIFT algorithm. Here, a set of steps is followed to get the desired forgery detection of copy-move forgery in digital image. Same for the SIFT approach, here in the SURF based detection approach, first the key points of image are extracted that is letter used for finding Euclidian distance between the pairs of SURF key points. Then, a threshold value based minimum distance pair of key points are chosen for best match candidates which is used in later steps to form cluster providing a threshold value of Euclidian distance and cluster size. At the final step, matching among the cluster is done to find the forged region if any key points are found between two clusters.

In the third approach mentioned in the paper is HOG based approach to find copy-move detection forgery. In this approach 1-D DWT is used to the input image to get the most information containing approximate image which is used in the next step to divide in overlapping blocks. For Each block then HOG features are extracted to get the lexicographically sorted feature vector. Then block matching is done to get the matched pair to form clusters. Then matching between cluster is performed to get the forged region if any matches found between the two clusters.

In [7], the authors proposed a method to detect copy-move forgery using Discrete Cosine Transform (DCT) of the image blocks. At first the blocks are sorted lexicographically and then the adjacent identical pair of blocks are considered copy-move region. The problem with this method is that it cannot detect small duplicate regions.

In [18], the authors propose an improved copy-move forgery detection based on DCT. In this approach, image is divided into overlapping blocks and then features vectors found by each block is sorted lexicographically which finally identifies the duplication region. Compare to others method based on DCT, its good side is that it can detect forged region if the image is even distorted by blurring, Gaussian noise and JPEG compression.

In [14], authors used region duplication detection algorithm with an improved DCT which reduced the computational complexity. The difference of this method with others is that the quantized block is characterized by a circle block. The feature vectors were calculated after the circle block is divided into a fixed number of parts. Then the feature vectors were lexicographically sorted and Euclidean distance between adjacent pairs is calculated. The benefit
of using this method was it can identify multiple region duplications. However, it is not robust to geometrical operation and also fails to work with poor image quality.

A method using Principal Component Analysis (PCA) is described in [8]. Here, at first the image is divided into several blocks. Then their feature vectors are calculated and sorted lexicographically. PCA is used to represent the dissimilar blocks. The benefit of this model is that it can reduce time complexity, works good for large images. But its accuracy decreases for small block sizes and low JPEG qualities.

In [9] author proposed a block based copy-move image forgery detection model based on DWT to compress the input image. Afterwards the compressed image is divided into some overlapping blocks. The blocks are then lexicographically sorted to identify the duplicated blocks.

In [10] author proposed a copy-move image forgery detection technique based on SWT-SVD. SWT is shift invariant and noise invariant which is used to decompose the input image and helps in finding similarities between blocks of an image. The blocks are represented using features extracted by SVD. This model detects image forgery for blurred image successfully.

In [19], the authors propose segmentation based copy-move forgery detection. In this method, first the input image is semantically segmented into different independent patches. Later for each segments key-points are extracted. Affine transform matrix and an Expectation-Maximization-based algorithm are used to confirm detection of copy-move regions.

In [20], the authors propose a robust and efficient method for detection of copy-move image forgery. Here, authors propose Fourier Melon Transform for extracting the features from the image blocks. This method is robust to scaling, rotation, lossy JPEG compression, noise and blurring. For better performance and time complexity reduction, authors use lexicographic sorting and counting bloom filter to find copy-move region detection.
Chapter 03

Proposed Model

3.1 Workflow of Proposed Model

Our proposed model is mainly based on SWT and SIFT algorithm which can detect tampered region in a copy-move forged image. Firstly, we convert the input image from RGB to Gray Scale. 2-D SWT is applied on the dataset and approximate component of the decomposed image is passed as input parameter in SIFT algorithm to extract the descriptor vectors. Then matching operation is performed on the descriptor vectors to detect copy-move tampering. Finally, RANSAC algorithm is applied to remove outliers that help to reduce the false positive rate. The block diagram of our proposed model is shown in Figure 10.

---

**Figure 10: Workflow of Proposed Model**
3.1.1 Pre-processing

The pre-processing step of the model comprises of two sub-steps. Firstly, the input image is converted to grayscale if it is a RGB image. The reason behind converting it into grayscale is to reduce complexity by converting a 3D pixel value (R, G, B) to a 1D value. Besides the color information does not contribute in identifying key-point features. The following formula is used to convert the RGB values to grayscale value.

\[ \text{IMG} = 0.2989R + 0.5870G + 0.1140B \]

Figure 11 shows the conversion of RGB image to gray scale.

![Figure 11: Conversion of RGB to Gray Scale](image-url)
Secondly, SWT is used to obtain four sub bands such as swa, swh, swv and swd which represents respectively approximate image, horizontal image, vertical image, diagonal image. The approximate sub band is later passed as input parameter in SIFT algorithm to extract features. The primary reason for choosing SWT over DCT or DWT is that it is shift invariant, translation invariant and efficient at finding similarities and dissimilarities despite of having noise or blurring in the image. Figure 12 shows the SWT decomposition output.

Figure 12: 2-D SWT Decomposition of Input Image

3.1.2 SIFT Feature Extraction

SIFT is one of the best feature extracting algorithm proposed by David Lowe [11]. It is invariant to image rotation, geometrical transformation, intensity and change of viewpoint in matching features. The algorithm is divided into 4 main steps. They are as follows:
3.1.2.1 Scale Space Extrema Detection

In this step Gaussian of Difference(DoG) is used to find possible points of interest which are invariant to orientation and scaling. To make the detection of key-points more reliable, efficient and stable DoG Function $D(x, y, \sigma)$ is required. It is computed by convolving the difference of two nearby scales separated by a constant scaling factor $k$ with the input image as shown in the Figure 13.

$$D(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) \ast I(x, y)$$

$$= L(x, y, k\sigma) - L(x, y, \sigma)\cdots\cdots\cdots\cdots\cdots\cdots\cdots\cdots\cdots\cdots\cdots\cdots(13)$$

![Figure 13: DoG Pyramid Formation of Approximate Image](image)

The key-points that are initially identified on the approximate component of decomposed image are shown in the Figure 14.
3.1.2.2 Key-point Localization

In this step more accurate key-points are selected. For achieving this purpose Taylor series expansion of scale space is applied and those extrema with intensity value less than a pre-defined threshold value are rejected. The accurately selected key-points on the approximate image after discarding the ones having poor contrast are shown in Figure 15.

Figure 14: Initial Location of Key-points of Different Views Component
3.1.2.3 Assignment of Orientation

According to the local image properties, each key-point is given an orientation. Histogram of oriented gradient is used to calculate gradient direction of feature points. Dominant direction of the local gradients is represented by orientation histogram peaks.

3.1.2.4 Generation of Key-point Descriptors

The measurement of the local image gradient is taken at the selected scale in the area around every key-point. Key-point descriptors use a set of 16 histograms each having 8 elements which results in the feature vectors having 128 elements.

Figure 15: Accurately Selected Key-points
3.1.3 Clustering
Agglomerative hierarchical clustering is used to group the extracted SIFT key-point descriptors. Linkage method ward is used to complete the clustering process.

3.1.4 Key-point Matching
In order to perform matching among any two clusters, comparison is done for each point in one cluster’s descriptor vector with the descriptor vector of the other cluster. Efficiency is obtained by calculating the angle between the descriptor vectors of the two clusters. Only those key-points are accepted as matched key-points when the ratio of minimum angles between the descriptors vector are less the threshold value 0.5[13].

3.1.5 False Matches Removal
In this step we use a sorting algorithm named RANSAC to remove false positive matches [16]. In this algorithm four arbitrary points from the matched points are chosen to estimates the homography H. Other remaining matched points are transformed and then compared in terms of distance with respect to their respective matches [23]. A threshold value is set and points with distance less than the threshold value are rejected.

3.2 Data Collection
Since our proposed model is designed to detect multifarious types of copy-move forgery such as copy-move without geometric translation, with geometric transformation including rotation and scaling, we need a dataset of images which have such type of forgeries. In order to meet the need, we have chosen the MICC-F220 dataset [12]. Moreover, since our proposed model can detect forgeries in images having blur or noise so we have created such type of dataset to test the performance of our proposed model.
3.3 Tools Used

We have used MATLAB 2017a software with 8GB Ram and core i5 processor to develop and record the performance of your implemented model.
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Experimental Setup and Result Analysis

We applied our model over the standard dataset MICC-F220[12] as well as some of our own images. We have used MATLAB 2017a software with 8GB Ram and core i5 processor. Firstly, 2-D SWT is applied on the dataset and approximate component of the decomposed image is passed as input parameter in SIFT algorithm to extract the descriptor vectors. Finally, matching operation is performed on the descriptor vectors to detect copy-move tampering.

We have calculated result of proposed model by finding True Positive(TP), False Positive(FP), True Negative(TN), False Negative(FN) by running our model on images from dataset MICC-F220[12].

TP: Number of forged images detected as forged

FP: Number of authentic image identified as forged

TN: Number of authentic image identified as authentic

FN: Number of forged image identified as authentic

Accuracy = (TP+TN)/(TN+FP+TP+FN)

Sensitivity = TP/ (TP + FN)

Specificity = TN/ (TN + FP)

\[
TPR = \frac{\text{# images detected as forged being forged}}{\text{# forged image}}
\]

\[
FPR = \frac{\text{# images detected as forged being original}}{\text{# original image}}
\]
Figure 16 shows the original and forged image side by side and the bottom image shows the output after detection of forged region.

Figure 16: (a) Original Image, (b) Forged Image, (c) Forgery Detection
We have applied our proposed model on a set of 50 original images and a set of 50 forged images and we have recorded the number of key-points found, time required for finding those key-points, number of matched feature, time required to find the matches and decision on whether the image is forged or not. The data for original set of 20 images is shown in Table 1 and data for forged set of 20 images is shown in Table 2.

Table 1: Recorded Data from a Set of 20 Non-Tampered Images

<table>
<thead>
<tr>
<th>Serial</th>
<th>No of key-points</th>
<th>Required time to find key-points in sec(t1)</th>
<th>No of matched key-points</th>
<th>Required time to match key-points in sec(t2)</th>
<th>Total time in sec (t1+t2)</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3820</td>
<td>2.26</td>
<td>57</td>
<td>3.50</td>
<td>5.76</td>
<td>FP</td>
</tr>
<tr>
<td>2</td>
<td>4325</td>
<td>2.46</td>
<td>16</td>
<td>3.89</td>
<td>6.49</td>
<td>TN</td>
</tr>
<tr>
<td>3</td>
<td>2879</td>
<td>1.98</td>
<td>6</td>
<td>2.12</td>
<td>4.1</td>
<td>TN</td>
</tr>
<tr>
<td>4</td>
<td>3687</td>
<td>2.23</td>
<td>15</td>
<td>3.09</td>
<td>5.32</td>
<td>TN</td>
</tr>
<tr>
<td>5</td>
<td>3256</td>
<td>2.04</td>
<td>16</td>
<td>2.61</td>
<td>4.65</td>
<td>TN</td>
</tr>
<tr>
<td>6</td>
<td>3741</td>
<td>2.43</td>
<td>7</td>
<td>3.18</td>
<td>5.61</td>
<td>TN</td>
</tr>
<tr>
<td>7</td>
<td>2936</td>
<td>1.94</td>
<td>12</td>
<td>2.10</td>
<td>4.04</td>
<td>TN</td>
</tr>
<tr>
<td>8</td>
<td>2377</td>
<td>1.83</td>
<td>2</td>
<td>1.62</td>
<td>3.45</td>
<td>TN</td>
</tr>
<tr>
<td>9</td>
<td>5351</td>
<td>2.77</td>
<td>12</td>
<td>3.15</td>
<td>5.92</td>
<td>TN</td>
</tr>
<tr>
<td>10</td>
<td>3695</td>
<td>2.13</td>
<td>1</td>
<td>3.13</td>
<td>5.26</td>
<td>TN</td>
</tr>
<tr>
<td>11</td>
<td>3255</td>
<td>2.56</td>
<td>13</td>
<td>3.15</td>
<td>5.71</td>
<td>TN</td>
</tr>
<tr>
<td>12</td>
<td>3566</td>
<td>2.25</td>
<td>8</td>
<td>3.20</td>
<td>5.45</td>
<td>TN</td>
</tr>
<tr>
<td>13</td>
<td>3645</td>
<td>1.89</td>
<td>15</td>
<td>2.15</td>
<td>4.04</td>
<td>TN</td>
</tr>
<tr>
<td>14</td>
<td>2985</td>
<td>2.49</td>
<td>12</td>
<td>3.16</td>
<td>5.65</td>
<td>TN</td>
</tr>
<tr>
<td>15</td>
<td>2859</td>
<td>2.98</td>
<td>18</td>
<td>2.59</td>
<td>5.57</td>
<td>TN</td>
</tr>
<tr>
<td>16</td>
<td>3655</td>
<td>1.97</td>
<td>8</td>
<td>2.23</td>
<td>4.20</td>
<td>TN</td>
</tr>
<tr>
<td>17</td>
<td>4025</td>
<td>2.15</td>
<td>16</td>
<td>2.71</td>
<td>4.86</td>
<td>TN</td>
</tr>
<tr>
<td>18</td>
<td>3009</td>
<td>1.79</td>
<td>10</td>
<td>3.15</td>
<td>4.94</td>
<td>TN</td>
</tr>
<tr>
<td>19</td>
<td>4103</td>
<td>2.49</td>
<td>15</td>
<td>3.50</td>
<td>5.99</td>
<td>TN</td>
</tr>
<tr>
<td>20</td>
<td>3579</td>
<td>2.19</td>
<td>14</td>
<td>3.01</td>
<td>5.20</td>
<td>TN</td>
</tr>
</tbody>
</table>

The total required time from finding key-points to detection of forgery from Table 1 is 102.21 seconds
Table 2: Recorded Data from A Set 20 Tampered Images

<table>
<thead>
<tr>
<th>Serial</th>
<th>No of key-points</th>
<th>Required time to find key-points in sec(t1)</th>
<th>No of matched key-points</th>
<th>Required time to match key-points in sec(t2)</th>
<th>Total time in sec (t1+t2)</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5481</td>
<td>2.77</td>
<td>54</td>
<td>4.18</td>
<td>6.95</td>
<td>TP</td>
</tr>
<tr>
<td>2</td>
<td>5538</td>
<td>2.79</td>
<td>55</td>
<td>4.33</td>
<td>7.12</td>
<td>TP</td>
</tr>
<tr>
<td>3</td>
<td>660</td>
<td>1.06</td>
<td>22</td>
<td>0.50</td>
<td>1.56</td>
<td>TP</td>
</tr>
<tr>
<td>4</td>
<td>696</td>
<td>1.06</td>
<td>25</td>
<td>0.48</td>
<td>1.54</td>
<td>TP</td>
</tr>
<tr>
<td>5</td>
<td>6338</td>
<td>3.07</td>
<td>27</td>
<td>4.59</td>
<td>7.66</td>
<td>TP</td>
</tr>
<tr>
<td>6</td>
<td>6360</td>
<td>3.19</td>
<td>23</td>
<td>4.79</td>
<td>7.98</td>
<td>TP</td>
</tr>
<tr>
<td>7</td>
<td>707</td>
<td>1.34</td>
<td>45</td>
<td>0.63</td>
<td>1.97</td>
<td>TP</td>
</tr>
<tr>
<td>8</td>
<td>3136</td>
<td>2.09</td>
<td>62</td>
<td>2.37</td>
<td>4.46</td>
<td>TP</td>
</tr>
<tr>
<td>9</td>
<td>1026</td>
<td>1.37</td>
<td>26</td>
<td>0.92</td>
<td>2.29</td>
<td>TP</td>
</tr>
<tr>
<td>10</td>
<td>4452</td>
<td>2.54</td>
<td>25</td>
<td>4.25</td>
<td>6.79</td>
<td>TP</td>
</tr>
<tr>
<td>11</td>
<td>5256</td>
<td>2.68</td>
<td>49</td>
<td>3.75</td>
<td>6.01</td>
<td>TP</td>
</tr>
<tr>
<td>12</td>
<td>589</td>
<td>0.98</td>
<td>18</td>
<td>0.45</td>
<td>1.43</td>
<td>FN</td>
</tr>
<tr>
<td>13</td>
<td>6189</td>
<td>2.45</td>
<td>23</td>
<td>4.05</td>
<td>6.50</td>
<td>TP</td>
</tr>
<tr>
<td>14</td>
<td>690</td>
<td>1.28</td>
<td>39</td>
<td>0.59</td>
<td>1.87</td>
<td>TP</td>
</tr>
<tr>
<td>15</td>
<td>1009</td>
<td>1.29</td>
<td>22</td>
<td>0.89</td>
<td>2.18</td>
<td>TP</td>
</tr>
<tr>
<td>16</td>
<td>5248</td>
<td>2.60</td>
<td>50</td>
<td>3.89</td>
<td>6.49</td>
<td>TP</td>
</tr>
<tr>
<td>17</td>
<td>628</td>
<td>1.02</td>
<td>13</td>
<td>0.45</td>
<td>1.47</td>
<td>TP</td>
</tr>
<tr>
<td>18</td>
<td>6225</td>
<td>2.80</td>
<td>21</td>
<td>3.87</td>
<td>6.67</td>
<td>TP</td>
</tr>
<tr>
<td>19</td>
<td>3089</td>
<td>2.03</td>
<td>59</td>
<td>2.49</td>
<td>4.52</td>
<td>TP</td>
</tr>
<tr>
<td>20</td>
<td>4129</td>
<td>2.49</td>
<td>23</td>
<td>3.10</td>
<td>5.59</td>
<td>TP</td>
</tr>
</tbody>
</table>

The total required time from finding key-points to detection of forgery from Table 2 is 91.05 seconds
Based on the data achieved from applying our model on original set of 50 images and forged set of 50 images we have recorded the number of true positive, true negative, false positive and false negative. Table 3 shows the data.

**Table 3: Outcome of Proposed Method**

<table>
<thead>
<tr>
<th>No of Original Images</th>
<th>No of Forged Images</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>45</td>
<td>48</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Based on the result from Table 3 i.e. the number of TP, TN, FP and FN we calculate sensitivity, specificity, accuracy, false positive rate(FPR) and true positive rate(TPR). We show the performance of our model in Table 4.

**Table 4: Performance of Proposed Method**

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>FPR (%)</th>
<th>TPR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>96%</td>
<td>93%</td>
<td>4%</td>
<td>90%</td>
</tr>
</tbody>
</table>

Since our proposed model is geometric transformation invariant so we selected an image from MICC-F220 [12] which has various combination of transformation. We apply our proposed model on these tampered images and the outputs are shown in Figure 17.
In Figure 17, we have detected forgery for different transformations including rotation and scaling. We have showed several transformed images with their corresponding key-points, no of matched key-points and computational time in Table 5.

Figure 17: (a) Original, (b) (d) (f) and (h) are Tampering of Images and (c), (e), (g) and (i) are Their Corresponding Detection of Forgery.
Table 5: Performance Analysis Based on Different Attacks on the Image

<table>
<thead>
<tr>
<th>Types of attack</th>
<th>Numbers of key-points found</th>
<th>Number of matches detected</th>
<th>Computational Time(s)</th>
<th>Forged Image of Different Geometric Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Rotation or Scaling</td>
<td>397</td>
<td>22</td>
<td>0.871</td>
<td><img src="image.png" alt="Image" /></td>
</tr>
<tr>
<td>Scaling</td>
<td>376</td>
<td>20</td>
<td>0.716</td>
<td><img src="image.png" alt="Image" /></td>
</tr>
<tr>
<td>Rotation</td>
<td>259</td>
<td>13</td>
<td>0.549</td>
<td><img src="image.png" alt="Image" /></td>
</tr>
<tr>
<td>Rotation and Scaling</td>
<td>287</td>
<td>21</td>
<td>0.763</td>
<td><img src="image.png" alt="Image" /></td>
</tr>
</tbody>
</table>

The total time of forgery detection from Table 1 and Table 2 are used to calculate the average time.

\[
\text{Average Time, } T_A = \frac{102.21 + 91.05}{40} \text{ seconds}
\]

\[=4.83 \text{ seconds} \]

(14)

Comparison among other existing model and our model based on true positive rate, false positive rate and average of total execution time is shown in Table 6.
Table 6: Comparative Result with Existing Models

<table>
<thead>
<tr>
<th>Method</th>
<th>FPR (%)</th>
<th>TRP (%)</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popescu and Farid [8]</td>
<td>86</td>
<td>87</td>
<td>70.97</td>
</tr>
<tr>
<td>Fridrich et al [7]</td>
<td>84</td>
<td>89</td>
<td>294.69</td>
</tr>
<tr>
<td>Our Method</td>
<td>4</td>
<td>90</td>
<td>4.83</td>
</tr>
</tbody>
</table>

We compared our model with several existing models and found better result. Our model works perfectly in terms of rotation, scaling and noisy image. Robustness of our model is compared with other existing methods which is shown in Table 7.

Table 7: Comparison of Robustness with Existing Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Without Rotation and Scaling</th>
<th>Scaling</th>
<th>Rotation</th>
<th>With Rotation and Scaling</th>
<th>Noisy Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>DWT</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>SIFT</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Our Proposed Model</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>
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Conclusion and Future Work

5.1 Conclusion

In this paper, Stationary Wavelet Transform (SWT) has been used with SIFT features to detect copy-move forgery in a digital image in a faster way. SWT is shift invariant, blur and noise invariant. With the simulation performed on original and copied images, it shows that SWT and SIFT perform better in terms of time complexity and accuracy. The combination of SWT and SIFT also shows better performance than of DWT and SIFT. We found overall accuracy of 94% with a database of 100 images (50 authentic and 50 forged images). Robustness of the algorithm was checked with the MICC-F220 database. To check the robustness, copied part has been rotated, scaled and then pasted in the image. The accuracy rate has been found higher than most of the existing algorithms. Computational time was less hence it can be said that the computational complexity was reduced. Our proposed model doesn’t require any training and can efficiently detect the forgery. The main objective behind this approach is to obtain a unique and more robust technique to detect copy-move image forgery. From the results obtained we can conclude that our proposed algorithm has better precision rate than other existing copy-move forgery detection algorithms.

5.2 Future Work

In our next work, we will make our model more efficient. We will try to improve our algorithm so that time complexity can be reduced more.

Currently, our algorithm detects forgery if some part is copied and pasted within the same image. We will extend our model to detect image forgery if some part is copied from other images also.

We will try to improve the detection technique reducing the false positive combining with some other techniques. Furthermore, we want to integrate other methods of copy-move detection in our model so that we can achieve invariance to affine transformation, illumination and 3D view point.

Also, we have future plans to build desktop and mobile version of our software for mass use.
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