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Abstract

Emotion is a mental state, which originates in the brain and is closely related to the nervous system. Emotion can be defined as a feeling expressed through, or detectable by voice intonation, facial expression body language, as response from one's mood relationship with others and most importantly the circumstance they are in. Although, Brain Computer Interface (BCI) are being developed to find a better human-machine interaction system using brain activity and it is frequently implemented by Electroencephalogram (EEG) signals. EEG is a well established approach to measure the brain activities which can be analyzed and processed to distinguish different emotions. In this thesis, we present an approach to classify human emotions using EEG signal by Convolutional Neural Network (CNN). In our model, we use the Dataset for Emotion Analysis using Physiological signals (DEAP) dataset, a benchmark for emotion classification research, to transform the EEG signal from time domain to frequency domain and extract the features to classify the emotions. Emotion can be classified based on the two dimensions of valence and arousal. Previous researches have used fewer channels and participants. Our approach which was carried out on 32 participants, has achieved an accuracy of 94.75% for the valence and 95.75% on the arousal detection, which is quite competitive with other methods of emotion recognition.

Keywords: EEG, BCI, DEAP, CNN, FFT, DCT, DWT.
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Nomenclature

The next list describes several symbols & abbreviation that will be later used within the body of the document

AR  Auto Regressive
BCI  Brain Computer Interface
CNN  Convolutional Neural Network
DCT  Discrete Cosine Transformation
DEAP  Dataset for Emotion Analysis using Physiological signals
DNN  Deep Neural Network
DWT  Discrete Wavelet Transformation
EEG  Electroencephalography
EMD  Empirical Mode Decomposition
FFT  Fast Fourier Transform
FN  False Negative
FP  False Positive
HA  High Arousal
HV  High Valence
LA  Low Arousal
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>LV</td>
<td>Low Valence</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Characteristic</td>
</tr>
<tr>
<td>SAM</td>
<td>Self Assessment Manikin</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>TN</td>
<td>True Negative</td>
</tr>
<tr>
<td>TP</td>
<td>True Positive</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

In this fast advancing modern world, technologies are advancing at an immense rate, and all of this to make the world a better place. The application of emotion recognition in technology and in our daily life can help us detect emotions of autistic or mentally challenged people who cannot express themselves. Advertisers and content creators can integrate emotion recognition in their business to sell their products more effectively as people rely heavily on emotions while making purchase decisions. Emotion recognition will allow to determine fatigue in the case of driving and alert in advance. When a person is scared while withdrawing money, the ATM will not dispense money. In case of video content creators, emotion recognition will help them measure the perceived effectiveness of their short and long form video content. In the case of E-learning, studying the emotions will aid in adjusting to the learning techniques and presenting it according to the style of learner. Emotion recognition for enhancing the above mentioned areas and also future possibilities, is what motivated us to pursue our research. Emotion recognition based on text, speech, facial expression and posture are
possible, but by these methods, it is difficult to guarantee the accuracy and authenticity of emotion. According to studies, physiological signals tend to reflect people’s real emotions much more accurately than facial expressions, postures or voice. Physiological signals such as Electrooculography (EOG), Electrocardiogram (ECG) and Electromyography (EMG) are indirect reactions caused by emotions, although they are far better than facial expressions, postures or voice. However, these signals lack reasonable evaluation criteria and low emotional recognition accuracy compared to EEG [1] since the generation of emotion is closely related to the cerebral cortex of the brain. Because of its strong objectivity and high accuracy of classification, we have chosen EEG signals to apply our methods for classifying and recognizing emotions.

1.1 Thesis Overview

Emotions are responses to external or internal events, they are discrete although case-wise consistency can be observed. There are two ways of classifying emotions [2]–[5]. The first one is the dimensional approach where emotions are mapped into two dimensions such as valence and arousal. Dimensional representation has been mostly used for emotion recognition. We have opted to use the model proposed by Russel, which uses only valence and arousal. There are other methods of emotion recognition based on facial expression, speech, posture etc [6]–[8]. However detailed emotional inputs from hand gesture, voice can often lead to difficulties while processing, ultimately causing inconsistency in Emotion recognition [9]–[12]. Physiological signals such as EEG, EOG, ECG and EMG are more accurate in reflecting people’s emotions. Among these EEG signals have the highest emotional recognition accuracy [6], [13]. Genera-
tion of emotions cause signals to generated in the brain, more commonly known as brainwaves. These signals are recorded the using an EEG machine (Please see Figure 1.1).

![Electroencephalogram (EEG)](image)

Figure 1.1: Acquiring EEG Signals [14].

The human brain has complex interconnections and billions of neurons. Brain activity is monitored by using the EEG machine [15], [16]. Readings are taken using electrodes placed on the human skull. This makes the EEG signals non linear, stationary and random in nature, which makes it difficult to recognize emotion [17]. In this paper we have decided to use Discrete Cosine Transformation (DCT), Discrete Wavelet Transformation (DWT) and Fast Fourier Transform (FFT) [18], [19] to extract features from the EEG signals. The proposed method is evaluated on the DEAP dataset [20]–[23]. The extracted features are then fed into a CNN to classify the emotion into valence and arousal dimensions, as proposed by James Russell. They can be recognized through his Circumplex Model of Emotion, as illustrated in Figure 1.2.

We used DEAP dataset [24]–[26]. We extracted features using DCT, DWT and FFT and
fed them into CNN to classify emotions [27]–[30].

1.2 Thesis Contribution

Emotion Recognition is a revolutionary idea in today’s modern world. By using EEG Signals instead of other approaches seen in existing methods, we have contributed to this research by acquiring a more desirable and accurate outcome using valence and arousal, which competes well with other methods. Moreover, our deep learning approach give a more meaningful classification.
1.3 Thesis Orientation

The consequent chapters of the paper have been covered in the following order. Chapter 2 discusses similar work in the field and existing methodologies and their limitations. Chapter 3 gives an intensive analysis of the topics preceding data and information associated with our work. Chapter 4 presents the proposed model in detail. Chapter 5 give the test results and the interrelated discussions. At last, Chapter 6 closes and outlines the thesis along with future plans.
BCI of emotion detection can be very beneficial for us and future generations in various fields, giving rise to interest in this field of research. Using DEAP dataset gives us data of EEG signals through forty channels from thirty two different participants watching forty different videos. Emotions can be detected in other ways which most often can be misleading, however emotion detection using EEG signals prove to be more accurate than other methods since it is based on effects on brainwaves due to emotion.

Previous work in detecting human emotion used different approaches, for instance, Feng et al. in [31] conducted a research on emotion detection from speech. Their study uses a corpus containing emotional speech. It includes 721 short utterances, that express four emotions anger, happiness, sadness and neutral state. These utterances were taken manually from movies and plays SVM is applied to them to recognize emotions within the four categories.

Emotions are essential to the way a person behaves or communicates with each other
as well as computers [32]. Individuals are fit for understanding an emotional condition of other beings and carry on in like manner so as to improve the state of the circumstance. They can do this since feelings are perceived through words, by means of voice pitch, facial expression and in particular non-verbal communication such as body language, which a machine fails to accomplish. Busso et al. in [33] used database recorded from an actress, by using marks on her face and capturing detailed facial motions, along with speech recordings. They used this database to classify four emotions sadness, anger, happiness and neutral. Moreover, in the field full of affective computing, various methodologies have been connected to understanding emotions dependent on signals received. However, even though most of our emotions come internally, some research are based on body movements like gesture [34], facial expression, and voice intonation [13]. Examining a case where a person is smiling, does not necessarily mean that person is happy.

Human beings convey emotional information, through speech both intentionally and unintentionally. Morrison et al in [35] aimed to improve perception of vocal emotion in two steps. First they compared two emotional data sources, natural, spontaneous emotional speech and acted or portrayed emotional speech. They they applied stack generalisation, and unweighted vote to classify emotions. Additionally in the field of computational linguistics, approaches have been taken to detect emotions based on text. Shivhare et al in [36] conducted a research to detect emotions from text document written by a person. Their model works by using predefined keywords, and matching it with emotion words from the text. Their justification for taking this approach is based on the fact that textual expressions use emotional words directly.

Researchers have been trying to distinguish a pattern that might exist for all human be-
ings. Advanced studies have been carried out to understand the neural correlation of emotions. Although, the outcome shows that there is no fixed criteria to recognize specific type of emotions, there are pattern in emotional activity that point towards very different neural signature of specific type of emotions. Zhang et al. in [37] attempted to investigate feature extraction by mainly focusing on Empirical Mode Decomposition (EMD) and Autoregressive (AR) model. To classify these emotional states, he constructed an EEG based emotion recognition model. Tripathi et al. [38] explored the DNN and CNN, using Dropout (Advanced Machine-Learning Techniques) for classifying emotions. This study also used DEAP dataset to classify emotion based on high/low valence and high/low arousal. Brain activity has been used for recognition and control for quite a few years. Extraction of brain information from neuro-physiological signals about the psychological states has increased interest in human-computer interaction. Making human interactions with computers more natural directly relates to the human emotional states. Among the different methods of recognizing emotions, EEG signal based algorithms are considered to be more efficient due to its high accuracy and stabilization [9], [10].
Chapter 3

Background Analysis

In this chapter, we take an intensive analysis of the background data associated with our work. The analysis of the biological and electrochemical connection of the brain is the root of our research. In Section 3.1, we study the biological features, functions and structure of the brain as an organ. We learn deeper about its lobes and their functions. Section 3.2 gives us a detailed idea about brainwaves and their types, like Alpha, Beta, Gamma etc. Section 3.3 explains the different algorithms that can be used in relation to the EEG Analysis of the brain, such as ANN, DNN, CNN, SVM etc.

3.1 Basic structure of the Human Brain

The human brain is one of the most complex organs of our body, which is the key part of our nervous system. Brain consists of billions of neurons that communicate in trillions of connections to control most of the activities of our body. It is about 2 percent of the total body weight. It is situated inside the head near all the other neural organs
The human cerebrum works as an operational centre of the human body for all its roles. It potentially exhibits the importance of conscious and unconscious personality. By creating a consistent flow of sensory signals, the brain makes the body mindful of all inward and outside environments. It assembles the messages in a way that has meaning for us, and can store that information in our memory. A couple of things done by the brain are: Memory, feelings, knowledge, imagination, breathing, gland secretion and internal temperature. The brain gets data of the outside world through the five senses of the human body: sight, taste, smell, touch and hearing. Moreover, it has the capability to control our comprehension of a specific circumstance. The main functions of the brain are motor control, sensory, cognition lateralisation, emotion, language, and regulation. A brain is composed of 3 major segments: Brain Stem, Cerebrum and Cerebellum.

### 3.1.1 Brain Stem

The Brain Stem is situated below the cerebrum, it interfaces the spinal cord with the brain. By linking the spinal cord to the cerebrum and cerebellum, it acts like a relay centre. It comprises of three parts; medulla oblongata, mid-brain, pons. It is made out of a blend of white and grey matter. It works like a switch to regulate the brain wake and sleep cycles and also controls muscle tone of the body. Moreover, it oversees functions like blood pressure, oxygen levels, puking, wheezing, coughing, swelling reflexes, homeostasis.
3.1.2 Cerebellum

The Cerebellum is found posterior to the Brain Stem and inferior to the Cerebrum. The posterior and anterior lobes are linked in the middle by the vermis. It is hemispherical in form and is wrinkly. It is tasked with the control of motor functions like posture, balancing and aligning muscle actions. It even leads the synchrony and tactfulness of motor activities like walking, writing and speech.

3.1.3 Cerebrum

The Cerebrum makes up most of the brain. It contains both the right and left hemispheres. Fibres called corpus callosum connect the two hemispheres. The left hemisphere controls the right half of the body and vice versa. The cerebral cortex is an outer layer of grey matter which covers the core of white matter. These fibers send data from one side to the other. Nevertheless, some functions are independently assigned to each side of the brain. For instance, the left side controls writing, calculations, cognitions, speech while the right side regulates spatial capacity, imagination, creativity, musical aptitude etc. The dominance of left hemisphere in language and hand use can be found in almost 92 percent of people, which explains why few people use left hand to write.

In the Figure 3.1 below, we can see that each half of the cerebellum could further be ordered into four particular areas called lobes: frontal, parietal, temporal, and occipital lobe. Each lobe is obligated to perform a specific kind of function.
3.1.4 Frontal Lobe

The frontal lobe as the name suggests, is located in the front part of the brain. It is involved in motor abilities, self awareness, writing and speech, intelligence, judgment, planning, problem solving, and emotions.

3.1.5 Parietal Lobe

The parietal lobe is situated just behind the frontal lobe. It is named so being close to the parietal bone. It has somatosensory cortex and deals with processing sensory information to determine touch, sense of pain and temperature.
3.1.6 Occipital Lobe

The occipital lobe is situated at the back of the brain. It has a visual cortex that, receives visual information from the eye. this information is processed in this lobe to make decisions of color, perception and vision.

3.1.7 Temporal Lobe

The temporal lobe is located on the side of the brain, and is involved with learning, memory, emotion and language. it contains auditory cortex which processes auditory information.

![Traveling of Brain Waves In Neurons](image)

Figure 3.2: Traveling of Brain Waves In Neurons [42].

In the Figure 3.2 above, travelling brainwaves between neurons can be seen. There are billions of interconnected neurons in the brain. these transmit information through electro chemical pulses. These pathways of these pulses are made of nerve cells (neurons), brain cells and glial cells.
Neurons consist of cell body, dendrites and axons. Dendrites transfer messages from neurons. Axons are found at the end of the cell, neurotransmission occurs between axon and a dendrite. The glial cells on the other hand facilitate neurons by ensuring synapses are transmitted properly, and are also responsible for repairing nerves. Therefore, messages of motor actions or other responses to stimuli travel through the nerves to the destination muscle, gland or cell. In case of emotion, for example the tearing of eyes due to experiencing a certain emotion, the signal comes all the way from the brain to dictate a certain response.

### 3.2 Brainwaves

Electrical pulses in the central nervous system, that have repetitive cycles or patterns are what we call “Brainwaves” [43]. These neural oscillations responsible for neural transmission are measured in Hertz (cycles per second). [8] Pulses generate from either a neuron or due to interaction between two neurons. Information is passed onto the target muscle or destination through the nervous system in order to perform motor action, send sensory information or just virtual information. Therefore brainwaves differ based on what information or instruction they are communicating [44]. High frequency brainwaves can be observed when a human is ecstatic, on the other hand low frequency brainwaves can be observed when humans feel lazy or bored. The different brainwaves of varying frequency range can be observed through an EEG. They can be classified according to their frequency range into five types [45], please see Figure 3.3 below.
3.2.1 Alpha

Alpha waves range between frequencies 8 Hz and 13 Hz. This low frequency range is due to the fact that they are generated when the brain is calm and in a relaxed state. It is also generated in thoughtful or meditative state of mind.

3.2.2 Beta

Beta waves range between frequencies 13 Hz to 38 Hz. Since it is mostly generated in the frontal lobe, this means it is produced during cognitive tasks, problem solving, planning, self awareness. When humans are actively participating or doing tasks that require attention, brainwaves in this frequency range can be observed.
3.2.3 Delta

Delta waves range between 0.5 Hz and 3 Hz. It has a frequency range lower than that of alpha waves. Hence it is only generated while experiencing deep sleep, and there is no awareness of surroundings whatsoever. During this phase human body recovers and regenerates.

3.2.4 Gamma

Gamma waves have frequencies higher than beta waves, they range from 38 Hz to 42 Hz. Being above neuron firing frequency, it is often related to broader consciousness. Initially it was considered as noise and discarded, till later on it was found out that it is active in states of 'high virtue'.

3.2.5 Theta

Theta waves range between 3 Hz to 8 Hz. It lies between alpha and delta waves and can be observed during meditation or while dreaming. While in this range humans tap into their subconscious mind.

3.3 EEG Analysis with Various Algorithms

A German psychiatrist named Hans Berger [13] invented EEG [47] and proposed the method of recording brainwaves by placing electrodes on the human skull in 1929. Although his method was met with criticism at first it was later recognised later [9]. Ev-
ersince more and more researchers engaged in this field to study interaction between computer and humans by observing emotional reactions [48], [49].

EEG device is called noninvasive due to the fact that it does not effect or influence the brain in any way. EEG requires electrodes to be placed on the human skull, which picks up brain waves resulting from electro chemical pulses within neurons in the brain. Electro chemical pulses are received by the EEG machine and passed on to an amplifier, in order to make them view-able on a paper or a display. Simple mechanism and being noninvasive, EEG has emerged to become the best method of detecting brain-waves [10].

Information from the electrodes of the EEG cap [11] can be transferred in different methods such as Bio- Semi [12], B-Alert and Bio-Radio 150 [11]. while recording brain-waves the EEG machine picks up various noises due to eye blinking, muscle movement and also instrument noise [50]. To avoid inconsistencies the noise is removed by using band pass filters, Independent Component Analysis (ICA) can be used as accounted in [51] and [52]. noise can be reduced furher by making sure that there is proper conductivity at the contact points of the scalp [11].

The most common step of applying machine learning algorithms is feature extraction. This is done so to reduce huge dataset and to develop different combinations of variables in order to achieve good accuracy.
3.3.1 **Artificial Neural Networks (ANN)**

ANN [53] mimics an animal brain. It has interconnected nodes much like neurons, and there is intercommunication between these nodes. In case of image recognition, it can identify certain objects, if examples are provided. By learning from the examples and then finding similar objects in the samples.

3.3.2 **Support Vector Machine (SVM)**

SVM is a classification algorithm. It separates points of two classes using a line that is farthest from both the points. This line is called a hyper-plane [53] and draws the decision boundary between the two points. The hyper-plane ensure highest possible distance between the points to ensure high classification accuracy.

3.3.3 **Convolutional Neural Network (CNN)**

A CNN is an neural network most commonly used for image classification, and can also be used for other types of data analysis and classification. This special type of neural network can detect patterns in data. This does so with its hidden layers called the convolutional layers. More specifically the filters in the convolutional layers are used to detect patterns that make the CNN so useful [1], [38], [54]–[56]. See Figure 3.4 below.
3.3.4 **Deep Neural Network (DNN)**

A deep neural network is a type of ANN. It has input layers and output layers [58], and several layers in between. These layers have nodes which hold a value and each each of these nodes are connected with nodes of the next layer forming what we call the neural network. The connections also have weighted values. Input data when fed in to this network, features are identified at output at the end.
Chapter 4

Proposed Model

The DEAP Dataset [40], [59] was used in our experiment for detection of emotions. This dataset is based on EEG signals and other peripheral physiological signals. In our research, only EEG signals were used for emotion recognition. At first, preprocessing was used to reduce deviations, noises and inconsistent signals. Preprocessed signals were further refined and then features were extracted based on time-frequency distribution using DWT, DCT and FFT. Finally, the extracted features are fed into a deep learning algorithm called CNN [60]–[62]). The proposed workflow is presented in Figure 4.1.

4.1 Experimental Setup

The experimental setup for the DEAP dataset [63]–[65] was performed to obtain EEG signals and peripheral physiological signals using video records of 40 stimuli tests. 32 participants were shown musical video records. Among them, 50% were male and 50% were female. They were aged between 19 and 37 with an average age of 26.9 years.
About 32 AgCl electrodes were placed on each participant’s skull to take their EEG signals at a sample frequency of 512 Hz. Each participant watched a video and their EEG physiological signals were recorded from the following 32 positions (according to the international 10-20 positioning system, as Figure 4.2): and the electrodes are Fp1, AF3, F3,F7, FC5,FC1, C3, T7, CP5, CP1, P3, P7, PO3, O1,Oz, Pz, Fp2, AF4, Fz, F4, F8, FC6, FC2, Cz, C4, T8, CP6, CP2, P4, P8, PO4, and O2.

![Figure 4.1: Workflow of the Proposed Model.](image)

The videos were all the same for each participant. However, the order of viewing was random for each participant. Before viewing, participants were asked to relax watching a fixation cross on the screen and two minute long EEG signal was collected for each of them. Musical videos were shown to induce emotion in the participants. The participants rated the videos in terms of arousal, valence, like/dislike, dominance and familiarity. In our study, we only considered the dimensions of valence and arousal. See Table 4.1 above.
Table 4.1: The Arrangement of EEG Signal Channel [55].

<table>
<thead>
<tr>
<th>Channel Number</th>
<th>Electrode Name</th>
<th>Channel Number</th>
<th>Electrode Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fp1</td>
<td>17</td>
<td>O2</td>
</tr>
<tr>
<td>2</td>
<td>AF3</td>
<td>18</td>
<td>PO4</td>
</tr>
<tr>
<td>3</td>
<td>F7</td>
<td>19</td>
<td>P4</td>
</tr>
<tr>
<td>4</td>
<td>F3</td>
<td>20</td>
<td>P8</td>
</tr>
<tr>
<td>5</td>
<td>FC1</td>
<td>21</td>
<td>CP6</td>
</tr>
<tr>
<td>6</td>
<td>FC5</td>
<td>22</td>
<td>CP2</td>
</tr>
<tr>
<td>7</td>
<td>T7</td>
<td>23</td>
<td>C4</td>
</tr>
<tr>
<td>8</td>
<td>C3</td>
<td>24</td>
<td>T8</td>
</tr>
<tr>
<td>9</td>
<td>CP1</td>
<td>25</td>
<td>FC6</td>
</tr>
<tr>
<td>10</td>
<td>CP5</td>
<td>26</td>
<td>FC2</td>
</tr>
<tr>
<td>11</td>
<td>P7</td>
<td>27</td>
<td>F4</td>
</tr>
<tr>
<td>12</td>
<td>P3</td>
<td>28</td>
<td>F8</td>
</tr>
<tr>
<td>13</td>
<td>Pz</td>
<td>29</td>
<td>AF4</td>
</tr>
<tr>
<td>14</td>
<td>PO3</td>
<td>30</td>
<td>Fp2</td>
</tr>
<tr>
<td>15</td>
<td>O1</td>
<td>31</td>
<td>Fz</td>
</tr>
<tr>
<td>16</td>
<td>Oz</td>
<td>32</td>
<td>Cz</td>
</tr>
</tbody>
</table>

4.2 Data Description

The DEAP is a multimodal dataset based on electroencephalogram and peripheral physiological signals created by researchers from Queen Mary University of London [59], [66], [67]. The EEG and peripheral physiological signals of 32 participants were recorded. Among them 16 male and 16 female subjects each watched 40 music videos which were selected in terms of different levels of arousal, valance, like/dislike, dominance and familiarity. The subjects rated each video of 1 minute long using the Self Assessment Manikin (SAM) in ranges of 1-9 for arousal, valance, like/dislike and from 1-5 for familiarity [8], [45].

In this paper, we used preprocessed EEG signals to detect emotions based on arousal and valence as two independent emotional model [68]. Each participant recorded their emotions into two arrays as shown in Table 4.2. The array contains data of 40 one minute long videos of the 32 participants and labels of valance, arousal, dominance
and liking. All the 40 videos have 40 different channels containing 8064 samples of EEG signals.

Table 4.2: DEAP Dataset Representation for each subject.

<table>
<thead>
<tr>
<th>Array Name</th>
<th>Array Shape</th>
<th>Array Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>40 x 40 x 8064</td>
<td>video/trial x channel x data</td>
</tr>
<tr>
<td>Labels</td>
<td>40 x 4</td>
<td>video/trial x label (valence, arousal, dominance, liking)</td>
</tr>
</tbody>
</table>

4.3 Signal Processing

EEG signals was initially processed by down-sampling to 128Hz from 512Hz [59], [69]. Signals went through a band-pass filter with a minimum of 4Hz and a maximum of 45Hz range to remove the ocular artifact and unwanted noises.
4.4 Signal Refining

Even though each video were run for 63 seconds, the data was averaged to a common reference to achieve higher precision. A 3 seconds of pre-trial baseline from the first 63 seconds was removed to get a 60 seconds refined trial data. This way 7680 samples were achieved from the initial 8064 samples for each of the 40 channels.

4.5 Feature Extraction

In our research, there are 32 participants each of them watched 40 videos and EEG signals were recorded or 40 different channels which produced 8064 samples [70]. As mentioned in Section 4.4, we removed 3 seconds of pre-trial baseline and transformed the data to 32(participants) x 40(videos) x 40(channels) x 7680(samples). There are 40 unique videos and participants might have different reactions to the same video. For this reason, we have 40 videos and 40 channels 40x40. Each of the 40 channel has 7680 samples and for each particular sample, average of 32 participants readings were calculated to maintain a consistency of the reactions for the 40 videos. Therefore, the dataset is restructured to 40(videos) x 40(channels) x 7680(averaged samples). Then the restructured dataset will be used for feature extraction using different time-frequency distributions.

The optimal batch size for valance and arousal classification is 3-12 seconds [Investigation of window size in classification of EEG-emotion signal with wavelet entropy]. Hence, these 7680 samples are of 60 seconds as of 128Hz which further been divided into 12 batches of 5 seconds each containing 640 readings. The acquired readings are
converted from time domain to frequency domain using three different feature extraction techniques such as DCT, DWT and FFT, which are described below.

4.5.1 Discrete Cosine Transformation (DCT)

Time series signals can be converted to base frequencies using DCT [71]–[73]. The DCT coefficients are arranged in descending order from high frequency which represent detail signals to low frequency which represents coarse signals. DCT [74] can be used to compress signals based on their frequencies. We took the first 60% of the DCT signals which indicates high frequency as it’s more distinguishable.

\[
X_k = \sum_{n=0}^{N-1} x_n \cos\left(\frac{\pi}{N} (n + \frac{1}{2}) k \right) \quad \ldots \quad [1]
\]

where \(x_n\) is a set of N data values, the output \(X_k\) is a set of N Discrete Cosine Transform coefficients and \(N\) is the list of real number.

4.5.2 Discrete Wavelet Transform (DWT)

EEG signals are decomposed into a set of basis functions called wavelets by using DWT [75]–[78]. DWT can be specified by low pass filters and high pass filters. The cutoff frequency is set to be one fourth of the sampling frequency for these filters and the bandwidth of the output set to be half of the original signal. The down-sampled signals from HP and LP, which do not have any loss of information, refer to the first level approximation and details of the original signal.
where $S$ is a scaling factor, $a_k$ the finite set of coefficients that define the scaling function.

### 4.5.3 Fast Fourier Transform (FFT)

Fourier analysis can be used to convert a signal from the original domain to frequency domain. FFT is used to compute DFT (Discrete Fourier Transform) by decomposing a sequence into different frequencies[79]–[81].

$$X_k = \sum_{n=0}^{N-1} x_n e^{-i2\pi kn/N} \quad \text{[3]}$$

where $e^{-i2\pi/N}$ is a primitive Nth root of 1 and there are N outputs $X_k$, and each output requires a sum of N terms.

These three features extraction techniques are applied sequentially on each 640 readings and energy is computed on the higher frequency of DCT, detail coefficients of DWT and coefficients values of FFT. Thus, we reduce the dimension of 40(channels) x 7680(readings) to 40(channels) x 36(readings).

$$\text{Energy} = \sum_{i=1}^{n} |W_i X_i(t)|^2 \quad \text{[4]}$$

where $X(t)$ is the higher frequency of DCT coefficients and $n$ is the length of the signals.
Since our data can have multiple dimensions, to limit the range of inconsistency, we used feature standardization to normalize the data. Standardization distributes the features and scales them in way such that it is centered around zero with a standard deviation of one.

\[ X' = \frac{x - \mu}{\sigma} \]  

where \( x \) is the original feature vector, \( \bar{x} = \text{average}(x) \) is the mean of that feature vector, and \( \sigma \) is its standard deviation.

Classification of emotions in our approach is based on valence and arousal labels and the emotional state values range from 1-9. If the emotional state value is less than 5 it is considered as low valence(LV) or low arousal(LA) and if the emotional state value is greater than 5 is considered as high valence (HV) or high arousal(HA). The labels are processed with one hot encoding for classifying two classes of high and low valence/arousal.

### 4.6 Emotion Classification

Emotions are separately classified for valence and arousal in our approach [Koelstra]. For classifying emotions we have used CNN. It is a renowned model for classifying images with very high outcome. The data 40(videos) x 40(channels) x 36(features) is converted to 1600 channels with 36 features each and labels for each video is assigned to their respective channels. This 1600(channels) x 36(features) data are fed into 1D CNN.
to train our model. In our model, we have used three 1D CNN and max pooling layers, first 1D CNN layer has 64 filters with kernel size of 3. Some functions are not able to activate neurons of the later layers consistently. To avoid making the model defective, the first layer uses Tan Hyperbolic activation function. After the first layer, the second and third layer of CNN have 64 and 128 filters respectively, the kernel size is 3 and max pooling is done in both of the layers with a pool size of 2. Like the first layer both these layers Tan Hyperbolic activation function. We used adadelta optimizer of learning rate 0.01, a batch size of 8 and 20 epochs. This output is fed to the final neural layer, which uses Softmax as activation function to detect classes of valence or arousal.
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Results And Discussions

Different strategies were implemented to reach the final output. Reaching the output required rigorous research, which included the goal of extracting features in the best possible approach. In this research, we present an approach to classify human emotion using DEAP dataset, a benchmark for emotion research, to transfer EEG signals into time domain frequency analysis, and CNN to classify emotion. The following equation was used to determine the accuracy.

\[
Sensitivity = \frac{TP}{TP + FN} \quad \ldots \ldots \ [6]
\]

\[
Specificity = \frac{TN}{TN + FP} \quad \ldots \ldots \ [7]
\]

\[
Accuracy = \frac{TP + TN}{TP + FN + TN + FP} \quad \ldots \ldots \ [8]
\]
where TP is the number of true positive, TN is the number of true negative, FP is the number of false positive, FN is the number of false negative.

It can be observed in the Table 4.2 that the data set is divided into two arrays named data and labels. The data array has a dimension of 40x40x8064 containing video, channel data. The labels array has a dimension of 40x4 containing trials and labels (valence, arousal, dominance, liking).

Firstly, DEAP dataset signal was refined by omitting 3 seconds of signals to make them 7680 from 8064, then divided into 12 batch of 5 seconds each at 128 Hz. Initially we chose different set of features extraction techniques such as statistical and PSD. However, we achieved accuracy of 65.25% and 67.75% only. As it did not not yield good accuracy, the approach had to be changed. Furthermore, we applied three feature extraction techniques: DCT, DWT and FFT, for 12 sample batches and combined them together. This brings the data to dimension of 40x36; 40 being the number of channels and 36 the features.

After the consideration of new features DCT, DWT and FFT, there was a significant improvement in the result. However, it was not close to the desired accuracy. Hence, further refinement was made to the signal by feature scaling, so that they can be compared to common grounds and ultimately fed to the CNN. Since data deviation was reduced before feeding to the CNN, the accuracy improved significantly. The classification brought improvement to the results, where for the valence, 94.75% accuracy, specificity and sensitivity is achieved. For the arousal, we achieved 95.75% accuracy, specificity and sensitivity.

Comparing accuracy for the valence and arousal for other methods and our approach
Table 5.1: Accuracy comparison with other methodologies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Valence Accuracy</th>
<th>Arousal Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[82]</td>
<td>MESAE</td>
<td>83.04%</td>
<td>84.18%</td>
</tr>
<tr>
<td>[83]</td>
<td>mRMR</td>
<td>73.14%</td>
<td>73.06%</td>
</tr>
<tr>
<td>[84]</td>
<td>Decision Tree Algorithm</td>
<td>67.89%</td>
<td>69.09%</td>
</tr>
<tr>
<td>[85]</td>
<td>SVM</td>
<td>58.40%</td>
<td>64.20%</td>
</tr>
<tr>
<td>[86]</td>
<td>SVM</td>
<td>50.80%</td>
<td>76.51%</td>
</tr>
<tr>
<td>[87]</td>
<td>DTCWPT[C]</td>
<td>64.30%</td>
<td>66.20%</td>
</tr>
<tr>
<td>[88]</td>
<td>Bayesian Weighted-log Posterior</td>
<td>70.10%</td>
<td>70.90%</td>
</tr>
<tr>
<td>[59]</td>
<td>Naive Bayes Classifier</td>
<td>62.70%</td>
<td>62.00%</td>
</tr>
<tr>
<td>[89]</td>
<td>SVM</td>
<td>92.36%</td>
<td>92.36%</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>94.75%</td>
<td>95.75%</td>
</tr>
</tbody>
</table>

is stated in Table 5.1. However, we see that our approach with combination of three feature extraction techniques shows better result than most other available approaches.

With the accuracy of 94.75% for valence and 95.75% for arousal, our approach is the most efficient for classifying emotions using the DEAP dataset.

![Normalized Confusion Matrix](image)

(a) Valence.  
(b) Arousal.

Figure 5.1: Normalized Confusion Matrix for two classes.

In Figure 5.1, the representations of confusion matrix in normalized form for both valence and arousal is indicated. The emotion recognition was categorized in 2 classes for arousal as high arousal and low arousal and for valence 2 classes as high valence and low valence.

In Figure 5.3, the performance of the classifier was obtained from the true positive rate
and false positive rate and plotted for both valence and arousal. The ROC curve shows exponential behaviour with 3 points only as binary cross entropy was used and output was obtained as 0 and 1.

In Figure 5.2, the accuracy and loss result for the CNN model for arousal and valence is shown for 20 epochs.

Figure 5.2: Accuracy and Loss Result for the CNN Model.

Figure 5.3: Receiver Operating Characteristic Curve (ROC) for Valence and Arousal.
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Conclusion

In this fast advancing modern world, technology is advancing at an immense rate and so is emotion recognition in the field of research. Developing this research and integrating it in various parts of our life may be very rewarding for us. There are numerous approaches to emotion recognition, like through facial expression, hand gesture and voices. Emotion recognition in these type of approaches have a common drawback. They can be sometimes faked at will. Hence it makes these approaches misleading and not always accurate. This is where Electroencephalogram (EEG) signals are better since it is based on the changes and detection of brainwaves that result from experiencing emotions. This research starts with DEAP dataset. The EEG signals are refined by reducing noise and deviation. Afterwards, batch-wise computation of energy of the features DCT, DWT and FFT is applied. This energy computation of the features are fed to the CNN to acquire emotion classification which is exclusive in our research. We can expect an accuracy of 94.75% for the valence and 95.75% for the arousal from our research findings.
In the future, we would like to integrate our methodology of emotion detection, to help autistic people or mentally challenged people to express their emotions, we would also like to help businesses to sell their products better by understanding the consumers emotion, as they rely on emotions while making purchase decisions.
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