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Abstract

A tremendous research is being done on Speech Emotion Recognition (SER) in the recent years with its main motto to improve human machine interaction. In this thesis work, we have introduced a scheme for emotion recognition from speech. We have classified three emotions (happy, angry and sad) for both male and female. Recognition task has been done using Mel-frequency Cepstrum Coefficient (MFCC) based features. Four classifiers are used for the purpose of classification. They are Random Forest, Gradient Boosting, SVM and CNN. Among them, CNN has shown the best accuracy of 71.17%. Random Forest has shown an accuracy of 61.26%, Gradient Boosting 60.36% and SVM 60.36%. After using RFE method, PCA and P-Value for less significant feature reduction the accuracy improved to 62.16% for Random Forest, 62.16% for Gradient Boosting and 61.26% for SVM.
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Chapter 1

INTRODUCTION

1.1 Introduction

In our daily lives, emotions accompany us, playing a key role in non-verbal communication. Emotions can also influence the part of the brain which controls thought, reason and judgment. It is very difficult to predict human emotions quantitatively. Though facial expressions and gestures are the best ways to figure out one’s emotions, it becomes difficult to identify them as the age of a person increases, because people learn to control their expressions with age and experience. To overcome this, different methods are discovered for emotion recognition. Speech Emotion Recognition (SER) is one of them. Speech signal can be used to articulate various kinds of emotions. SER system identifies emotions on paralinguistic basis. It also plays an important role in finding out the psychological state of a person. The urge to improvise the efficiency and naturalness of Human Machine Interaction (HMI) derives major motivation for the work.

MFCC coefficients derived from human speech samples play a vital role in the field of speech signal processing. They are used in applications including speaker verification, speaker recognition, emotion detection etc. The mel-frequency scale is a quasi-logarithmic spacing roughly resembling the resolution of the human auditory system. This makes the MFCC features “biologically inspired.” So MFCC coefficients or MFCC based features can effectively detect emotion of human from speech. The task of emotion classification involves two stages. The first stage is feature extraction followed by classification. Here MFCC coefficients are considered. From coefficients nine features are developed for the purpose of supervised machine learning classifiers. Features are mean, median, standard deviation, amplitude, pitch, variance, mode, kurtosis, skew-ness. The effect of these features and their possible combinations on SER is analyzed. As supervised classifier, we used SVM, Random Forest classifier, Gradient Boosting classifier. CNN has been used as Neural Network classification. For CNN, MFCC coefficients are directly used as input as it is not a feature based classifier.

1.2 Motivation

Main thought of this thesis work is to detect emotions based on MFCC coefficients. Moreover, we have suggested improvements of the detection work. For improvement work, feature reduction (PCA) and feature selection methods (RFE, P-Value calculation) have been used. The hope of this thesis work was to find a new way of emotions...
and using algorithms for feature selection or reduction, enhancing the model performance.

1.3 Objectives

Main objectives of this thesis are summarized as follows:

- Design a system based on MFCC coefficients that can detect basic emotions of human
- Choose suitable features to design the system based on MFCC coefficients
- For the purpose of classifying with Neural Network, choose CNN
- Use of extracted features to detect the emotions
- Apply feature reduction or selection algorithms on results to introduce further improvement on classifier performance
- Compare results among different classifier

1.4 Literature review

Earlier researchers have incorporated MFCC coefficients in the feature vector for identifying the paralinguistic content but could recognize few numbers of emotions. Only three emotions [1] were detected by B. Jaramillo. A. FirozShah detected four emotions with poor recognition accuracy [2]. The feature vector consisted of first 19 MFCC coefficients [2] and a total of 63 MFCC features [3]. The available raw signal is too small to use it both for training and testing. Hence, the speech signals are synthetically enlarged so that the signal will be sufficient both for training and testing. K.V.Krishna compared the MFCC methods with the use of Sub band based Cepstral parameters increases the classification efficiency by 19% [3]. Using Synthetic enlargement of MFCC’s, the emotion misclassification efficiency reduces [4]. This work is done by I. M. Herranz1. He introduced enlargement on MFCC. A. V. Vidyapeetham did emotion classification using MFCC and Cepstrum Features [5]. They classified seven emotions. Chen et al. [29] aimed to improve speech emotion recognition in speaker-independent with three level speech emotion recognition method. This method classify different emotions from coarse to fine then select appropriate feature by using Fisher rate. The output of Fisher rate is input parameters for multi-level SVM based classifier. Furthermore principal component analysis (PCA) and artificial neural network (ANN) are employed to reduce the dimensionality and classification of four comparative experiments, respectively. Four comparative experiments include Fisher + SVM, PCA + SVM, Fisher + ANN and PCA + ANN. Consequence indicates in dimension reduction Fisher is better than PCA and for classification, SVM is more expansible than ANN for emotion recognition in speaker independent is. The recognition rates for three levels are 86.5%, 68.5% and 50.2% separately in Beihang university database of emotional speech (BHUDES) [29]. Nwe et al. [30] proposed a new system for emotion classification of utterance signals. The system employed a short time log frequency power coefficients (LFPC) and discrete HMM to characterize the speech signals and
classifier respectively. This method classified the emotion into six different categories then used the private dataset to train and test the new system. In order to evaluate the performance of the proposed method, LFPC is compared with the mel-frequency Cepstral coefficients (MFCC) and linear prediction Cepstral coefficients (LPCC). Result demonstrates the average and best classification accuracy achieved 78% and 96% respectively. Furthermore, results expose that LFPC is a better option as feature for emotion classification than the standard features [30]. Wu et al. [31] proposed new modulation spectral features (MSFs) human speech emotion recognition. Appropriate feature extracted from an auditory-inspired long-term spectro-temporal by utilizing a modulation filterbank and an auditory filterbank for speech decomposition. This method obtained acoustic frequency and temporal modulation frequency components for convey important data which is missing from traditional short-term spectral features. For classification process, SVM with radial basis function (RBF) are adopted. Berlin and Vera am Mittag (VAM) are employed to evaluate MSFs. In experimental result, the MSFs display capable performance in comparison with MFCC and perceptual linear prediction coefficients (PLPC). When MSFs utilized augment prosodic features, there is a considerable improvement in performance of recognition. Furthermore overall recognition rate of 91.6% is achieved for classification [9]. Rong et al. [32] presented an ensemble random forest to trees (ERFTress) method with a high number of features for emotion recognition without referring any language or linguistic information remains an unclosed problem. This method is applied on small size of data with high number of features. In order to evaluate the proposed method an experiment results on a Chinese emotional speech dataset designates, this method achieved improvement on emotion recognition rate. Furthermore, ERFTrees performs better than popular dimension reduction methods such as PCA and multi-dimensional scaling (MDS) and recently developed ISOMap. The best accuracy with 16 features for female dataset achieved the maximum correct rate of 82.54%, while the worst is only 16% on 84 features with natural data set.
1.5 Proposed System

Most of the early researchers detected a few number of emotions on their research work. In our case we have detected three emotions for both male and female totalling to six emotions. Previously, they worked with only neural networks or only supervised algorithms but here we proposed a model combining both and showed comparisons. Moreover, performance improvements have been introduced here. The system will work in the following process,

Figure 1.1: Block Diagram of Proposed System
Chapter 2

DATASET DESCRIPTION

2.1 Introduction

Dataset was collected from Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) [6]. It is a validated multimodal database of emotional speech and song. Description on this dataset is given below.

2.2 Database Properties

The database is gender balanced, consisting of 24 professional actors, in a neutral North American accent vocalizing lexically matched statements. Speech includes expressions of calm, happiness, sadness, anger, fear, surprise and disgust, and song contains emotions of calm, happiness, sadness, anger, and fear. Eight emotions were selected for speech: neutral, calm, happy, sad, angry, fearful, surprise, and disgust. Calm and neutral were selected as baseline conditions, while the remaining states constitute the set of six basic or fundamental emotions that are thought to be culturally universal. Each expression is produced with a further neutral expression at two levels of emotional intensity. Face-and-voice, face-only, and voice-only formats are available for all conditions. Twenty-four professional actors who are working in Toronto, Ontario, Canada were hired for stimulus creation (M = 26.0 years; SD = 3.75; age range = 21–33; 12 males and 12 females). Actors self-identified as Caucasian (N = 20), East-Asian (N = 2), and Mixed (N = 2, East-Asian Caucasian, and Black-Canadian First nations Caucasian). To be eligible, actors needed to have English as their first language, speak with a neutral North American accent, and to not possess any distinctive features (e.g., beards, facial tattoos, hair colourings, facial piercings). Participants were also required to identify text presented at 1.5 m distance without wearing glasses.

The set of 7356 recordings was rated on emotional validity, intensity, and authenticity 10 times each. 247 individuals who were characteristic of North America’s untrained research participants provided ratings. Test-retest data was provided by another set of 72 participants. High emotional validity levels and reliability of test-retest interpreters have been reported. Corrected accuracy and composite ”goodness” measures are presented to support the selection of stimuli by researchers. All recordings are made freely available under a Creative Commons license and can be downloaded at https://doi.org/10.5281/zenodo.1188976.
2.3 Data Acquisition Process

Procedural steps of data acquisition are given below:
2.4 Dataset used in the Study

Total database of RAVDESS was not used in this study. Only 552 trails with three emotions for both male and female are considered for this study. Description of emotions is given below:
<table>
<thead>
<tr>
<th>Types</th>
<th>Emotions</th>
<th>Trail Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Happy</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>Sad</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>Angry</td>
<td>96</td>
</tr>
<tr>
<td>Female</td>
<td>Happy</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>Sad</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>Angry</td>
<td>88</td>
</tr>
<tr>
<td>Total Trails</td>
<td></td>
<td>552</td>
</tr>
</tbody>
</table>

Table 2.1: Emotions with trail number

### 2.5 Summary

Considered database properties, acquisition and contribution of considered database in our work are described properly. Considered database is free, so anybody can access it. Considered portion of database will be used for dataset here and further MFCC will be measured using that dataset.
Chapter 3

MFCC AND FEATURE EXTRACTION

3.1 MFCC

3.1.1 Introduction

The Mel-frequency cepstrum (MFC) in sound processing is a representation of a sound’s short-term power spectrum based on a linear cosine transformation of a log power spectrum on a nonlinear frequency Mel scale. Mel-frequency cepstral coefficients (MFCCs) are coefficients that collectively make up an MFC [7]. They are derived from an audio clip (a nonlinear “spectrum-of-a-spectrum”) type of cepstral representation. The difference between the cepstrum and the cepstrum of the Mel-frequency is that the frequency bands are spaced equally on the Mel scale in the MFC, which approximates the response of the human auditory system more closely than the linear spaced frequency bands used in the normal cepstrum. That’s right.

3.1.2 Derivation of MFCC

MFCCs are generally derived as follows [8]:

- Take the Fourier transformation of a signal (the windowed excerpt of).
- Use triangular overlapping windows to map the spectrum power obtained above to the Mel scale.
- Take the power logs for each Mel frequency.
- Take the discrete cosine transformation of the Mel log power list, as though it were a signal.
- The MFCCs are the resulting spectrum amplitudes.

3.1.3 Advantages and Disadvantages of MFCC

Early researches proved that MFCC is much effective in case of audio emotion detection. It has a number of advantages in case of detection. But it has also some disadvantages. Advantages and disadvantages of MFCC are given below.

Advantages

MFCC coefficients derived from human speech samples play a vital role in the field of speech signal processing. The mel-frequency scale is a quasi-logarithmic spacing roughly resembling the resolution of the human auditory system. This makes the
MFCC features “biologically inspired.” So MFCC co-efficient or MFCC based features can effectively detect emotion of human from speech.

Disadvantages

In the presence of additive noise, MFCC values are not very robust, so it is common to standardize their values in speech recognition systems to reduce noise influence. Some researchers are proposing modifications to the basic MFCC algorithm to improve robustness, for example by raising the log-mel amplitudes to an appropriate power (around 2 or 3) before taking the DCT (Discrete Cosine Transform), which reduces the influence of low-energy components.

3.1.4 Application of MFCC

Application of MFCC are given below,

- MFCCs are commonly used as voice recognition features [9].
- MFCCs are also increasingly finding use in music-recovery applications such as genre classification, audio-like measurements, etc. [10]
- Speaker verification
- Speaker recognition
- Emotion detection etc.

3.1.5 Early researches using MFCC

MFCC has been used in many researches in early days. It is used as an important feature extraction methodology now-a-days. L. Muda [11] used MFCC to develop a voice recognition algorithm. Voice recognition is important in digital signal processing. F Zheng [12] described the effect of MFCC in case of filter designing when working with signal processing. MFCC effectively affects (1) the number of filters, (2) the shape of filters, (3) the way in which filters are spaced, and (4) the way in which the power spectrum is warped. MFCC features have also been used in speaker recognition [13]. Research on detection of emotionally abused woman [14] has also been done with the help of MFCC. So MFCC has a huge effect on research line.

3.1.6 Summary

In this section, we briefly discussed about MFCC, the definition of MFCC, its derivation, advantages and disadvantages, application of MFCC and influence of MFCC in research work. So now it is clear, why MFCC has been used in speech emotion recognition.
3.2 FEATURE EXTRACTION

3.2.1 Introduction

Using MFCC co-efficient total nine features are extracted for this study. These features have been used in many emotion detection research works. Considered features are given below,

- Mean
- Median
- Standard Deviation
- Amplitude
- Pitch
- Variance
- Mode
- Kurtosis
- Skewness

All of these features are statistical features. Description of them are given below,

3.2.2 Features

Mean

In different mathematics branches there are several types of means (especially statistics). They may be mean arithmetic, mean geometric, mean harmonic, etc. The arithmetic mean, also called the mathematical expectation or average, is the central value of a discrete set of numbers for a data set: specifically, the sum of the values divided by the number of values. [15]. If we consider a sample, \( x_1, x_2, x_3, \ldots, x_n \), usually arithmetic mean \( \bar{x} \) will be the sum of the sampled values divided by the number of items. So,

\[
\bar{x} = \frac{1}{n} \left( \sum_{i=1}^{n} x_i \right) = \frac{x_1 + x_2 + x_3 + \ldots + x_n}{n} \tag{1}
\]

Median

Median is the middle number in a number list that has been sorted. The numbers must first be arranged in value order from the lowest to the highest in order to determine the median value in a sequence of numbers. If there is an odd number amount, the median value is the number in the middle, with the same number below and above. If there is an even amount of numbers in the list, the middle pair must be
determined, added together and divided by two to find the median value. The median can be used to determine an approximate average, or mean. The median is sometimes used as opposed to the mean when there are outliers in the sequence that might skew the average of the values. Outliers can affect the median of a sequence less than the mean.

For example, if given list \(x_1, x_2, x_3, x_4, x_5\) where, \(x_1 < x_2 < x_3 < x_4 < x_5\), then \(x_3\) will be the median of this sequence.

**Standard Deviation**

The standard deviation (SD, also represented by the lower case Greek letter sigma or the Latin letter s) in statistics is a measure used to quantify the amount of variation or dispersion of a set of data values. A low standard deviation indicates that the data points tend to be close to the set mean (also known as the expected value), whereas a high standard deviation indicates that the data points are spread across a wider range of values [16].

The formula for the sample standard deviation is

\[
    s = \sqrt{\frac{\sum_{i=1}^{N} (x_i - \bar{x})^2}{(N-1)}} \tag{2}
\]

Where, \(x_1, x_2, x_3, ..., x_N\) are the observed values of the sample item, \(x\) is the mean value of these observations, \(N\) is the number of observations in the sample.

**Amplitude**

The amplitude of a fluctuation in relation to a time series, is the ordinate’s value at its peak or trough from some mean value or trend line. The difference between peak and trough values is sometimes referred to as "amplitude."

In a time series, let consider, some mean values are \(x_1, x_2, x_3, x_4, x_5\). If among them \(x_2\) has the peak value, then \(x_2\) will be the amplitude of the sequence.

**Pitch**

Pitch is a perceptual property of sounds that enables them to be ordered on a frequency-related scale, or more commonly, pitch is the quality that enables sounds to be judged as "higher" and "lower" in the sense associated with musical melodies. Only sounds with a frequency that is clear and stable enough to distinguish between noise can determine pitch. Pitch is a major musical tone auditory attribute, along with duration, loudness, and timbre. Pitch can be quantified as a frequency, but pitch
is not a purely objective physical property; it is a subjective psychological acoustic sound attribute. Historically, pitch and pitch perception study has been a central problem in psycho-acoustics and has been instrumental in the development and testing of sound representation, processing and perception theories in the auditory system [17].

**Variance**

Variance is the expectation of the square deviation of a random variable from its mean in probability theory and statistics. Informally, it measures how far from their average value a set of (random) numbers is spread. Variance plays a central role in statistics, including descriptive statistics, statistical inference, hypothesis testing, fitness goodness, and Monte Carlo sampling. In sciences where statistical analysis of data is common, variance is an important tool. The variance is the square of the standard deviation, the second central moment of a distribution, and the co-variance of the random variable with itself, and it is often represented by $\sigma^2$, $s^2$ or $\text{var}(X)$ [18]. The variance of a random variable $X$ is the expected value of the squared deviation from the mean of $X$, $\mu=E(x)$:

$$\text{var}(x) = E[(X-\mu)^2] \tag{3}$$

**Mode**

A set of data values mode is the value that appears most often. If $X$ is a discrete random variable, the mode is the value $x$ (i.e. $X=x$) where the maximum value is taken from the probability mass function. In other words, the most likely value to be sampled is the value. Like the statistical mean and average, the mode is a way to express important information about a random variable or population in a (usually) single number. The mode’s numerical value is the same as the mean and median in a normal distribution, and in highly skewed distributions it can be very different. The mode is not necessarily unique to a given discrete distribution because at several points $x_1$, $x_2$, etc., the probability mass function can take the same maximum value. The most extreme case occurs in uniform distributions, where all values occur equally frequently [19].

If we consider a sequence like, $x_1$, $x_2$, $x_3$, $x_1$, $x_3$, $x_1$, $x_1$; then $x_1$ will be mode of this sequence as it is occurring most frequently.
Kurtosis

Kurtosis is a measure of the "tailedness" of the probability distribution of a real-evaluated random variable in probability theory and statistics. Similar to the concept of skewness, kurtosis is a descriptor of the shape of a probability distribution and there are different ways to quantify it for a theoretical distribution as well as corresponding ways to estimate it from a population sample. There are different interpretations of kurtosis, depending on the specific measure of kurtosis used, and how specific measures should be interpreted [20].

The kurtosis is the fourth standardized moment, defined as

$$kurt(x) = E[(X-\mu)/\sigma]^4 = \mu^4/\sigma^4$$ ............................................... (4)

Where, 4 is the fourth central moment and $\sigma$ is the standard deviation

Skewness

Skewness is asymmetry in a statistical distribution, in which the curve appears distorted or skewed either to the left or to the right. Skewness can be quantified to define the extent to which a distribution differs from a normal distribution.

In a normal distribution, the graph appears as a classical, symmetrical "bell-shaped curve." The mean, or average, and the mode, or maximum point on the curve, are equal.

- In the normal perfect distribution (green solid curve in the illustration below), the exact mirror images of each side of the curve.
- The tail on the left side of the curve is longer than the tail on the right side when a distribution is skewed to the left (red dashed curve), and the mean is less than the mode. This situation is also referred to as negative skew.
- The tail on the right side of the curve is longer than the tail on the left side when a distribution is skewed to the right (blue dotted curve), and the mean is greater than the mode. Positive skewness is also called this situation.
3.2.3 Summary

This section contains working flow chart for feature extraction and classification. Different features are extracted from MFCC coefficients. These features can be used for analysing emotions of human. Classification methodology based on these features will be explained in next chapter.
4 CLASSIFIERS AND FEATURE SELECTION

4.1 CLASSIFIERS

4.1.1 Introduction

Classification is the process whereby the class of data points is predicted. Sometimes classes are referred to as targets / labels or categories. Predictive modeling classification is the task of approximating a mapping function (f) from variables of input (X) to discrete variables of output (y). In classification as lazy learners and eager learners, there are two types of learners.

i. Lazy learners

Simply store the training data for lazy learners and wait until test data appears. Classification is performed when it does, based on the most related data in the training data stored. Lazy learners have less time to train but more time to predict compared to eager learners, e.g.: k-nearest neighbour, Case-based reasoning.

ii. Eager learners

Before receiving classification data, eager learners build a classification model based on the given training data. It must be capable of committing to a single hypothesis covering the entire space of the instance. Eager learners take a long time to train and less time to predict because of the model construction, i.e.: Decision Tree, Naive Bayes, Artificial Neural Networks.

In this study four classifiers are considered for classification. They are Support Vector Machine (SVM), Random Forest Classifier, Gradient Boosting classifier and Convolutional Neural Network. Among them first three are supervised and last one is neural network.

4.1.2 Classification Algorithms

A lot of classification algorithms are available now, but it can not be concluded which one is superior to the other. It depends on the application and nature of the data set available. Each classifier used here are described below.
Support Vector Machine

Support Vector Machine (SVM) have good performances in many applications like bioinformatics because of their accuracy and their ability to deal with a large number of predictors solving highly nonlinear problems with datasets of small number. An SVM performs classification by building a N-dimensional hyper-plane that optimally divides data into two categories [26]. The standard SVM takes a set of input data and predicts a model that assigns new examples to one or the other category for each input, each marked as belonging to one of the two categories. An SVM model is a portrayal of examples as space points. The support vectors are the closest data points to the separating hyper-plane; these points are on the slab’s boundary. Margin means the maximum slab width parallel to the hyperplane which does not have any internal data point. Some binary classification problems as a useful separating criterion do not have a simple hyper-plane. There is a variant of the mathematical approach for these problems, which retains almost all the simplicity of a separating hyper-plane SVM. Nonlinear SVM then operates to find a separate hyper-plane in the transformed predictor space. This approach uses the results of the kernel reproduction theory.

Generally, There are two categories of SVM:-

i. Linear SVM and
ii. Non-linear SVM

![Linear vs. nonlinear problems](image)

Figure 4.1: Linear and Non-linear SVM
i. Linear SVM

We are given a training dataset of n points of the form  
\((x_1, y_1), \ldots, (x_n, y_n)\)

Where, the \(y_i\) are either 1 or -1, each of which indicates the class to which point \(x_i\) belongs. Each \(x_i\) is a real vector of p-dimension. We want to find the "hyper-plane of the maximum margin" that divides the group points \(x_i\) for which \(y_i = 1\) from the points group for which \(y_i = -1\), the distance between the hyperplane and the nearest point \(x_i\) is defined from either group is maximized.

Any hyper-plane can be described as the set of points \(x_i\) which satisfies,

\[w . x - b = 0\]  \hspace{1cm} \text{(10)}

Where, \(w\) is the (not essentially normalized) normal vector to the hyperplan. This is similar to the normal form of Hesse, except that \(w\) is not necessarily a unit vector. The parameter \(b\) determines the hyperplane offset from the source along the normal vector \(w\). Linear SVM can be used both on soft and hard margin.

ii. Non-Linear SVM

In non-linear SVM, train data are distributed non-linearly. This type of SVM works in soft margin. Moreover, kernel trick is needed in this type of classification. Basic kernels are given below,

Polynomial (Homogenous):  
\[k(x_i, x_j) = (x_i, x_j)^d\]

Polynomial (Non-homogenous):  
\[k(x_i, x_j) = (x_i, x_j + 1)^d\]

Gaussian Radial Basis Function:  
\[k(x_i, x_j) = \exp(-\gamma ||x_i - x_j||^2)\]

Soft Margin

We introduce the hinge loss function to extend SVM to cases where the data is not linearly separable, \[\max (0, 1 - y_i(w . x - b))\]

Note that \(y_i\) is the i-th target (i.e., in this case, 1 or -1), and \(w . x\)- is the current output.

Hard Margin

If the training data is linearly separable, two parallel hyper-planes can be selected that separate the two data classes so that the distance between them is as large as possible. The region bounded by these two hyper-planes is called the "margin,” and the hyper-plane of the maximum margin is the hyper-plane between them. With a standardized or standardized dataset, the equations can describe these hyper-planes,
w. $x - b = 1$, (anything on or above this boundary is of one class, with label 1)

w. $x - b = -1$, (anything on or below this boundary is of other class, with label -1)

The distance between these two hyperplanes is geometrically, $\frac{2}{|x|}$, So, to maximize the distance we want to minimize between the planes $x$. The distance is calculated from a point to a plane equation using the distance. We must also prevent data points from falling into the margin, adding the following restriction: for each $i$ either

$w \cdot x - b \geq 1$, if $y_i=1$ ..................................................(11)

$w \cdot x - b \leq 1$, if $y_i=-1$ .......................................... (12)

Random Forest Algorithm

Random Forest or Random Decision Forests are an ensemble learning method for classification, regression and other tasks that works by building a multitude of decision trees at the time of training and outputting the class which is the class node (classification) or mean prediction (regression) of the individual tree. It is a flexible, easy-to-use machine learning algorithm that generates a great result most of the time, even without hyper-parameter tuning. It is also one of the most frequently used algorithms due to its simplicity and the fact that it can be used for classification and regression tasks. Further information on how they are calculated is useful for understanding and using the different options. Most of the options are based on two Random Forest data objects. Random Forest is a supervised learning algorithm[27]. It creates a forest, making it random somehow. When sampling with replacement draws the training set for the current tree, approximately one-third of the cases are left out of the sample. This oob (out-of-bag) data is used as trees are added to the forest to get a running unbiased estimate of the classification error. It is also used to obtain variable importance estimates.

After building the tree, all data will run down tree and for each pair of cases, proximities will be calculated. If two cases have the same terminal node, they will increase their proximity by one. At the end of the run, by dividing by the number of trees, the proximities are normalized. Proximities are used to replace missing data, locate outliers, and generate low-dimensional data views. The forest it builds is an ensemble of Decision trees, mostly trained with the method of "bagging." The general idea of the bagging method is that the overall result is increased by a combination of learning models. You can see below in figure 4.2 how two trees would look like a Random Forest.

Random Forest’s big advantage is that it can be used for both classification and regression issues, which make up the majority of current machine learning systems. I’m going to talk about Random Forest as classification is sometimes considered the machine learning building block. The Random Forest Training Algorithm applies the general bootstrap aggregation technique, or bagging, to tree learners. Given a training set $X = x_1,...,x_n$ with responses $Y = y_1,...,y_n$, repeated bagging (B times) selects
a random sample to replace the training set and fits trees to the samples:

For $b = 1,\ldots,B$

1. Sample, with substitute, $n$ training examples from $X, Y$; call these $X_b, Y_b$.
2. Training a classifier or regression tree $f_b$ on $X_b, Y_b$.

Predictions of unseen samples after training $x'$ can be made by averaging the predictions from all the individual regression trees on $x'$:

$$\sigma = \sqrt{\frac{\sum_{b=1}^{B} (f_b(x^1) - f^1)^2}{(B-1)}}$$

It could also be done by taking the majority vote in the case of classification trees. This bootstrapping procedure leads to better model performance because it decreases the variance of the model, without increasing the bias. This means that while the predictions of a single tree are highly sensitive to noise in its training set, the average of many trees is not, as long as the trees are not correlated. Simply training many trees on a single workout set would give strongly correlated trees (or even the same tree many times if the workout algorithm is deterministic); bootstrap sampling is a way to de-correlate trees by showing them different workouts. In addition, an estimate of the prediction uncertainty can be made as the standard deviation of the predictions from all the regression trees on $x'$:

$$f' = \frac{1}{B} \sum_{b=1}^{B} f_b(x^1)$$
A free parameter is the number of samples / trees, B. Depending on the size and nature of the training set, a few hundred to several thousand trees are typically used. An optimal number of trees B can be detected by cross-validation or by observing the error outside the bag: the mean prediction error on each training sample x, using only the trees that did not have x in their bootstrap sample. Training and testing error tend to level off after fitting a number of trees.

Gradient Boosting Algorithm

Gradient Boosting is a machine learning technique for regression and classification issues that generates a predictive model in the form of a set of weak predictive models, typically decision trees [33]. It builds the model in a stage-wise fashion like other boosting methods do, and it generalizes them by allowing optimization of an arbitrary differentiable loss function. Gradient Boosting is typically used with decision trees. Like other methods of boosting, Gradient Boosting in an iterative fashion combines weak ”learners” into a single strong learner. In the least square regression setting, it is easiest to explain where the goal is to ”teach” a model F to predict shape values y’= F(x)by minimizing the mean squared error1/n \sum_i (y’i − yi)^2 where i indexes over some training set of size nof actual values of the output variable p. It can be assumed that there is some imperfect model at each stage of m, 1¡m ¡ M, of Gradient Boosting Fm. The algorithm for gradient boosting improves Fm by building a new model adding an estimator h to provide a better model: Fm+1(x)=Fm(x)+h(x). To find h, the Gradient Boosting solution starts with the observation that a perfect h would imply,

Fm+1(x)=Fm(x)+h(x)=y(x) .................................................................(15)

Or equivalently,

h(x)=y-Fm(x) .................................................................(16)

Gradient boosting will therefore fit h to the residual, y-Fm(x). As in other variants of boosting, each Fm+1(x) attempts to correct the errors of its predecessor, Fm. A generalization of this idea to loss functions other than square error and problems of classification and ranking, follows from the observation that residuals y-Fm(x)for a given model are the negative gradients of the squared error loss function, 1/2 (y − f(x))^2. So, Gradient Boosting is an algorithm of gradient descent, and generalizing it involves ”plugging in” a different loss and gradient.

Convolutional Neural Network

CNN is a class of deep neural networks in deep learning, most frequently used to analyze visual imagery[28]. CNNs use a multilayer perception variation designed
to require minimal pre-processing. A convolutionary neural network consists of a layer of input and output, as well as multiple hidden layers. The hidden layers of a CNN typically consist of convolutional layers, RELU layer i.e. activation function, pooling layers, fully connected layers and normalization layers. The process is described by convention as a convolution in neural networks. Mathematically it is a cross-correlation rather than a convolution (although cross-correlation is a related operation). This only has significance for the indices in the matrix, and thus which weights are placed at which index.

• **Convolution**

Convolutionary layers apply an operation of convolution to the input and pass the result to the next layer. The convolution emulates the visual stimuli response of an individual neuron. For its receptive field, each convolutionary neuron processes data only. Although it is possible to use fully connected feedforward neural networks to learn features and classify data, applying this architecture to images is not practical. Due to the very large input sizes associated with images, where each pixel is a relevant variable, a very high number of neurons would be needed, even in shallow (opposite to deep) architecture. A fully connected layer, for example, for a (small) size image 100 x 100 has 10000 weights for each neuron in the second layer. This problem is solved by the convolution operation as it reduces the number of free parameters, allowing the network to be deeper with fewer parameters. For example, irrespective of the image size, tiling size regions 5 x 5, each with the same shared weights, requires only 25 learnable parameters. This way, by using back propagation, it solves the problem of disappearing or exploding gradients in training traditional multi-layer neural networks with many layers.

• **Pooling**

Convolutionary networks may include layers of pooling locally or globally. Pooling layers reduce data dimensions by combining neuron cluster outputs at one layer in the next layer into a single neuron. Local pooling, typically 2x 2, combines small clusters. Global pooling acts on the convolutionary layer’s neurons. Pooling can also calculate a max or an average. The maximum value of each cluster of neurons in the previous layer is used by Max pooling. Average pooling uses the average value of each of the previous layer’s clusters of neurons.
• **Fully Connected**

Fully connected layers connect each neuron to each neuron in another layer in one layer. It is basically the same as the traditional neural perceptron multi-layer (MLP) network. To classify the images, the flattened matrix passes through a fully connected layer.

• **Receptive Field**

Each neural network receives input from a number of preceding layer locations. Each neuron receives input from each element of the previous layer in a fully connected layer. Neurons receive input from only a limited sub-area of the previous layer in a convolutionary layer. The sub-area is typically square in shape (e.g. size 5 by 5). A neuron’s input area is called its receptive field. Thus, the receptive field is the entire previous layer in a fully connected layer. The receptive area is smaller in a convolutionary layer than the entire previous layer.

• **Weight**

Each neuron in a neural network calculates an output value by applying a certain function in the previous layer to the input values from the receptive field. A weight vector and a bias (typically real numbers) specify the function that is applied to the input values. Neural network progress can be made through incremental adjustments to biases and weights. The weights vector and bias are called a filter and represent some input feature (e.g., a specific shape). A distinctive feature of CNNs is that the same filter is shared by many neurons. This reduces memory footprint as a single bias and a single weight vector is used across all receptive fields sharing that filter instead of each receptive field having its own bias and weight vector.

4.1.3 **Summary**

Total four classifiers have been described comprehensively in this section as it is going to be performed on different features of this thesis work. A step by step classification procedure has been given. The mechanisms of the algorithms are also discussed briefly with mathematical equations.
4.2 FEATURE SELECTION

4.2.1 Introduction

In machine learning, we tend to add as many features as possible at first to capture useful indicators and get a more accurate result. However, the model’s performance will decrease after a certain point with the increasing number of elements. This phenomenon is often called “Dimensionality’s Curse” [34].

The curse of dimensionality occurs because with the increase in dimensionality, the sample density decreases exponentially. If we continue to add features without also increasing the number of training samples, the dimensionality of the feature space will increase and become sparser and sparser. Because of this sparsity, finding a ”perfect” solution for the machine learning model that is highly likely to result in overfitting becomes much easier.

Overfitting occurs when the model is too close to a specific data set and is not well generalized. In the training dataset, an overfitted model would work too well to fail future data and make the prediction unreliable.

So how can we overcome the dimensionality curse and avoid overfitting especially when we have many features and relatively few samples of training? One popular approach is the reduction of dimensionality. Reduction of dimensionality is the process of reducing with consideration the dimensionality of the feature space by obtaining a set of main features. Reduction of dimensionality can also be broken into selection of features and extraction of features.

Selection of features attempts to select a subset of the original features to be used in the model of machine learning. We could remove redundant and irrelevant features in this way without incurring a lot of information loss.

Extraction of features is also called projection of features. While selection of features returns a subset of the original features, extraction of features creates new features by projecting the data to a smaller space in the high-dimensional space. Informative and non-redundant features can also be derived from this approach.

We can use selection of features and extraction of features together. Extraction of features can be done on selected elements that contain relevant information instead of using the original features. Besides avoiding overfitting and redundancy, reducing dimensionality also leads to better human interpretations and lower computational costs with model simplification.

In our study, we used principle component analysis (PCA) for dimension reduction and Recursive Feature Elimination (RFE) and P-Value calculation for feature selection.

4.2.2 Principle Component Analysis

Principal Component Analysis (PCA) is a statistical procedure using an orthogonal transformation to convert a set of observations of potentially correlated variables (entities each assuming different numerical values) into a set of values of linearly un-
correlated variables called main components [35]. If n observations are made with p, the number of separate main components is min (n, 1, p). This transformation is defined in such a way that the first main component has the greatest possible variance (i.e. accounts for as much data variability as possible), and each successor component has the highest possible variance under the constraint that it is orthogonal to the preceding components. The resulting vectors are an uncorrelated orthogonal basis set (each being a linear combination of variables and containing n observations). PCA is sensitive to the original variables' relative scaling.

Suppose we measured and plotted two variables, length and width, as shown below. Both variables have about the same variance and are highly correlated. We could pass a vector from right angles to the first through the long axis of the point cloud and a second vector, with both vectors passing through the data centroid.

![Figure 4.3: Plot of two variables (features- length and width) with n number of samples](image)

Once we made these vectors, as shown here, we could find the coordinates of all the data points related to these two perpendicular vectors and re-plot the data.

Note in this new frame of reference that the variance on axis 1 is greater than on axis 2. Note also that the points' spatial relationships are unchanged; this process has only rotated the data. Finally, note that there is no correlation between our new vectors or axes. The new axes could have specific explanations by performing such a rotation. Axis 1 could be considered as a measure of size in this case, with samples on the left having both small length and width and samples on the right having large length and width. Axis 2 could be considered as a measure of shape, with samples having different length to width ratios at any axis 1 position (i.e., of a given size).
Generally speaking, PC axes will not exactly match any of the original variables. Although these relationships may seem obvious, this process allows one to evaluate any relationships between variables much faster when dealing with many variables. The variance of some axes may be great for data sets with many variables, while others may be so small that they may be ignored. This is known as reducing a data set’s dimensionality, so you could start with thirty original variables, but end up with just two or three meaningful axes. The formal name for this rotating data approach is known as Principal Components Analysis, or PCA, so that each successive axis shows a decrease in variance. PCA produces linear combinations of the original axis variables, also known as main components, or PCs.

**Computation of PCA**

Given a data matrix with p variables and n samples, the data are first centred on the means of each variable. This will insure that the cloud of data is centred on the origin of our principal components, but does not affect the spatial relationships of neither the data nor the variances along our variables. The first principal components (Y1) is given by the linear combination of the variables X1, X2,Xp which is:

\[ Y1 = a11X1 + a12X2 + \ldots + a1pXp \]

Or, in matrix notation

\[ Y1 = aT1 X \]

The first main component is calculated to account for the maximum variance in the data set. Of course, one could make the variance of Y1 as large as possible by choosing large values for the weights a11, a12,... a1p. To prevent this, weights are calculated with the constraint that their sum of squares is 1.

\[ a211 + a212 + \ldots + a21p = 1 \]
The second main component is calculated in the same way, provided that it is un-
correlated with (i.e., perpendicular to) the first main component and the next highest
variance is accounted for.

\[ Y_2 = a_{21}X_1 + a_{22}X_2 + ... + a_{2p}X_p \]  

This goes on until a total of \( p \) main components, equal to the original number
of variables, have been calculated. At this point, the sum of the variances of all the
main components will be equal to the sum of the variances of all variables, i.e. all the
original information was explained or accounted for. Collectively, all these original
variables are transformed into the main components \( i \).

\[ Y =XA \]  

4.2.3 Recursive Feature Elimination

Recursive Feature Elimination (RFE) is a method of selecting features that fits a
model and removes the weakest feature (or features) until reaching the specified num-
ber of features [27]. Features are ranked by the coefficient or feature attributes of
importance of the model, and by repeatedly eliminating a small number of features
per loop, RFE attempts to eliminate the dependencies and collinearity that may exist
in the model. RFE requires a specified number of features to be maintained, but how
many features are valid is often not known in advance. To find the optimum number
of cross-validation features, RFE is used to score various subsets of features and select
the best collection of features to score.

RFE is a type of method of reverse selection. RFE works on the ranking system of
features, however. First model fits on all variables based on linear regression. It then
calculates the coefficients of the variable and their significance. On the basis of linear
regression fit, it then ranks the variable and then removes the low ranking variable in
each iteration.

4.2.4 P-Value Calculation

A P-Value helps you determine the meaning of your results when performing a sta-
tistical hypothesis test. To test the validity of a claim made about a population,
hypothesis tests are used. In essence, this claim on trial is called the null hypothesis
[25].

The alternative hypothesis if the null hypothesis is concluded to be untrue is the one
that would be believed. Your data and the statistics that accompany it are the ev-
idence in the trial. Ultimately, all hypothesis tests use a P-value to weigh evidence
strength (what the data tells you about the population). The P-value ranges from 0
to 1 and is interpreted as follows:

- A small P-value (typically 0.05) shows strong evidence against the null hypothesis,
  so the null hypothesis is rejected.
• A large P-value ($> 0.05$) indicates weak evidence against the null hypothesis, so the null hypothesis is not rejected.
• P-Values that are very close to the cutoff (0.05) are considered marginal (may go either way).
Generally, P-Values $\leq 0.05$ indicates the significant feature. The less P-Value indicates the more significance of a feature. So, for feature selection, P-Value with $\leq 0.05$ is selected. P-Value can be calculated in many ways, for example, using t-test or anova test or etc. For this study t test has been applied.

4.2.5 Summary

In this chapter, basic concepts of dimension reduction and feature selection have been discussed. The reasons of applying dimension reduction and feature selection is discussed properly here. Moreover, as dimension reduction algorithm how PCA works, its computational process are also described here. As feature selection algorithm, RFE and P-Value has been chosen.
5 RESULTS AND DISCUSSION

5.1 Introduction

In this chapter, speech emotions are classified in accordance with different features that are used in this thesis work. A final overall result is also presented in this chapter. The results are compared against different performance parameters.

5.2 MFCC Extraction

First 14 coefficients are considered for extraction process. Time considered for each trial is 2.15 second. So, for each trail a matrix of 14215 dimension was achieved in this study. For each trail, only first row was considered. That means the first coefficients with 215 components are considered for each trail. Sampling frequency was 512 Hz. Using those coefficients, total seven features were extracted. They are mean, standard deviation, median, variance, mode, kurtosis and skewness. Amplitude and pitch- these features are developed from raw audio. Value of all features are given below,

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Median</th>
<th>Variance</th>
<th>Mode</th>
<th>Kurtosis</th>
<th>Skewness</th>
<th>Amplitude</th>
<th>Pitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female_angry</td>
<td>-34.3821</td>
<td>5.346704</td>
<td>-35.0646</td>
<td>45.48376</td>
<td>-52.776</td>
<td>3.88519</td>
<td>0.734483</td>
<td>-1.37E-05</td>
<td>-0.45038</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-28.5147</td>
<td>9.129523</td>
<td>-27.0051</td>
<td>95.5266</td>
<td>-46.5939</td>
<td>2.611645</td>
<td>-0.64786</td>
<td>4.88E-05</td>
<td>1.598211</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-40.3449</td>
<td>7.937005</td>
<td>-40.1681</td>
<td>86.61492</td>
<td>-53.458</td>
<td>2.410482</td>
<td>0.183788</td>
<td>-4.51E-06</td>
<td>0</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-35.2798</td>
<td>6.87238</td>
<td>-32.7979</td>
<td>93.60074</td>
<td>-52.2576</td>
<td>2.228528</td>
<td>-0.64786</td>
<td>4.88E-05</td>
<td>1.598211</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-38.1508</td>
<td>7.605945</td>
<td>-38.2202</td>
<td>78.78612</td>
<td>-52.849</td>
<td>2.842288</td>
<td>0.45179</td>
<td>-1.73E-05</td>
<td>0.56551</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-38.4427</td>
<td>7.263208</td>
<td>-37.0982</td>
<td>74.17801</td>
<td>-50.0937</td>
<td>3.563157</td>
<td>0.184592</td>
<td>7.11E-07</td>
<td>0</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-34.9621</td>
<td>5.540055</td>
<td>-35.2018</td>
<td>48.33695</td>
<td>-44.3384</td>
<td>2.62335</td>
<td>0.241592</td>
<td>2.24E-06</td>
<td>0.073337</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-39.2322</td>
<td>7.778736</td>
<td>-38.6512</td>
<td>82.84626</td>
<td>-55.5329</td>
<td>3.08197</td>
<td>0.01892</td>
<td>-3.96E-07</td>
<td>0.000000</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-36.0194</td>
<td>7.828884</td>
<td>-35.416</td>
<td>79.43503</td>
<td>-48.3727</td>
<td>2.353787</td>
<td>-0.11012</td>
<td>3.00E-07</td>
<td>0</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-36.4734</td>
<td>7.804992</td>
<td>-36.1298</td>
<td>80.26296</td>
<td>-48.077</td>
<td>3.291108</td>
<td>0.462055</td>
<td>8.26E-07</td>
<td>0.027059</td>
</tr>
<tr>
<td>Female_angry</td>
<td>-37.022</td>
<td>6.902982</td>
<td>-36.895</td>
<td>67.5117</td>
<td>-50.7622</td>
<td>2.73007</td>
<td>0.003464</td>
<td>1.43E-06</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.1: Sample feature extraction result

5.3 Classification Result

Using extracted features, four classifiers are used for classification. Among them CNN shows the best accuracy. Table 5.2 describes the result.
<table>
<thead>
<tr>
<th>Classifier Name</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>61.26%</td>
</tr>
<tr>
<td>SVM</td>
<td>60.36%</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>60.36%</td>
</tr>
<tr>
<td>CNN</td>
<td>71.17%</td>
</tr>
</tbody>
</table>

Table 5.2: Accuracy comparison of different classifiers

![Figure 5.1: Epoch wise accuracy improvement of CNN (500 Epoch)](image)

Now this time we wanted to improve accuracy of supervised learning classifiers using feature selection and dimension reduction algorithms. We used the following techniques-

a. RFE
b. P-Value Calculation
c. PCA

**a. RFE**

As feature selection algorithm, firstly we tried RFE. RFE ranks the features according to their importance.

**i. RFE on Random Forest**

For Random Forest, feature rank using RFE is,

Varying number of features according to rank the accuracies we get,
<table>
<thead>
<tr>
<th>Name of Features</th>
<th>Mean</th>
<th>STDEV</th>
<th>MEDIAN</th>
<th>Amplitude</th>
<th>Pitch</th>
<th>Variance</th>
<th>Mode</th>
<th>Kurtosis</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>9</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5.3: Feature ranking of Random Forest classifier using RFE

![Bar chart showing accuracies using RFE on Random Forest](image)

Figure 5.2: Bar chart showing accuracies using RFE on Random Forest

<table>
<thead>
<tr>
<th>Features</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result(%)</td>
<td>39.634</td>
<td>56.75</td>
<td>57.65</td>
<td>58.55</td>
<td>55.85</td>
<td>56.75</td>
<td>62.16</td>
<td>59.46</td>
<td>61.26</td>
</tr>
</tbody>
</table>

Table 5.4: Accuracy using Random Forest with different combination of features

Using 7 features according to rank shows best accuracy of 62.16%.

**ii. RFE on SVM**

SVM has no effect on RFE. It shows same importance on all features (Table 5.5). For SVM, accuracy is same after applying RFE (60.36%).

Varying number of features according to rank accuracy we get,
### Table 5.5: Feature ranking of SVM classifier using RFE

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name of Features</th>
<th>Mean</th>
<th>STDEV</th>
<th>MEDIAN</th>
<th>Amplitude</th>
<th>Pitch</th>
<th>Variance</th>
<th>Mode</th>
<th>Kurtosis</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 5.6: Accuracy using SVM with different combination of features

<table>
<thead>
<tr>
<th>Features</th>
<th>Result(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60.36</td>
</tr>
<tr>
<td>2</td>
<td>60.36</td>
</tr>
<tr>
<td>3</td>
<td>60.36</td>
</tr>
<tr>
<td>4</td>
<td>60.36</td>
</tr>
<tr>
<td>5</td>
<td>60.36</td>
</tr>
<tr>
<td>6</td>
<td>60.36</td>
</tr>
<tr>
<td>7</td>
<td>60.36</td>
</tr>
<tr>
<td>8</td>
<td>60.36</td>
</tr>
<tr>
<td>9</td>
<td>60.36</td>
</tr>
</tbody>
</table>

### iii. RFE on Gradient Boosting

For Gradient Boosting, feature rank using RFE is,

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name of Features</th>
<th>Mean</th>
<th>STDEV</th>
<th>MEDIAN</th>
<th>Amplitude</th>
<th>Pitch</th>
<th>Variance</th>
<th>Mode</th>
<th>Kurtosis</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>9</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.7: Feature ranking of Gradient Boosting classifier using RFE

Varying number of features according to rank the accuracies we get,
Figure 5.3: Bar chart showing accuracies using RFE on Gradient Boosting

<table>
<thead>
<tr>
<th>Features</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result(%)</td>
<td>51.35</td>
<td>61.26</td>
<td>58.55</td>
<td>58.55</td>
<td>60.36</td>
<td>62.16</td>
<td>59.45</td>
<td>60.36</td>
<td>60.36</td>
</tr>
</tbody>
</table>

Table 5.8: Accuracy using Gradient Boosting with different combination of features

Using 6 features according to rank shows best accuracy of 62.16%.

b. P-Value Calculation

Now we calculated P-Value for each features. It is said that, if P-Value for a feature is <0.05 then that feature is significant. From Figure: 5.4 it is clearly noticed that amplitude and pitch have higher value which greater than 0.05. So we avoided them.

Figure 5.4: Bar chart showing Pitch and Amplitude has a higher value than others
Table 5.9: P-Values of all features

<table>
<thead>
<tr>
<th>Name of Features</th>
<th>Mean</th>
<th>STDEV</th>
<th>Median</th>
<th>Amplitude</th>
<th>Pitch</th>
<th>Variance</th>
<th>Mode</th>
<th>Kurtosis</th>
<th>Skewness</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.05E-131</td>
<td>1.06E-155</td>
<td>7.11E-169</td>
<td>0.389255041</td>
<td>0.862034339</td>
<td>9.71E-113</td>
<td>2.87E-45</td>
<td>4.19E-10</td>
<td>4.56E-167</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.5: Bar Chart showing improvement on SVM

After discarding pitch and amplitude from the feature list SVM has some improvement than before. The improvement is shown in Figure: 5.5

c. PCA

The last task is to use dimension reduction algorithm to see if it can give any improvement on accuracy. For that purpose, PCA was used. But PCA didn’t give any improvement as the data was uncorrelated. Figure 5.6 and Table 5.10 shows the result after applying PCA.

<table>
<thead>
<tr>
<th>PCA features</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>35.13%</td>
<td>52.25%</td>
<td>36.93%</td>
<td>36.93%</td>
<td>35.13%</td>
<td>39.64%</td>
<td>38.74%</td>
<td>40.54%</td>
<td>40.54%</td>
</tr>
<tr>
<td>SVM</td>
<td>27.92%</td>
<td>49.54%</td>
<td>43.24%</td>
<td>37.83%</td>
<td>37.83%</td>
<td>36.94%</td>
<td>39.64%</td>
<td>39.64%</td>
<td>39.64%</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>27.92%</td>
<td>45.94%</td>
<td>43.24%</td>
<td>36.93%</td>
<td>39.63%</td>
<td>41.44%</td>
<td>44.14%</td>
<td>43.24%</td>
<td>42.34%</td>
</tr>
</tbody>
</table>

Table 5.10: Accuracy after using PCA

Lastly, all the interpretations on the supervised algorithms show that applying RFE on Gradient Boosting gives the highest accuracy (62.16% in 6 dimensions). The overall accuracy comparison of each classifier is given on Table 5.11.
5.4 Discussion

We have conducted a comparative analysis on several techniques to show which method works the best. Future work can be done on these methods. From the results it can be concluded that PCA is not a good method when the data is uncorrelated like in our case, RFE seems like the most useful method out of the three feature selection and dimension reduction methods because it works well for smaller data points and for most classifiers. So, for any further work we can safely say that not all features are important for emotion detection, so before using classifiers the feature set can undergo RFE on Gradient Boosting. However, at any given dataset CNN works the best, so further works or improvements can be done using CNN or any other neural nets if work is done using unsupervised algorithms and if supervised classifiers are to be used then RFE can used on the features before moving on to the classification stage.

The proposed method is implemented in MATLAB and Python. MATLAB is used for the purpose of P-Value calculation and Python has been used for the purpose of classification and other algorithms. Device specification: Intel Core i3-4030U, CPU 1.90 GHz, RAM 12 GB, 64 bit operating system with x64 based processor. Classification and performance analysis have been done using python class scikit-learn and keras. They are for machine learning class in python. All the classifier performance has been
measured properly. In spite of parameter tuning, this procedure can also be used for enhancing performance of a classifier. To establish the procedure in practical case, we need more data for research. More experimental analysis will provide strong evidence that this methodology can be used for emotion detection. In future, we would like to extend the work with more data, more data will make this analysis strong.

5.5 Summary

Result of feature extraction, classification performance has been described properly. Comparison among classifiers and comparison within classifier (Before and after using feature selection and dimension reduction algorithms) has been done properly. All the results are shown on table and figure. Finally, a discussion on this thesis work has been made.
6 CONCLUSION AND FUTURE WORK

6.1 Conclusion

A lot of uncertainties are still present for the best algorithm to classify emotions. Different combinations of emotional features give different emotion detection rate. The researchers are still debating for what features influence the recognition of emotion in speech.

In our research a model for successful detection of emotion was proposed. Study was done using MFCC coefficient. Using MFCC coefficients, nine features were extracted. Classification was done with four classifiers. CNN shows the best accuracy. PCA, RFE and P-Value were used for dimension reduction or feature selection which enhances classification performance of supervised classifiers. Three supervised classifiers, SVM, Random Forest and Gradient Boosting have shown improvement on RFE and P-Value, but PCA couldn’t give any improvement. And after the comparative analysis it has been shown that even for smaller or lighter data points, RFE shows most accuracy. This comparative analysis was done on three different feature selection or dimension reduction methods as mentioned, which have not been done earlier. Literature review shows that others who have worked on this field used any one of the methods or none and they have given more focus on the better use of classifiers.

6.2 Future Work

Dataset used for classification purpose is not so heavy for which the accuracy was not very much. So, the work will be done with heavy dataset in future. Accuracy, for supervised classifiers are not so high. In future, accuracy improvement task will be done by changing features. Moreover using any other scheme instead of MFCC, effect can be observed. May be, any other scheme can give better result such as emotion detection by speech spectrogram.

Moreover, we would like to extend our work to creating a Bengali dataset ourselves and then conduct the same process and then compare the two languages and emotions.
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